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Abstract: The use of green hydrogen as a fuel source for marine applications has the potential to
significantly reduce the carbon footprint of the industry. The development of a sustainable and
cost-effective method for producing green hydrogen has gained a lot of attention. Water electrolysis is
the best and most environmentally friendly method for producing green hydrogen-based renewable
energy. Therefore, identifying the ideal operating parameters of the water electrolysis process is
critical to hydrogen production. Three controlling factors must be appropriately identified to boost
hydrogen generation, namely electrolysis time (min), electric voltage (V), and catalyst amount (µg).
The proposed methodology contains the following two phases: modeling and optimization. Initially,
a robust model of the water electrolysis process in terms of controlling factors was established using
an adaptive neuro-fuzzy inference system (ANFIS) based on the experimental dataset. After that,
a modern pelican optimization algorithm (POA) was employed to identify the ideal parameters
of electrolysis duration, electric voltage, and catalyst amount to enhance hydrogen production.
Compared to the measured datasets and response surface methodology (RSM), the integration of
ANFIS and POA improved the generated hydrogen by around 1.3% and 1.7%, respectively. Overall,
this study highlights the potential of ANFIS modeling and optimal parameter identification in
optimizing the performance of solar-powered water electrocatalysis systems for green hydrogen
production in marine applications. This research could pave the way for the more widespread
adoption of this technology in the marine industry, which would help to reduce the industry’s carbon
footprint and promote sustainability.

Keywords: green hydrogen; water electrocatalysis; artificial intelligence; parameter estimation;
marine applications

1. Introduction

Population growth and technological advances have been significant contributors to
global warming. The exponential growth of the world’s population has resulted in an
increase in demand for goods and services, resulting in the rise of industrialization and the
development of new technologies and, thus, an increase in energy consumption. Unfortu-
nately, fossil fuels are the primary energy sources that have resulted in the accumulation
of greenhouse gases and, thus, global warming [1–3]. The rise in global temperatures has
resulted in severe climate changes, such as rising sea levels, droughts, and extreme weather
events. As a result, there is a growing need for individuals, businesses, and governments to
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take action and reduce greenhouse gas emissions in order to mitigate the effects of global
warming. In order to combat the effects of global warming, a number of strategies have
been put into action. Besides carbon capture and storage [4–6], these strategies include
enhancing currently operating processes through waste heat recovery, employing highly
effective energy conversion devices, such as fuel cells, and shifting toward the use of re-
newable energy sources. The consensus among experts is that renewable sources of energy
offer the best combination of practicability and long-term viability among these choices.
Particularly, wind and solar energy have found their way into commercial applications all
over the world [7–9]. Hydrogen is a clean and versatile form of energy that can be used
for a variety of applications, including transportation, residential use, and industrial use,
among others. It can be used both as a storage medium for energy and a carrier of that
energy. Green hydrogen production from solar-powered water electrocatalysis is a process
that uses electricity from solar power to split water molecules into hydrogen and oxygen.
The hydrogen produced in this way is considered “green” because it is generated using a
renewable energy source rather than fossil fuels. Recently, a substantial amount of studies
have been focused on producing hydrogen using renewable energy sources rather than
fossil fuels [10,11]. Water electrolysis is a safe, clean, and efficient approach to producing
hydrogen, especially if integrated with a renewable energy source, such as wind or solar
energy [12,13]. Therefore, there are no greenhouse gas emissions, as the products of water
electrolysis are only hydrogen and oxygen, and the water is reproduced again by using
hydrogen as a fuel. From a thermodynamic point of view, the energy content of hydrogen
is three times greater than that of fossil fuels [14,15]. As a result, hydrogen as a sustainable
energy source could replace fossil fuels to create a green and clean environment [16,17].
Approximately one-fourth of all emission levels from the worldwide transportation sector
are produced by maritime shipping [18]. The shipping sector, which emits about one billion
tons of CO2 annually, faces considerable pressure to reduce carbon emissions in the next
few decades [19]. In order to link the shipping sector with the goals of the Paris Climate
Agreement, the International Maritime Organization (IMO) has advocated for a 50% de-
crease in greenhouse gas (GHG) emissions by 2050, corresponding to 2008 levels [20]. The
IMO has directed the shipping industry toward adopting carbon-free fuels, hydrogen [21],
batteries [22], fuel cells [23,24], and electric propulsion systems [25]. However, adopting
the safety and reliability of these innovative technologies can be costly. Therefore, an eco-
friendly ship design for affordable marine demonstrations and international collaboration
for achieving carbon neutrality in the industry is recommended [26,27].

There are several studies that have been conducted in recent years related to marine
fuels. These studies have aimed to address various challenges and issues faced by the
marine industry, particularly in terms of fuel stability, composition, and transportation
of alternative fuels. Smyshlyaeva et al. [28] analyzed the impact of asphaltene genesis on
sedimentation stability in low-sulfur residual marine fuel using the RMG 380 fuel as an
example. By analyzing various asphaltenes and crude oil, the study showed that as the
asphaltene content increased above 4%, the stability of the fuel composition decreased.
The study highlighted the importance of controlling the asphaltene content in marine
fuels to maintain their stability. Ershov et al. [29] investigated the characteristics and
composition of very-low-sulfur fuel oil and ultra-low-sulfur fuel oil bunkered in key ports
worldwide. The key fuel components vary in different regions, with hydrodesulfurized
atmospheric residues (ARs) being the most important in Asian ports while low-sulfur
components, such as straight-run AR, are widely used in European ports. A mixture
of hydrotreated and straight-run fuel oil is used as the base low-sulfur component in
Singapore and the Middle East. Bolobov et al. [30] examined the impact of hydrogen on
the mechanical properties of pipeline steels and assessed the potential of transporting
compressed hydrogen through existing gas pipelines. This technology could be used
to power hydrogen-fueled ships, reducing greenhouse gas emissions in the shipping
industry. However, the study highlighted the need to address the effects of hydrogen on
the mechanical properties of pipeline steels and the potential hydrogen losses through
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pipeline walls due to diffusion. These challenges must be overcome to ensure the safe and
efficient transportation of compressed hydrogen for marine applications.

Eco-friendly fuels have proven critical in addressing environmental challenges associ-
ated with fossil fuel use while still satisfying energy demands. Hydrogen is the obvious
frontrunner among the several clean fuel options now being tested. Hydrogen is consid-
ered a zero-carbon fuel. As a result, it is regarded as an environmentally favorable fuel
choice [31,32]. Hydrogen is commercially synthesized via various approaches, including
coal gasification and steam-reforming methane (natural gas). However, these approaches
are not eco-friendly since they depend on fossil fuels and release carbon dioxide [33,34].
The worldwide yearly hydrogen consumption is 400–500 billion N m3, and it is expected to
share 11% of the total energy demand in 2025, rising to 34% by 2050 [35]. In the context
of marine manufacturing, the implementation of this green technology can considerably
lessen the carbon footprint of the industry by replacing the fossil fuels used in marine
vessels and other equipment [28,29] with ammonia and hydrogen [36–38]. The technology
could also be integrated into offshore platforms and ships to produce hydrogen on-site,
reducing the need for the transport and storage of hydrogen [39]. Lee et al. [40] proposed
an integrated design of NH3 fuel supply and a re-liquefaction system for a large container
ship. The proposed onboard re-liquefaction system has the capability to liquefy boil-off
gases (BOGs) from the fuel tank. Furthermore, they recommend introducing this system
because it comes at a reasonable cost of less than one million USD. Bertagna et al. [41]
compared the use of different fuels (hydrogen, NH3, and LNG) and technologies (fuel
cells and internal combustion engines) for a medium/large-sized passenger cruise ship,
highlighting the challenges and limitations of each option. Huang et al. [42] investigated
the effect of various nitrous oxide emission abatement ratios on reducing emissions and
identifying suitable marine fuels. Their findings indicate that using full solar and battery-
powered ammonia with a 90% reduction in nitrous oxide emissions is more efficient than
methanol. Consequently, ammonia can be a superior alternative for decreasing nitrous
oxide emissions. Lee [43] analyzed the environmental impact of marine gas oil, liquefied
natural gas, and hydrogen as alternative ship fuels. The study covered their life cycle from
production to shipping operations. Hydrogen had the highest GWP due to the significant
emissions generated through the steam methane reforming method. Despite its potential as
an alternative fuel source for ships, hydrogen initiatives in the marine industry face several
barriers, including safety concerns and the lack of necessary infrastructure and market
regulation mechanisms [44,45]. Pilot projects have shown promise, but the current risks
associated with hydrogen outweigh its potential ecological benefits, making it challeng-
ing to implement hydrogen as a mainstream fuel source in the marine industry [46]. To
maximize the production of green hydrogen from solar-powered water electrocatalysis, it
would be important to optimize the system design and operating conditions. This could
include using high-efficiency solar cells and catalysts and developing advanced materials
and designs for the electrolyzer itself [47]. Moreover, the system configuration could be
optimized to suit the specific conditions of the marine environment, such as the effects
of saltwater on the materials and components of the system and the effects of wave mo-
tion and other dynamic loads on the solar panels and electrolyzer [48–50]. In addition
to optimizing the technology, research and development on the economic and regulatory
aspects of green hydrogen production, such as hydrogen storage, transport, and distribu-
tion, would also be important [51,52]. Wang et al. [53] provided an overview of the present
state of the hydrogen energy industry, with a particular emphasis on the development of a
hydrogen expressway along the coast using offshore wind power hydrogen production.
The study also considered the strategic placement of hydrogen refueling stations along this
expressway. Overall, maximizing green hydrogen production from solar-powered water
electrocatalysis in marine manufacturing would require a multi-disciplinary approach,
including the optimization of technology, materials, and system design, as well as economic
and regulatory considerations.
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Although water electrolysis is a safe, simple, and clean method of producing hydrogen
(4% of the global hydrogen production), the stability and cost of anode and cathode elec-
trodes are still challenges [54]. The platinum (Pt) catalyst is the most electroactive catalyst
for hydrogen evolution reactions (HERs), but its high cost and scarcity prevent it from being
used in large-scale applications. Many attempts have been conducted to reduce the cost of
hydrogen generation by water electrolysis by improving the process efficiency. One of the
proposed techniques for large-scale hydrogen generation through water electrolysis is the
development of a non-precious electrocatalyst with high HER activity [55]. Several non-Pt
electrocatalysts were synthesized and investigated against HERs [56]. Since their d-orbit is
less filled, transition metals could be employed as HER cathode electrodes because they
can accept and donate electrons easily. Hydrothermal and calcination methods were used
to create bifunctional double-layered hydroxides of nitrogen-doped nickel (Ni), zinc (Zn),
and copper (Cu) with reduced graphene oxide, N-NiZnCu LDH/rGON, which was used
as both an anode and cathode for hydrogen generation [57]. These electrodes were substan-
tially more stable than Pt/C||IrO2. Furthermore, they could be used to treat ammonia,
urea, or hydrazine-polluted wastewater while producing hydrogen. Operating temperature
and pressure, catalyst type, electrode surface area and porosity, applied voltage, membrane
type, pH, and other factors all influence the generation of hydrogen [58–61]. Choosing
the optimal operating conditions is critical for maximizing the process efficiency at the
lowest possible cost [62,63]. However, experimental optimization of such conditions is time-
consuming, costly, and labor-intensive. There are different optimization methodologies,
such as genetic algorithms [64], ANYSYS [65], artificial neural networks [66], and surface
methodology [67]. Mathematical and physical models were successful to a large extent
in modeling and optimizing the performance of numerous processes [68–71]. However,
mathematical and physical models often depend on assumptions that ultimately decrease
the accuracy of the suggested model and outcomes [72,73]. Compared to physical and
mathematical models, artificial intelligence (AI) is simpler and more accurate [74,75]. Mod-
eling and process optimization for several processes, including microbial fuel cells [76], fuel
cells [77], hydrogen synthesis [78], bio-hydrogen production [79], alternative fuels [80–82],
biofuels [83,84], etc., are effectively performed using AI. A new hydrogen production
approach combined with a photovoltaic/thermal (PVT) solar collector is proposed by
Senthilraja et al. [85]. In this work, the thermal efficiency, electrical efficiency, and hydrogen
production rate were predicted using ANFIS. Salameh et al. [79] proposed integration
between ANFIS and particle swarm optimization to improve the bio-hydrogen production
process. The following four parameters are chosen to increase the hydrogen rate: the initial
pH value, operating temperature, N/C ratio, and organic (xylose) concentration.

Optimizing the water electrolysis process is considered a viable approach for improv-
ing hydrogen evolution reactions. The present study takes advantage of such cooperation
and proposes a method to improve the hydrogen production water electrolysis process.
ANFIS modeling and parameter identification are the two primary processes used. The
ANFIS model was able to accurately predict hydrogen production under various oper-
ating conditions regarding electrolysis duration, electric voltage, and catalyst amount
using datasets obtained with permission. Following this, a pelican optimization algorithm
(POA) optimizer was able to identify the best controlling parameters for maximizing the
production of hydrogen. This study highlights the importance of considering multiple
factors in the design and operation of water electrolysis systems for hydrogen production
and the benefit of using advanced optimization and modeling techniques to enhance the
performance of the system. The following are the main contributions of this study:

1. A reliable ANFIS model to replicate the electrolysis of water was developed.
2. For the first time, an innovative application of the pelican optimization algorithm was

developed to determine the optimum values for the amount of catalyst, electrolysis
time, and electric voltage.

3. Demonstrating the superiority and robustness of the proposed methodology.
4. Boosting the production of hydrogen from the water electrolysis process.
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The rest of the paper is organized as follows: A brief description of the data used
to model the water electrolysis process is presented in Section 2. The two phases of the
proposed methodology are explained in Section 3. The obtained results are presented and
discussed in Section 4. Finally, the findings are concluded in Section 5.

2. Experimental Methods

The following part describes the experimental steps to prepare the electrodes and the
operating conditions for hydrogen production. Ni foam (NF) was coated with a thin layer of
Ni-Cu using an electrodeposition approach. Firstly, after cleaning the NF of 1:1:0.16 cm with
distilled water and ethanol, a thin coating of Ni-Cu was galvanostatically electrodeposited
on the cleansed NF. For the Ni-Cu deposition on the NF, 1.25% C4H6O6, 1.25% H3BO3, 30%
NiSO4·6H2O, and 3% CuSO4·5H2O were utilized. A constant current density of 5 mA/cm2

was supplied during the electrodeposition at varying operating durations calculated using
Faraday’s laws to yield different catalyst loadings of 5, 10, and 15 µg. The coated NF
electrodes were evaluated for hydrogen generation in a three-electrode cell with Ag/AgCl
(the reference electrode) and platinum (the counter electrode) in 1M KOH. The I-V curves
were performed in the range of −1.0 V to −1.8 V vs. Ag/AgCl at a scan rate of 0.05 V/s.
The electrochemical impedance spectroscopy (EIS) measurements were performed in the
range of 100 kHz and 10−2 Hz with a 5 mV amplitude at a cathodic potential of −1.5 V.
The hydrogen gas was produced utilizing a two-electrode electrolysis cell configuration, in
which the coated NF electrodes served as the cathodes and Pt served as the anodes. The
system was constructed by inverting a burette containing 1M KOH over the cathode and
applying constant potential values of 2.4, 2.7, and 3.0 V. The quantity of hydrogen gas in
the burette was measured for 30 min at each potential. More details are available in [86].

3. Methodology

The methodology includes the two phases of ANFIS-based modeling and parameter
identification, as explained in Figure 1. At first, based on experimental data, a reliable
ANFIS model to simulate the electrolysis of the water process was developed in terms
of the amount of catalyst, electrolysis time, and electric voltage. Then, for the first time,
the pelican optimization algorithm was used to identify the optimal parameters of the
electrolysis of the water process to increase the hydrogen production rate. During the
optimization process, the amount of catalyst, the electrolysis time, and the electric voltage
were used as decision variables. The data used in this study were obtained under license
number 5467160511103.

3.1. ANFIS Modeling

Membership functions (MFs) in the fuzzification layer [87] allow for non-linear map-
ping of the inputs for the ANFIS model. In the inference engine phase, the rules of ANFIS
were generated, the outputs of the rules were assessed, and the fired rules were combined to
generate the final output. Ultimately, the output is converted from fuzzy form to crisp value
at the defuzzification layer. Despite this, there are numerous MF forms and defuzzification
methods, with the Gaussian shape and weight average receiving the best nomination. The
IF-THEN rule represents the relationships between the inputs and outputs in the fuzzy
model. The following relationship is an example of a fuzzy rule [88]:

IF m is M and n is N THEN z = f (m, n)

where m and n are the inputs, z is the output, and M and N are the MFs of m and n,
respectively. The fuzzy rule demonstrates that the output z depends on the inputs m and n.
The output f can be estimated using the outputs of the two rules, f 1 and f 2 as follows:

f = ω̃1 f1 + ω̃2 f2 (Output Layer) (1)

Evaluating ω̃1g1(x, y) and ω̃2g2(x, y) (Defuzzification Layer) (2)
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ω̃1 =
ω1

ω1 + ω2
and ω̃2 =

ω2

ω1 + ω2
(N Layer) (3)

ω1 = µA1 ∗ µB1 and ω2 = µA2 ∗ µB2 (π Layer) (4)

where µA1 , µA2 , µB1 , and µB2 are the MF values of the two inputs (Fuzzification Layer).
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3.2. Pelican Optimization Algorithm (POA)

POA has been used to figure out the best electrolysis time, electric voltage, and catalyst
quantity to maximize hydrogen generation from water electrolysis. POA is a population-
based metaheuristic optimization method inspired by nature that resembles the swarm
behavior of pelicans. This algorithm is divided into the following two steps [89]:

Phase 1: Moving toward Prey (Exploration Phase)

After a random initialization in the chosen search area, the pelicans locate the prey
and then proceed toward it. The prey is created randomly during this phase, allowing the
pelican-seeking technique to traverse the whole search field. This stage can be represented
mathematically as follows:

xi,new1 =

{
xi + r(p− I · xi) fp < fi,new1
xi + r(xi − p) else

(5)
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where xi is the location of the ith pelican, p is the prey position, r is a random, I represents a
random number equal to 1 or 2, fp is the prey fitness, and fi is the fitness of the ith pelican.
The following are the final positions in this phase, updated based on their fitness:

xi =

{
xi,new1 fi,new1 < fi
xi else

(6)

Phase 2: Winging on the Water Surface (Exploitation Phase)

When the pelicans approach the surface of a pond, they spread their wings to hoist
the fish upward, after which they sweep them up in their throat pouches. Because of
this strategy, pelicans catch more fish in the attacked zone. This process increases the
exploitation potential. To come up with a more accurate response, the places around the
pelican spot are explored quantitatively. The following equation analytically models this
hunting behavior [89]:

xi,new2 = xi + R
(

1− t
tmax

)
(2 · r− 1)xi (7)

where R = 0.2, t is the current iteration number and tmax is the maximum number of
iterations. The final positions in this step are updated using the same technique as in Phase
1, as displayed in Equation (2). Figure 2 depicts the detailed operation of this method.
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Once the model has been validated, the optimal values for the input parameters can
be obtained using a pelican optimization process. The electrolysis time, electric voltage,
and catalyst quantity were evaluated as decision variables, where the hydrogen generation
is the output. The optimization issue can be expressed as follows:

arg
X∈R+

max ( f (X)) (8)

where f (X) is the output of the ANFIS model and X = [x1, x2, x3] are the three controlling
parameters, which varied in the ranges of x1∈ [10, 30], x2∈ [2.4, 3], and x3∈ [5, 15].

4. Results and Discussion
4.1. Modeling Phase

The ANFIS model is built using seventeen experimental data points obtained with
permission. The inputs include electrolysis time, electric voltage, and catalyst quantity,
with hydrogen generation being the output. The training-to-testing ratio is set at 70 to 30.
The root mean square error (RMSE) and R-squared of the model predictions in relation to
the datasets are shown in Table 1.

Table 1. Numerical metrics of the ANFIS model of the water electrocatalysis process.

RMSE Coefficient of Determination (R2)

Train Test All Train Test All
3.4 × 10−6 0.2308 0.1371 1.00 0.9999 1.00

According to Table 1, the RMSE values for training and testing are 3.4 × 10−6 and
0.2308, respectively. For training and testing, the R-squared values are 1.00 and 0.9999,
respectively. The reliability and accuracy of the ANFIS modeling are demonstrated by a
very low RMSE and high R-squared values.

Figure 3 depicts the ANFIS model structure, which includes ten rules also presented
in the Appendix A. Figure 4 displays the Gaussian-shaped MFs of the inputs. The MFs
seem to be consistently distributed, implying that the measured data were generated
using uniformly distributed input values. This distribution enables the ANFIS model to
accurately select the input–output relationship. In the input space, each colored MF curve
represents a cluster.
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Examining the input–output relationship caused by the investigated system helps in
comprehending the influence of the inputs on the output. Figure 5 depicts the 3D surfaces
that connect each of the two inputs to the output. Specifically, Figure 5 demonstrates
the influence of various combinations of the controlling factors, namely electrolysis time,
electric voltage, and catalyst amount, on the hydrogen generated by the water electrolysis
process. It was clear from Figure 5a,c that the applied voltage has a significant effect
on hydrogen production, especially at low and high catalyst loadings (Figure 5a) and
prolonged electrolysis times (Figure 5c). Moreover, the electrolysis time also has a significant
effect on hydrogen production at the various catalyst loadings (Figure 5b) and at a high
applied voltage (Figure 5c). The applied voltage is known as the main driving force for
splitting water molecules into oxygen and hydrogen. However, a balance between the
applied voltage (energy consumption) and hydrogen production (hydrogen energy output)
should be optimized to work under the best economic conditions. It was also noticed
from Figure 5a that at low applied voltages of 2.4 to 2.7 V, the medium catalyst loading
demonstrated better performance than low and high catalyst loadings, and this could be
related to the small amount of available catalyst and the agglomeration of the catalyst,
respectively. As long as water is available on the catalyst surface and enough voltage is
applied, hydrogen production will increase as the electrolysis time is increased.

Figure 6 shows the model predictions versus the corresponding datasets. The predic-
tions in the training scenario, as shown in Table 1, are very comparable to the datasets for
both training and testing. The predictions based on the 100% accuracy line are shown in
Figure 7. All forecasts are very close to the line of 100% accuracy. This demonstrates that
the constructed model is accurate.

Model verification is an important step after completing the ANFIS model. Table 2
compares the verification findings to the measured samples. Experimentally, the hydrogen
generation is 106.2 mL for the following parameter values: 30 min, 3 V, and 11.35 µg for
electrolysis duration, electric voltage, and catalyst quantity, respectively. Using the response
surface approach and ANFIS-based modeling, the predicted generated hydrogen values
and catalyst quantity under the same circumstances were 103.677 mL and 105.254 mL,
respectively. The prediction error decreased from 2.38% when RSM was used to 0.89 when
ANIFIS was used. As a result of the ANFIS-based modeling, the prediction error was
reduced by 62.6%.
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Table 2. Validation results.

Method Electrolysis Time
(min)

Electric Voltage
(V)

Catalyst Amount
(µg)

Hydrogen
Production (mL) Prediction Error (%)

Dataset [86] 30 3 11.35 106.2 0.0
RSM [86] 30 3 11.35 103.677 2.38

ANFIS model 30 3 11.35 105.254 0.89J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 11 of 20 
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4.2. Optimization Results

POA was compared to a dragonfly optimizer (DO), sine cosine algorithm (SCA), parti-
cle swarm optimization (PSO), and gray wolf optimizer (GWO) to illustrate its superiority.
The five algorithms under consideration are metaheuristics. Consequently, the optimiza-
tion procedure must be carried out repeatedly to avoid finding the solution inadvertently.
Therefore, the optimization technique was repeated 30 times for each of the five optimizers.
Table 3 displays the detailed results of 30 runs. Several statistical studies were conducted
and displayed in Table 4 to demonstrate the advantages of POA.
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Table 3. Detailed results of 30 runs.

Run PSO DO SCA POA GWO Run PSO DO SCA POA GWO

1 105.45 105.451 105.45 105.451 105.451 16 105.336 105.451 105.148 105.451 105.449
2 105.451 105.45 105.292 105.45 105.451 17 79.048 105.451 104.418 105.45 105.451
3 105.45 105.451 105.442 105.451 105.45 18 105.448 105.449 105.44 105.451 105.451
4 105.45 105.45 105.449 105.451 105.451 19 105.43 105.451 105.111 105.451 105.451
5 79.172 105.45 105.408 105.451 105.448 20 105.45 105.451 104.978 105.451 105.43
6 104.888 105.451 105.155 105.449 105.446 21 105.451 105.449 104.836 105.449 105.45
7 105.335 105.451 102.785 105.451 105.443 22 105.382 105.272 105.328 105.451 105.449
8 104.454 105.445 103.963 105.451 105.449 23 105.444 105.451 104.523 105.451 105.437
9 105.45 105.451 105.446 105.451 105.396 24 105.447 102.993 105.055 105.451 105.45

10 105.45 105.451 105.438 105.451 105.418 25 105.225 101.712 100.278 105.449 104.674
11 105.448 102.875 105.349 105.451 105.45 26 105.45 99.94 105.448 105.448 105.427
12 105.306 105.451 105.423 105.45 105.45 27 105.45 101.317 105.09 105.451 105.45
13 105.45 105.451 104.842 105.45 105.44 28 105.397 101.042 105.232 105.451 105.448
14 105.45 105.451 105.303 105.45 105.444 29 104.98 105.451 105.088 105.451 105.446
15 105.441 105.449 105.45 105.446 105.424 30 79.255 105.45 104.682 105.451 105.448

Table 4. Statistical analysis of the five considered optimizers.

PSO DO SCA POA GWO

Best 105.451 105.451 105.45 105.451 105.451
Worst 79.048 99.94 100.278 105.446 104.674
Mean 102.728 104.683 104.895 105.45 105.417
STD 7.86 1.591 1.019 0.001 0.139

MEDIAN 61.772 2.531 1.038 1.3 × 10−6 0.019
Variance 105.446 105.45 105.193 105.451 105.448

The main cost function values ranged from 102.728 to 105.45 mL. The POA achieved
the highest value of 105.45 mL, followed by the GWO, while the PSO obtained the lowest
value of 102.728 mL. The standard deviation (STD) values varied from 0.001 to 7.86. POA
received the lowest STD value of 0.001, followed by the GWO, while the PSO obtained the
highest STD.

An ANOVA test was performed to demonstrate the POA’s superiority; the results
are shown in Table 5, and their corresponding ranking is shown in Figure 8. If the value
of F exceeds the p-value, the null hypothesis is presumed to be correct. The acquired
findings show that the p-value is substantially lower than the F value, indicating that
there is a significant difference between the outcomes. As illustrated in Figure 8, the POA
outperforms the other commonly used algorithm. The POA has the lowest variation range
and the highest mean fitness (maximization problem), proving its resilience and accuracy.

Table 5. ANOVA results.

Source SS df MS F p-Value > F

Columns 149.49 4 37.3737 2.76 0.0298
Error 1960.79 145 13.5227
Total 2110.29 194
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A Tukey’s Honestly Significant Difference (Tukey HSD) post hoc analysis was
performed to support the ANOVA findings. The results are displayed in Figure 9. The
POA has the best mean fitness, followed by the GWO. The performance of the POA is
superior to that of the DO and SCA and considerably superior to that of the PSO.

Figure 8. ANOVA ranking.

A Tukey’s Honestly Significant Difference (Tukey HSD) post hoc analysis was per-
formed to support the ANOVA findings. The results are displayed in Figure 9. The POA
has the best mean fitness, followed by the GWO. The performance of the POA is superior
to that of the DO and SCA and considerably superior to that of the PSO.
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All of the preceding statistical analyses confirmed that the POA findings were the
best. Therefore, it was adopted in this study. Accordingly, the proposed ANFIS and
POA algorithms were used to compare the resultant optimum solutions in the case of
the experimental and RSM techniques, as demonstrated in Table 6.
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ANFIS & POA 31.5 3.15 13.3 111.58 7.19
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ANFIS & POA 33 3.3 14.24 117.23 12.6

In Table 6, the combination of ANFIS and POA enhanced the generated hydrogen
by approximately 1.3% and 1.7, respectively, compared to the measured datasets and
RSM. Figure 10 shows the comprehensive outcomes of the POA optimization process.
For the electrolysis duration, electric voltage, and catalyst quantity, all particles attained
optimum solutions of 30 min, 3 V, and 11.9 μg, respectively. Since two of the parameters,
electrolysis time and electric voltage, converged to their maximum limits, the constraints
were expanded by 5% and 10%, respectively, to predict the system performance. The
amount of hydrogen generated increased by 7.19% and 12.6%, respectively, for the
extensions of 5% and 10%. This is consistent with the explanation in Figure 4, since
increasing the constraint by 10% increases the applied voltage from 3 V to 3.3 V, which
has a large influence on the hydrogen generation, and the other two parameters have the
same significant effect at such a higher voltage. The favorable impact of these three
factors will ultimately have a considerable influence on the hydrogen generation by
more than 12%.

Figure 9. Tukey test.

All of the preceding statistical analyses confirmed that the POA findings were the
best. Therefore, it was adopted in this study. Accordingly, the proposed ANFIS and
POA algorithms were used to compare the resultant optimum solutions in the case of the
experimental and RSM techniques, as demonstrated in Table 6.
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Table 6. Optimum parameter values using the considered methods.

Strategy Electrolysis Time (min) Electric Voltage (V) Catalyst Amount (µg) Hydrogen Production
(mL) Change (%)

Measured [86] 30 3 10 104.1 0.0
RSM [86] 30 3 11.35 103.677 −0.4

ANFIS & POA 30 3 11.9 105.45 1.3
Extending the constrains by 5%

ANFIS & POA 31.5 3.15 13.3 111.58 7.19
Extending the constrains by 10%

ANFIS & POA 33 3.3 14.24 117.23 12.6

In Table 6, the combination of ANFIS and POA enhanced the generated hydrogen by
approximately 1.3% and 1.7, respectively, compared to the measured datasets and RSM.
Figure 10 shows the comprehensive outcomes of the POA optimization process. For the
electrolysis duration, electric voltage, and catalyst quantity, all particles attained optimum
solutions of 30 min, 3 V, and 11.9 µg, respectively. Since two of the parameters, electrol-
ysis time and electric voltage, converged to their maximum limits, the constraints were
expanded by 5% and 10%, respectively, to predict the system performance. The amount of
hydrogen generated increased by 7.19% and 12.6%, respectively, for the extensions of 5%
and 10%. This is consistent with the explanation in Figure 4, since increasing the constraint
by 10% increases the applied voltage from 3 V to 3.3 V, which has a large influence on the
hydrogen generation, and the other two parameters have the same significant effect at
such a higher voltage. The favorable impact of these three factors will ultimately have a
considerable influence on the hydrogen generation by more than 12%.
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5. Conclusions

This study demonstrates the potential of using an ANFIS modeling approach and
optimal parameter identification to maximize the production of green hydrogen from
solar-powered water electrocatalysis for marine applications. This study proposes a novel
strategy to enhance the hydrogen production water electrolysis process by integrating the
ANFIS model and a POA optimizer. The following three controlling factors were optimized
to increase hydrogen production: electrolysis duration (min), electric voltage (V), and
catalyst quantity (µg). The proposed framework was divided into two stages. First, the
generated hydrogen was modeled and simulated using ANFIS based on datasets obtained
with permission. Following this, a pelican optimization algorithm (POA) was used to figure
out the best controlling parameters for maximizing hydrogen production. Furthermore,
POA was compared to various optimizers, including DO, SCA, PSO, and GWO, to illustrate
its superiority. The findings showed that the applied voltage, which was more than 2.4 V
in this study, plays a major role in enhancing hydrogen production. Both the electrolysis
period and the catalyst loading have a favorable influence on hydrogen production, such
as higher voltages. It is worth noting that extending the optimization process beyond
10% of the constraint resulted in more than 12% higher hydrogen productivity, which
might be attributed to the positive effects of time and catalyst loading at high applied
voltages. Finally, the combination of ANFIS and POA enhanced the generated hydrogen by
approximately 1.3% and 1.7, respectively, compared to the measured datasets and RSM. In
future work, integrating the water electrocatalysis process with solar photovoltaic systems
will be considered to produce hydrogen from the surplus energy for marine applications.
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Appendix A
ANFIS Rules
‘1. If (in1 is in1cluster1) and (in2 is in2cluster1) and (in3 is in3cluster1) then (Output is out1cluster1) (1)’
‘2. If (in1 is in1cluster2) and (in2 is in2cluster2) and (in3 is in3cluster2) then (Output is out1cluster2) (1)’
‘3. If (in1 is in1cluster3) and (in2 is in2cluster3) and (in3 is in3cluster3) then (Output is out1cluster3) (1)’
‘4. If (in1 is in1cluster4) and (in2 is in2cluster4) and (in3 is in3cluster4) then (Output is out1cluster4) (1)’
‘5. If (in1 is in1cluster5) and (in2 is in2cluster5) and (in3 is in3cluster5) then (Output is out1cluster5) (1)’
‘6. If (in1 is in1cluster6) and (in2 is in2cluster6) and (in3 is in3cluster6) then (Output is out1cluster6) (1)’
‘7. If (in1 is in1cluster7) and (in2 is in2cluster7) and (in3 is in3cluster7) then (Output is out1cluster7) (1)’
‘8. If (in1 is in1cluster8) and (in2 is in2cluster8) and (in3 is in3cluster8) then (Output is out1cluster8) (1)’
‘9. If (in1 is in1cluster9) and (in2 is in2cluster9) and (in3 is in3cluster9) then (Output is out1cluster9) (1)’
‘10. If (in1 is in1cluster10) and (in2 is in2cluster10) and (in3 is in3cluster10) then (Output is out1cluster10) (1)’
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