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Abstract: This paper investigates the cooperative formation trajectory tracking problem for hetero-
geneous unmanned aerial vehicle (UAV) and multiple unmanned surface vessel (USV) systems
with collision avoidance performance. Firstly, a formation control protocol based on extended state
observer (ESO) is proposed to ensure that the UAV and the USVs track the target trajectory simul-
taneously in the XY plane. Then, the collision avoidance control strategy of USV formation based
on artificial potential field (APF) theory is designed. Specifically, the APF method is improved by
reconstructing the repulsive potential field to make the collision avoidance action of USVs more in
line with the requirements of International Regulations for Preventing Collisions at Sea (COLREGs).
Following that, an altitude controller for the UAV is proposed to maintain the cooperative formation
of the heterogeneous systems. Based on the input-to-state stability, the stability of the proposed
control structure is proven, and all the signals in the closed-loop system are ultimately bounded.
Finally, a simulation study is provided to show the efficacy of the proposed strategy.

Keywords: heterogeneous formation control system; UAV-USVs; extended state observer; collision
avoidance; artificial potential field method

1. Introduction

In the past few years, unmanned systems have gained significant prominence in
the realm of industrial advancement, attributed to their diverse usage in areas such as
reconnaissance [1,2], marine pollution tracking [3,4], and advanced traffic management [5,6].
These systems principally encompass unmanned aerial vehicles (UAVs), unmanned ground
vehicles (UGVs), unmanned surface vehicles (USVs), and autonomous underwater vehicles
(AUVs) [7,8]. Although each unmanned system can handle tasks, its capacity limits its
ability to deal with more complex tasks. Therefore, a homogeneous or heterogeneous
system is more effective than a single unmanned system in completing intricate tasks [9–11].

The development of USV has been widely employed in ocean engineering due to
its benefits, which include increased loading capacity, more convenience, and cheaper
mission costs [12,13]. However, finding the rescue target in rescue missions and maritime
searches is difficult owing to the restricted observation range of USVs [14,15]. Fortunately,
incorporating UAVs into USV systems to construct heterogeneous multi-agent systems can
compensate for this shortcoming [16,17]. A USV usually boosts its capacity to operate at
sea by using the UAV’s flexibility and utilizing the powerful target search ability while
simultaneously widening the communication range of the sea between USVs, therefore, the
heterogeneous systems extend the effective working area [18,19]. As a result, it is critical
to investigate the formation challenges of a heterogeneous system, which has primarily
engineering importance.

For the cooperative tracking control problem of UAVs and USVs, many research results
have been addressed, among which typical control methods include the leader following

J. Mar. Sci. Eng. 2023, 11, 2332. https://doi.org/10.3390/jmse11122332 https://www.mdpi.com/journal/jmse

https://doi.org/10.3390/jmse11122332
https://doi.org/10.3390/jmse11122332
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/jmse
https://www.mdpi.com
https://orcid.org/0009-0008-0433-5541
https://orcid.org/0009-0009-1090-6731
https://orcid.org/0000-0002-5828-1322
https://doi.org/10.3390/jmse11122332
https://www.mdpi.com/journal/jmse
https://www.mdpi.com/article/10.3390/jmse11122332?type=check_update&version=3


J. Mar. Sci. Eng. 2023, 11, 2332 2 of 22

method [20], virtual structure method [21], behavior-based approach [22], and model pre-
diction method [23]. In [24], a series of coordinate transformations have been developed
to convert the tracking error dynamics of a marine aerial-surface heterogeneous system
into translation–rotation cascade forms. This eliminates variability between the UAV and
the USV in terms of both translation and rotation dynamics. In [25], the research proposes
an adaptive fault-tolerant time-varying formation control scheme. This scheme is partic-
ularly tailored to address challenges posed by actuator failures, parameter uncertainties,
and external disturbances within the framework of a directed communication topology.

In the area of cooperative control of heterogeneous formations of UAVs and USVs,
a globally applicable fixed-duration adaptive neural network is designed in [18] that
employs a nonsingular rapid terminal sliding approach for formation control. This protocol
is engineered to accurately follow a specified trajectory and achieve a predefined formation
arrangement within a set timeframe, effectively addressing a range of uncertainties. This is
accomplished by harnessing the combined strengths of adaptive methodologies and Radial
Basis Function (RBF) neural networks. In [26], the research proposes a velocity estimation-
based control strategy that comprises a distributed observer for estimating each vehicle’s
reference velocity. In [23], a distributed model predictive control algorithm tailored for
heterogeneous systems is presented, characterized by a directed topological structure.

It is worth noting that the above research results tend to focus on the establishment
of air–sea cooperation and the realization of trajectory tracking without considering the
problem of collision avoidance [27,28]. During the mission, a minimum safe distance has
to be maintained between any two unmanned systems to prevent collisions and to avoid
damage to the overall performance of the search and rescue cooperative mission. Therefore,
another key issue for the heterogeneous formation system is collision avoidance. Collision
avoidance includes not only avoiding collisions between unmanned systems or between
unmanned systems and other individuals but also avoiding collisions between unmanned
systems and obstacles. Collision avoidance can be further divided into static collision avoid-
ance based on sensor information and dynamic collision avoidance based on an unknown
environment. Collision avoidance between aerial vehicles and obstacles can be divided
into two ways: overall collision avoidance and changing formation collision avoidance.

There are relatively few research results on the cooperative formation control of het-
erogeneous systems with collision avoidance and obstacle avoidance. To avoid collision
between ships, [29,30] propose an unmanned ship formation control method based on
guaranteed performance, but the collision avoidance of obstacles is not addressed. For the
collision avoidance problem between UAVs with static and dynamic obstacles, a cooperative
controller for multiple unmanned ships based on artificial potential function is proposed
in [12,31], while in the area of cooperative collision avoidance and obstacle avoidance for
heterogeneous systems, research results are more limited. In [32], a distributed heteroge-
neous cooperative tracking control approach is proposed based on the leader-following
method, and the artificial potential field (APF) algorithm is used to construct a control
strategy with a collision avoidance mechanism. However, the research results between
vehicles ignore the nautical engineering practice and poorly consider the COLREGs.

Based on the preceding analysis, this paper investigates the cooperative formation
trajectory tracking problem for UAV-USV heterogeneous systems with model uncertainty
and external disturbances. To solve this problem, a formation control protocol based on
extended state observer (ESO) is proposed to ensure that UAV and USV track the target
trajectory simultaneously. The collision avoidance control strategy of USV formation based
on improved APF theory is designed. The collision avoidance problem between multiple
USV formations formed under UAV coordination is solved by innovatively introducing
the ship encounter situation and danger evaluation index into the artificial potential field.
The key contributions can be summarized as follows:

(1) Compared with the existing results in [12,29–31], which only study the cooperative
trajectory tracking problem of UAV and USV heterogeneous systems, this paper
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explores the collision avoidance protocol for USV formation under UAV cooperation
with navigation practice.

(2) Compared with the existing results in [18,25,26,32], which estimate that the system’s
indeterminate terms rely on RBF neural networks and fuzzy logic, etc., this paper
employs ESO to realize the accurate compensation of uncertainties and external
disturbances in heterogeneous systems.

(3) Compared with the existing results in [31–37], this paper innovatively introduces the
ship encounter situation and danger evaluation index into the APF approach, and the
improved APF method for heterogeneous cooperative control collision avoidance
decision is more in line with the navigation practice.

The organization of this paper is structured as follows. Section 2 formulates the
problem. Section 3 expounds on the controller design and the closed-loop system stability
analysis. Section 4 demonstrates the simulation illustrations. Section 5 concludes this paper.

2. Preliminaries and Problem Statement
2.1. Problem Formulation

Consider the heterogeneous systems consisting of one UAV and N USVs. First, the dy-
namic models of the UAV and N USVs are presented. They are used to illustrate a unified
dynamic model for the heterogeneous system. For ease of use, let Π = {1, 2, . . . , N}. Ac-
cording to the results in [38], the dynamic model of the quadrotor UAV can be described as

p̈ax = (sin φa sin ψa + cos φa sin θa cos ψa)
uap
ma
− dax ṗax

ma
+ ∆ax,

p̈ay = (sin φa cos ψa + cos φa sin θa sin ψa)
uap
ma
− day ṗay

ma
+ ∆ay,

p̈az = (cos θa cos φa)
uap
ma
− daz ṗaz

ma
− ga + ∆az,

(1)


φ̈a = θ̇aψ̇a

Jay−Jaz
Jax
− Jar

Jax
θ̇ad̄a +

τaφ

Jax
− daφφ̇a

Jax
,

θ̈a = φ̇aψ̇a
Jaz−Jax

Jay
− Jar

Jay
φ̇ad̄a +

τaθ
Jay
− daθ θ̇a

Jay
,

ψ̈a = φ̇a θ̇a
Jax−Jay

Jaz
+

τaψ

Jaz
− daψψ̇a

Jaz
,

(2)

where [φa, θa, ψa]
T is the attitude state,

[
pax, pay, paz

]T is the position state, τaφ, τaθ , τaψ are
the three control torques, uap is the control thrust, ga is the gravitational acceleration,
ma denotes the mass, da is the overall residual rotor angle, Jax, Jay, Jaz represent the mo-
ments of the inertia, dax, day, daz, daφ, daθ , daψ represent the translational drag coefficients,
∆ax, ∆ay, ∆az are the external disturbances encountered, and Jar denotes the moment of
rotor’s inertia.

Inspired by the results in [25], the UAV’s rotational dynamics can be stabilized sepa-
rately. Therefore, in light of external disturbances and parametric uncertainties, the UAV
model (1) is redefined in the following manner

p̈a = gaua + fa + ∆a (3)

where pa =
[
pax, pay, paz

]T is the position , fa = [−dax ṗax/ma,−day ṗay/ma,−daz ṗaz/

ma − ga]T , ga = diag{1/ma, 1/ma, 1/ma}, ∆a =
[
∆ax, ∆ay, ∆az

]T , ua =
[
uax, uay, uaz

]T

denotes the new control signal which is given as [39]
uax = (sin φa sin ψa + cos φa sin θa cos ψa)up
uay = (sin φa cos ψa + cos φa sin θa sin ψa)up
uaz = (cos θa cos φa)up

In the horizontal plane, the i-th (i ∈ Π) USV’s kinematic and dynamic equations are
described as [40]
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ẋbi = µbi cos ψbi − vbi sin ψbi,
ẏbi = µbi sin ψbi + vbi cos ψbi,
ψ̇bi = rbi

(4)


µ̇bi = fµbi(αi) +

1
mµbi

(
τ

f
µbi + wµbi

)
,

v̇bi = fvbi(αi) +
1

mvbi
wvbi

ṙbi = frbi(αi) +
1

mrbi

(
τ

f
rbi + wrbi

) (5)

and 
fµbi(αi) =

1
mµbi

(
mvbivbirbi − dµbiµbi − dµbi1|µbi|µbi

)
fvbi(αi) =

1
mvbi

(
−mµbiµbirbi − dvbivbi − dvbi1|vbi|vbi

)
,

frbi(αi) =
1

mrbi

((
mµbi −mvbi

)
µbivbi − drbirbi − drbi1|rbi|rbi

)
,

(6)

where ψbi denotes the yaw angle; (xbi, ybi) denotes the position; αi = [µbi, vbi, rbi]
T denote

the surge, sway, and yaw velocity, respectively; mµbi, mvbi, mrbi represent the inertial mass;
fµbi(αi), fvbi(αi), frbi(αi) denote the nonlinear dynamics consisting of Coriolis forces and
the unmodeled hydrodynamics; wµbi, wvbi, wrbi represent the bounded disturbances; and

τ
f

µbi and τ
f

rbi represent the surge force and the yaw moment.
Because the USVs’ motion model given in (4) and (5) is underactuated, a hand position

technique is employed to compensate. The USVs’ front point
(

pbix, pbiy

)
is defined as the

hand point, which can be expressed as{
pbix = xbi + Lbi cos ψbi
pbiy = ybi + Lbi sin ψbi

(7)

where Lbi denotes the distance between the new defined hand point
(

pbix, pbiy

)
and the

actual position (xbi, ybi), which is depicted in Figure 1.

X

Y

O

bi
y

bix
p

bi
x

biy
p

bi
r

bi
v

bi
µ

bi
L

biψ

Figure 1. The kinematic model of USV.

The second derivative of (7) yields the following result



J. Mar. Sci. Eng. 2023, 11, 2332 5 of 22



p̈bix =µ̇bi cos ψbi − (v̇bi + Lbi ṙbi) sin ψbi − µsirbi sin ψbi

−
(

vbirbi + Lbir2
bi

)
cos ψbi

p̈biy =µ̇bi sin ψbi − (v̇bi + Lbi ṙbi) cos ψbi + µsirbi cos ψbi

−
(

vbirbi + Lbir2
bi

)
sin ψbi

(8)

Substituting (6) into (8) gives that p̈bix = fbix(β) + cos ψbi
mµbi

τ
f

µ − Lbi sin ψbi
mrbi

τ
f

r + wbix

p̈biy = fbiy(β) + sin ψbi
mµbi

τ
f

µ + Lbi cos ψbi
mrbi

τ
f

r + wbiy
(9)

where 

fbix(β) = fµ(α) cos ψbi − ( fv(α) + Lbi fr(α)) sin ψbi

− µbirbi sin ψbi −
(

vbirbi + Lbir2
bi

)
cos ψbi

fbiy(β) = fµ(α) sin ψbi + ( fv(α) + Lbi fr(α)) cos ψbi

+ µbirbi cos ψbi −
(

vbirbi + Lbir2
bi

)
sin ψbi

 wbix(β) =
wµbi
mµbi

cos ψbi −
(

wvbi
mµbi

+ Lbiwrbi
mrbi

)
sin ψbi

wbiy(β) =
wµbi
mµbi

sin ψbi +
(

wvbi
mµbi

+ Lbiwrbi
mrbi

)
cos ψbi

with β = [µbi, vbi, rbi, ψbi]
T .

Based on (9), the i-th USV position dynamics can be described as

p̈bi = fbixy + Ωbi(ψbi)ωbiubi + wbixy (10)

where pbi =
[

pbix, pbiy

]T
is the i-th USV position, fbixy =

[
fbix, fbiy

]T
, Ωbi(ψbi) =

[cos ψbi,− sin ψbi; sin ψbi, cos ψbi], ubi =
[
τµ, τr

]T , ωbi = diag
{

1/mµbi, Lbi/mrbi

}
, wbixy =[

wbix, wbiy

]T
.

Combining (3) and (10), the unified model of the heterogeneous systems can be
described as {

ẋi1 = xi2
ẋi2 = Fxi + Gxiuxi + ∆xi

(11)

When (11) represents the UAV model. Where xi1 =
[
pax, pay

]T
= xa1 ∈ R2, xi2 =

[ ṗax, ṗay]T = xa2 ∈ R2, Fxi = Faxy = [−dx ṗax/ma,−dy ṗay/ma]T , Gxi = Gaxy =

diag{1/ma, 1/ma}, ∆xi = ∆axy = [∆ax, ∆ay]T , uxi = uaxy =
[
uax, uay

]T .

When (11) represents the USV model. Where xi1 =
[

pbix, pbiy

]T
= xbi1 ∈ R2, xi2 =[

ṗbix, ṗbiy

]T
= xbi2 ∈ R2, Fxi = fbixy =

[
fbix, fbiy

]T
, Gxi = Ωbi(ψbi)ωbi, ∆xi = wbixy =[

wbix, wbiy

]T
, uxi = ubi =

[
τµ, τr

]T .
The virtual leader is defined and its motion model is described as follows{

ẋl1 = xl2
ẋl2 = Fl

(12)
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where xl1 ∈ R2, xl2 ∈ R2 denote the position and velocity state vectors, respectively. Fl ∈ R2

is a smooth unknown nonlinear function.
Define the system’s error variable as{

x̄i1 = xi1 − xl1 − δi
x̄i2 = xi2 − xl2

(13)

where δi ∈ R2 represents the desired relative position vector between i-th of the agent of
the heterogeneous systems and the virtual leader.

Assumption 1. The aerodynamic drag coefficients dix, diy, and diz are bounded and unknown.
The unknown nonlinear function Fl is bounded. Then, there exists a positive constant αl such that
Fl < αl .

Assumption 2. The quadrotor UAV experiences external perturbations ∆ax, ∆ay, ∆az, which are
confined within certain bounds, fulfilling the conditions ‖∆ax‖ ≤ ∆̄ax,

∥∥∆ay
∥∥ ≤ ∆̄ay, ‖∆az‖ ≤

∆̄az. Here, ∆̄ax, ∆̄ay, and ∆̄az represent unknown positive constants. The USV experiences external
disturbances wµbi, wνbi, wrbi which are confined within certain limits, fulfilling the conditions∥∥∥wµbi

∥∥∥ ≤ w̄µbi, ‖wvbi‖ ≤ w̄vbi, ‖wrbi‖ ≤ w̄rbi. In this context, w̄µbi, w̄vbi, and w̄rbi signify
unknown positive constants.

Assumption 3. The velocity and acceleration of the agent and the virtual leader are bounded,
and they satisfy vl 6= 0, vi 6= 0.

Assumption 4. Gxi is a symmetric matrix and its eigenvalues λ1, λ2, . . . , λm are satisfied such
that 0 < ϑi < λ1 < λ2 · · · < λm < ∞, where ϑi is a positive constant.

Theorem 1 ([41]). For any point in time, the function V(t) is continuous and positive, with its
initial state being within limits. Given that the inequality V̇(t) ≤ −γV(t) + µ is satisfied, where
γ > 0 and µ > 0, it can be deduced that

V(t) ≤ µ

γ

(
1− e−γt)+ V(0)e−γt.

Theorem 2 ([42]). At all moments, the function S(t) remains positive and continuous, with its
initial condition S(0) being constrained. Should the condition Ṡ(t) > qS(t) be valid for t− t0 ≥ 0
with q > 0, it leads to the inference that

S(t) > eq(t−t0)S(t0).

2.2. Algebraic Graph Theory

G = (Vg, εg, Ag) is an undirected graph in this paper, with Vg = {v1, v2, . . . , vn} being
the node-set, εg ⊆ Vg ×Vg being the edge set, and Ag =

[
aij
]

being the adjacency matrix,
of which all the elements are non-negative. The adjacency matrix Ag depicts the effective-
ness of communication from agent j to agent i, where aij denotes the communication weight
corresponding to the edge, and diagonal element aii = 0, aij > 0. As an undirected graph,
the adjacency element aij = aji must be guaranteed to be satisfied. If any pair of unique
nodes can be connected by an undirected path, then the graph is connected. The Laplacian
matrix Lg =

[
lij
]
⊂ Rn×n is defined as follows

Lg = Dg − Ag

where Dg = diag{d1, d2, . . . , dn}, di = ∑n
j=1 aij and i = 1, 2, . . . , n. Defining the leader

adjacency weight matrix as Bg = diag{b1, b2, . . . , bn}, where bi > 0, indicates an exchange of
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information between agent i and the leader, otherwise, bi = 0, i = 1, 2, . . . , n. It is presupposed
that there is always at least one agent linked to the leader and b1 + b2 + · · ·+ bn > 0.

Theorem 3 ([43]). G must be irreducible for the graph to be linked.

Theorem 4 ([43]). L̃g = Lg + Bg =

 l11 + b1 · · · l1n
...

. . .
...

ln1 · · · lnn + bn

 are positive, where Bg is the

leader adjacency weight matrix if the Laplacian matrix Lg of the undirected graph G is irreducible.

2.3. Improved Artificial Potential Field and Virtual Repulsion

The essential concept of the APF technique is that each agent is viewed as a high-
potential field for the control objective of collision avoidance. Any agent that is close to
the others will be repelled from their potential fields by the repulsive force. Specifically,
the APF method has fewer design parameters and a significantly simpler controller archi-
tecture. Some results regard the agent as a particle, which makes collision avoidance issues
impractical. In actuality, the domain of agents should be considered during an encounter
situation. As illustrated in Figure 2, the domain of USV can be defined as three concentric
circles with unequal radii.

Figure 2. Repulsive potential field partition.

As is shown in Figure 2, the repulsive force field is separated into the following four
areas. The area outside the first circular area is defined as the Safe Zone, where dij is greater
than the detection distance r3 of the potential field, there is no repulsive force in this area.
The area inside the first circular area and outside the second circular is defined as the
Negotiation Collision Avoidance Zone, where the distance dij is larger than r2 and less
than or equal to r3. If the incoming ship is in zones A, B, or C in the area, the i-th USV
is a giving-way vessel or has the same avoidance responsibility, and the i-th USV should
take collision avoidance actions to avoid the collision. If the incoming ship is in zone D,
the i-th USV is a stand-on vessel. The area inside the second circular area and outside
the third circular area is defined as the Emergency Collision Avoidance Zone, where the
distance dij is larger than r1 and less than or equal to r2. In the area where the distance
between the other ship and the i-th USV is larger than and less than r2, the i-th USV should
perform emergency collision avoidance actions that can momentarily violate the COLREGs.
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The area within the third circular area is defined as the Prohibited Zone, which is shown
by the red circular limit with radius r1 in Figure 2. All other USVs are prohibited from
entering this area.

Where dij = xi − xj represents the relative position variable between the i-th USV and
the incoming j-th USV,

∥∥dij
∥∥ represents the distance variable, and r3 is the collision hazard

detection distance, we conclude that the j-th USV is defined as a collision avoidance neighbor
Πc of the i-th USV. Once its collision avoidance neighbor Πc holds

∥∥dij
∥∥ =

∥∥xi − xj
∥∥ ≤ 2r1,

it can be defined that the systems have been collided.
When the judgment condition 355◦ ≤ Tr < 360◦ or 0◦ ≤ Tr < 67.5◦, r2 < dij ≤ r3

are met, the incoming j-th USV is in Zone A and Zone B. Meanwhile, when the judgment
condition 67.5◦ < Tr ≤ 112.5◦, r2 < dij ≤ r3 are met, the incoming j-th USV is in Zone C.
The i-th USV is a give-way ship. According to the COLREGs, it should turn right to give
way. The repulsive force field is shown as follows [34]:

ϕij(p, v) = ηdRj

(
eθm−θ − 1

)( 1
dij − r2

− 1
ρ0

)
(14)

when the judgment condition r1 < dij ≤ r2 is met, the i-th USV needs emergency collision
avoidance. The repulsive force field is shown as follows:

ϕij(p, v) = ηdRj

( 1
dij − r1

− 1
ρ0

)2

+ (‖vot‖ cos θ)2

 (15)

When dij > r2 or the incoming j-th USV is in Zone D, the repulsion field is not defined,
that is, the repulsion is zero.

Where p and v are the position and speed, Tr denotes the relative position of the
incoming j-th USV and the i-th USV, ηd is the positive scaling factor for the USVs, Rj is
the radius of the puffing circle of the other ship, ρ0 denotes the repulsive potential field’s
influence radius of other ships, θm is the angle between the maximum relative position line,
θ is the angle between pot, vot, pot denotes the relative position line of the i-th USV and
other ships, and vot denotes the relative velocity.

The virtual repulsive force f ca
ij is defined as the negative gradient of the repulsive

potential function ϕij(p, v) as follows:

f ca
ij = −∇(p,v)ϕij(p, v) (16)

where −∇(p,v) represents a negative gradient along p and v.
The total virtual repulsive force term of the whole systems is induced from (14)–(16)

as follows:

uca
i = −ωi

ϑi
∑

j∈Πc
∇(p,v)ϕij(p, v) (17)

where ωi denotes the positive gain parameter and ϑi is a positive constant.

3. Main Results

This section introduces a formation control protocol utilizing an extended state ob-
server, aimed at guiding heterogeneous systems to follow a predefined trajectory in the
XY plane, accounting for model uncertainties and external disturbances. Subsequently,
a decentralized formation controller is developed to manage the height-tracking control of
the UAV along the Z axis.
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3.1. Controller Design Based on ESO

Rewrite (11) as {
ẋi1 = xi2
ẋi2 = Fi + Gxiuxi

(18)

where Fi = [FTi, FLi]
T = Fxi + ∆xi, FTi and FLi denote the transverse and longitudinal

orientation of Fi and F1 denotes the sum of the nonlinear unknown term and the external
disturbance encountered of the UAV. F2, F3, F4, F5 denote the sum of the nonlinear unknown
term and the external disturbance encountered by different USVs, respectively.

For the purpose of approximating Fi, the design of an extended state observer has
been formulated as follows 

˙̂xi1 = x̂i2 +
αi1
εi

kxi
˙̂xi2 = Gxiuxi + F̂i +

αi2
ε2

i
kxi

˙̂Fi =
αi3
ε3

i
kxi

(19)

where x̂i1, x̂i2, F̂i represent the observer state, εi > 0, αi1 ∈ R, αi2 ∈ R, αi3 ∈ R are positive
constants, kxi = xi1 − x̂i1. According to (19), we have

˙̃xi1 = x̃i2 +
αi1
εi

kxi
˙̃xi2 = F̃i +

αi2
ε2

i
kxi

˙̃Fi =
αi3
ε3

i
kxi − Ḟi

(20)

where x̃i1 = x̂i1 − xi1 is the ESO estimation error.
Define ηi as

ηi =
[

ηi1 ηi2 ηi3
]T

where

ηi1 =
xi1 − x̂i1

ε2
i

, ηi2 =
xi2 − x̂i2

εi
, ηi3 = Fi − F̂i

The observation error equation of state can be written as

εiη̇i = Aiηi + εiBi Ḟi (21)

where

Ai =

 −αi1 1 0
−αi2 0 1
−αi3 0 0

, Bi =

 0
0
1


The error in position and velocity for heterogeneous systems within the XY plane is

defined as follows

ex1
i = ∑

j∈Π
aij
((

x1i − x1j
)
−
(
δi − δj

))
+ bi(x1i − x1l − δi)

(22)

ex2
i = ∑

j∈Π
aij
(

x2i − x2j
)
+ bi(x2i − x2l) (23)
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The formation control term is designed as follows

u f
i =

1
ϑi

[
−F̂i − ki

(
ex1

i + ex2
i
)]

(24)

Furthermore, the distributed formation controller with collision avoidance perfor-
mance can be defined as follows

ui = u f
i + uca

i (25)

Remark 1. In the formation controller (25), the distributed formation control term u f
i is used by

tracking the time-varying velocity variable of the leader. The virtual repulsive force term uca
i is used

to achieve the collision avoidance objective among the agents. By designing the action functions (14)
and (15) of the APF, they are non-conflicting items.

Using (17) and (24), distributed formation controller (25) can be given as

ui =
1
ϑi

[
−F̂i − ki

(
ex1

i + ex2
i
)]
− ωi

ϑi
∑

j∈Πc
∇(p,v)ϕij(p, v) (26)

Take the derivative of (13) and substitute (11) and (12) into it. Define the derivatives of
the error variables and write them in vector form as follows

˙̄Z = −[M⊗ Im]Z̄ +

[
0nm
Fxi

]
+

[
0nm
U

]
+

[
0nm
∆xi

]
−
[

0nm
Fl

]
(27)

where ˙̄Z =
[

˙̄xT
11, . . . , ˙̄xT

n1, ˙̄xT
12, . . . , ˙̄xT

n2
]T , U = Gxiuxi, M =

[
0n −In
0n 0n

]
, ⊗ denotes the

Kronecker product.

3.2. Altitude Controller Design for UAV

The error system of altitude is defined as

ezp = paz − cp (28)

ezv = vaz − cv (29)

where the desired position signal is cp and the desired velocity signal is cv.
The adaptive laws and control input of formation tracking are constructed as

uaz = Ĥ−1
az

(
−σeζ −

eζ κ̂11ωT
1 ω1

2ς2
1

−
eζ κ̂12

2ς2
2

+ ċv − kζ ezv

)
(30)

˙̂κ11 = l11

(
−k11κ̂11 +

eT
ζ eζ ωT

1 ω1

2ς2
1

)
(31)

˙̂κ12 = l12

(
−k12κ̂12 +

eT
ζ eζ

2ς2
2

)
(32)
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˙̂Haz = Proj[Haz ,H̄az ]
{F} =



0, if Ĥaz = H̄az

and F ≥ 0
or Ĥaz = Haz

and F ≤ 0
F , otherwise

(33)

where F = l13
(
−k13Ĥaz + eζ uaz

)
, Haz, and H̄az are the parameter Haz’s lower bound

and upper bound of, respectively, where σ, k11, k12, k13, kζ , l11, l12, l13, ς1, ς2 denote positive
parameters.

3.3. Stability Analysis

• Part A. Proof of the stability of the extended state observer

Consider the following Lyapunov function

V0 =
N+1

∑
i=1

V0i (34)

where V0i is given as

V0i = εiηi
T Piηi (35)

V̇0i = εiη̇i
T Piηi + εiη

T
i Piη̇i

= (Aiηi + εiBi Ḟi)
T Piηi + ηi

T Pi(Aiηi + εiBi Ḟni)

= ηi
T AT

i Piηi + εi(Bi Ḟni)
T Pηi

+ ηi
T Pi Aiηi + εηi

T PiBi Ḟni

= ηi
T
(

AT
i Pi + Pi Ai

)
ηi + 2εiηi

T PiBi Ḟni

6 −ηi
TQiηi + 2εi‖PiBi‖ · ‖ηi‖ · |Ḟi|

(36)

and

V̇0i 6 −λmin(Qi)‖ηi‖2 + 2εi|Ḟi|‖PiBi‖‖ηi‖ (37)

Therefore, the convergence condition of the observer satisfies

‖ηi‖ 6
2εi|Ḟi|‖PBi‖

λmin(Qi)
(38)

where Qi denotes any given symmetric positive definite matrix, λmin(Qi) is the minimum
eigenvalue of Qi, and there is a three-by-three symmetric positive definite matrix Pi that
satisfies the following equation

AT
i Pi + Pi Ai + Qi = 0 (39)

Remark 2. Based on Assumptions 2 and 3, both the velocity and acceleration of the agent, as well
as the external disturbances, are bounded. From Fi = Fxi + ∆xi , it is evident that Fi encompasses
the agent’s velocity and acceleration, as well as external disturbances. So, |Ḟi| is bounded.

• Part B. Proof of the stability of the system
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Define the Lyapunov quadratic scalar function as follows

V1 =
1
2

Z̄T(Pg ⊗ Im
)
Z̄ (40)

where P =

[
2L̃g L̃g
L̃g L̃g

]
, L̃g = Lg + Bg.

According to Theorem 4, the Lyapunov quadratic scalar function V1 is a positive
definite function.

Substitute (27) into V̇1 and expand the partial matrix as follows

V̇1 =Z̄T(Pg ⊗ Im
) ˙̄Z

=− 1
2

Z̄T
((

MT Pg + Pg M
)
⊗ Im

)
Z̄ + Z̄T(Pg ⊗ Im

)[ 0nm
Fxi + U + ∆xi − Fl

]
=− Z̄T

([
0n −L̃g
−L̃g −L̃g

]
⊗ Im

)
Z̄ +

n

∑
i=1

(
ex1

i + ex2
i
)T

(Fxi + Gxiuxi + ∆xi − Fl)

(41)

Substituting the distributed formation controller (24) into (41) , we can obtain

V̇1 =− Z̄T
([

0n −L̃g
−L̃g −L̃g

]
⊗ Im

)
Z̄

+
n

∑
i=1

(
ex1

i + ex2
i
)T Fxi −

n

∑
i=1

(
ex1

i + ex2
i
)T Fl +

n

∑
i=1

(
ex1

i + ex2
i
)T

×
(
−F̂i − ki

(
ex1

i + ex2
i
)
−ωi ∑

j∈Πc
∇(p,v)ϕij(p, v)

)

= −Z̄T
([

0n −L̃g
−L̃g −L̃g

]
⊗ Im

)
Z̄−

n

∑
i=1

(
ex1

i + ex2
i
)T Fl

−
n

∑
i=1

ki
∥∥(ex1

i + ex2
i
)∥∥2 −

n

∑
i=1

(
ex1

i + ex2
i
)T ×ωi ∑

j∈Πc
∇(p,v)ϕij(p, v)

(42)

In the case of an undirected graph, the Laplacian matrix exhibits symmetry, and the
virtual repulsive force term uca

i becomes negligible once collision avoidance is achieved
through the repulsive potential function ϕij(p, v).

Therefore, the aforementioned term V′ = −∑n
i=1
(
ex1

i + ex2
i
)T

ωi ∑j∈Πc ∇(p,v)
ϕij(p, v) = 0, based on Assumption 1 and Young’s inequality as follows

−
(
ex1

i + ex2
i
)T Fl ≤ ξi

∥∥ex1
i + ex2

i

∥∥2
+

α2
l

4ξi

where ξi is a positive constant.
And then the results (42) can be derived as follows

V̇1 ≤− Z̄T
([

0n −L̃g
−L̃g −L̃g

]
⊗ Im

)
Z̄ +

n

∑
i=1

ξi
∥∥ex1

i + ex2
i

∥∥2
+

n

∑
i=1

αl
4ξi
−

n

∑
i=1

ki
∥∥(ex1

i + ex2
i
)∥∥2

=− Z̄T
([

0n −L̃g
−L̃g −L̃g

]
⊗ Im

)
Z̄ +

n

∑
i=1

(ξi − ki)
∥∥ex1

i + ex2
i

∥∥2
+

n

∑
i=1

α2
l

4ξi

(43)
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Let ρi satisfy the limit of ρi ≤ ki − ξi and ρi > 0, the inequality is transformed into

V̇1 ≤ −Z̄T
([

0n −L̃g
−L̃g −L̃g

]
⊗ Im

)
Z̄−

n

∑
i=1

ρi
∥∥ex1

i + ex2
i

∥∥2
+

n

∑
i=1

α2
l

4ξi

= −Z̄T

((
ρi

[
L̃2

g L̃2
g

L̃2
g L̃2

g

]
−
[

0n L̃g
L̃g L̃g

])
⊗ Im

)
Z̄ +

n

∑
i=1

α2
l

4ξi

= −Z̄T

([
ρi L̃2

g ρi L̃2
g − L̃g

ρi L̃2
g − L̃g ρi L̃2

g − L̃g

]
⊗ Im

)
Z̄ +

n

∑
i=1

α2
l

4ξi

(44)

According to the Lemma of linear matrix inequality in [41], ρi L̃2
g −

(
ρi L̃2

g − L̃g

)
=

L̃2
g > 0, ρi L̃2

g − L̃g > 0, so the matrix

[
ρi L̃2

g ρi L̃2
g − L̃g

ρi L̃2
g − L̃g ρi L̃2

g − L̃g

]
> 0. Therefore, the in-

equality (44) can be rewritten as follows

V̇1 ≤− Z̄T

((
ρi

[
L̃2

g L̃2
g

L̃2
g L̃2

g

]
−
[

0n L̃g
L̃g L̃g

])
⊗ Im

)
Z̄ +

n

∑
i=1

α2
l

4ξi

=− Z̄T((ρiΘ− Ξ)⊗ Im)Z̄ + ∆

(45)

where

Θ =

[
L̃2

g L̃2
g

L̃2
g L̃2

g

]
, Ξ =

[
0n L̃g
L̃g L̃g

]
, ∆ =

n

∑
i=1

α2
l

4ξi
.

Set ρi >
1

λΘ
min

(
λΞ

max +
=
2 λP

max

)
, where λΘ

min, λΞ
max, λP

max denote the smallest eigenvalue

of the matrix Θ, the largest eigenvalue of the matrix Ξ, and the largest eigenvalue of the
matrix P, respectively, and = = min{σ1Y1, . . . , σnYn}.

Then, we can obtain

V̇1 ≤ −=Z̄T(P⊗ Im)Z̄ + ∆

= −=V1 + ∆
(46)

In accordance with Theorem 1, the subsequent inequality can be presented in the
following manner

V1(t) ≤ V1(0)e−=t +
∆
=

(
1− e−=t

)
(47)

Consequently, by choosing suitable parameters as indicated in [44], one can achieve
the performance of adaptive leader-following formation.

• Part C. Proof of collision avoidance

The collision avoidance performance is analyzed only for the i-th (i ∈ Π) USV and its
collision avoidance neighbor the j-th (j ∈ Πc) USV, and the others can be analyzed by the
same way in [42].

Define the energy function holds quadratic form as follows

S(t) =
1
2

vT
i (t)vi(t) +

1
2

dT
ik(t)dik(t) (48)

Taking the time derivative of (48) , we can get

Ṡ(t) =ωivT
i (t)∇(p,v)ϕij(p, v) + dT

ik(t)(vi(t)− vk(t))− vT
i (t)F̂i − kivT

i (t)
(
ex1

i (t) + ex2
i (t)

)
(49)

where dik(t) is the relative position variable.
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Because of the designing of the repulsive potential function ϕij(p, v), ϕi(dik(t)) will
approach infinity by designing the parameter ω̄i > 0 if the i-th USV is closing to the j-th
USV. Therefore, if the i-th USV and the j-th USV are close to each other, and design the
appropriate parameter, the inequality can be met in the following manner:

vT
i (t)∇(p,v)ϕij(p, v) >

1
2

dT
ik(t)dik(t) +

1
2

vT
i (t)vi(t)

− 1
ωi

dT
ik(t)(vi(t)− vk(t)) +

1
ωi

vT
i (t)F̂i

+
ki
ωi

vT
i (t)

(
ex1

i (t) + ex2
i (t)

) (50)

Substituting the aforementioned inequality (50) into (49), the subsequent inequality
can be derived

Ṡ(t) > ωiS(t)

Based on the principles outlined in Theorem 2, the subsequent inequality can be
derived

dT
ik(t)dik(t) > 2eωi(t−t0)S(t)− vT

i (t)vi(t)

Since the previously indicated term vT
i (t)vi(t) is continuous and bounded at this dwell

time. By designing the gain parameter ωi > 0 large enough, we get can the inequality
2eωi(t−t0)S(t)− vT

i (t)vi(t) > (2r1)
2 and the result can be obtained as ‖dik(t)‖ > 2r1. As a

result, the collision avoidance performance can be guaranteed by the proposed formation
control with collision avoidance strategy.

• Part D. Proof of the decentralized formation controller

If the feasibility condition cv − ċp = 0 is satisfied, it then allows the time derivative of
Equations (28) and (29) to be expressed as follows

ėzp = ezv (51)

ėzv = Faz + Gazuaz + ∆az − ċv. (52)

where ezv may be regarded as the virtual control input in the system (51). The stability of
the system (51) can be assured by constructing the virtual control input ζ = −kζezp.

A positive Lyapunov function is considered as

Vzp =
1
2

eT
zpezp (53)

A new error is defined as

eζ = ezv − ζ (54)

By computing the time derivative of Equation (53) and incorporating the control input
from Equation (30) into this calculation, one can obtain

ėζ = −σeζ + Faz + ∆az + H̃azuaz −
eζ κ̂11ωT

1 ω1

2ς2
1

−
eζ κ̂12

2ς2
2

. (55)

Vz is given as

Vz =
1
2

eT
zpezp +

1
2

eT
ζ eζ +

κ̃2
11

2l11
+

κ̃2
12

2l12
+

Tr
(

H̃T
az H̃az

)
2l13

(56)
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with κ̃11 = κ11 − κ̂11, κ̃12 = κ12 − κ̂12 and H̃az = Haz − Ĥaz.

V̇z ≤− kζ eT
zpezp − σeT

ζ eζ + eT
ζ Faz + eT

ζ ∆az

+ eT
ζ H̃azuaz −

eT
ζ eζ κ̂11ωT

1 ω1

2ς2
1

−
eT

ζ eζ κ̂12

2ς2
2

+
κ̃11 ˙̃κ11

l11
+

κ̃12 ˙̃κ12

l12
+

Tr
(

H̃T
az

˙̃Haz

)
l13

(57)

Given that Faz is an undefined function, as per the universal approximation theorem
cited in [45], for any arbitrarily small constant ε1, there exists a fuzzy logic system θ∗T1 ω1
that can be represented as Faz = θ∗T1 ω1 + ε1. In this context, θ∗T1 represents the optimal
weight, ω1 is the fuzzy basis vector, ε1 denotes the fuzzy system’s approximation error,
and it is established that |ε1| ≤ ε̄1.

Regarding Young’s inequality, it can be deduced that

eT
ζ θ∗T1 ω1 ≤

eT
ζ eζκ11ωT

1 ω1

2ς2
1

+
ς2

1
2

(58)

eT
ζ (ε1 + ∆az) ≤

eT
ζ eζκ12

2ς2
2

+
ς2

2
2

(59)

where κ11 = θ∗T1 θ∗1 and κ12 = (ε̄1 + ∆̄az)
T
(ε̄1 + ∆̄az).

Substituting (58) and (59) into (57), we can obtain

V̇iz ≤− kζ eT
zpezp − σeT

ζ eζ +
eT

ζ eζκ11ωT
1 ω1

2ς2
1

+
eT

ζ eζκ12

2ς2
2

−
eT

ζ eζ κ̂11ωT
1 ω1

2ς2
1

−
eT

ζ eζ κ̂12

2ς2
2
− κ̃12

(
−k12κ̂12 +

eT
ζ eζ

2ς2
2

)

− κ̃11

(
−k11κ̂11 +

eT
ζ eζ ωT

1 ω1

2ς2
1

)
+ eT

ζ H̃azuaz

− Tr
(

H̃T
az
(
−k13Ĥaz + eζ uaz

))
+

ς2
1

2
+

ς2
2

2

≤− kζ eT
zpezp − σeT

ζ eζ −
k11

2
κ̃2

11 −
k12

2
κ̃2

12 −
k13

2

∥∥H̃az
∥∥2

F

+
k11

2
κ2

11 +
k12

2
κ2

12 +
k13

2
‖Haz‖2

F +
ς2

1
2

+
ς2

2
2

≤− ϑzVz + vz

(60)

where θz = min
{

2kζ , 2σ, l11k11, l12k12, l13k13
}

> 0,vz = k11
2 κ2

11 + k12
2 κ2

22 + k13
2 ‖Haz‖2

F+
ς2

1
2 +

ς2
2

2 .
Based on Equation (60), V̇z is derived as follows

V̇z ≤ −ϑzVz + vz (61)

According to the boundedness theorem, the closed-loop system solution is uniformly
eventually bounded. Using ezp and eζ , it is possible to deduce that the UAV’s velocity error
and altitude tracking error are uniformly eventually bounded.

4. Simulation Result

In this section, a simulation analysis for the heterogeneous systems with collision
avoidance performance under parameter uncertainty and external disturbance is provided
to illustrate the effect of the proposed approach. One UAV and four USVs make up the
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heterogeneous system. The simulation experiments described in this section were executed
on the MATLAB R2020a simulation platform.

The communication topology is defined in Figure 3, where agent l represents the
virtual leader, agent 0 represents the UAV, and agents 1–4 represent the four USVs. If Bg =
diag{0, 0, 0, 0, 1} is the adjacency weight matrix between agents and the virtual leader, then
the adjacency matrix Ag and the Laplacian matrix Lg are as follows:

Ag =


0 1 1 0 1
1 0 1 1 0
1 1 0 0 0
0 1 0 0 0
1 0 0 0 0

 Lg =


3 −1 −1 0 −1
−1 3 −1 −1 0
−1 −1 2 0 0
0 −1 0 1 0
−1 0 0 0 1



Figure 3. Communication topology graph.

The system parameters of a UAV and USVs are given in Tables 1 and 2, respectively.
APF design parameters rin = 0.5, rout = 2, ω̄i = 0.3, ωi = 1, where i = 1, . . . , 4. The external
disturbances are given as ∆axy = [0.2 cos(0.5t), 0.8 cos(t)]T , ∆az = 0.3 cos(0.2t), wbixy =

[1.1 cos(0.5t),−0.2 sin(2t)]T . The total duration of the simulation runs Tz = 80 s and the
sampling time Ts = 0.6 s.

Table 1. The model parameters of UAV.

Parameter Value Unit

ma 2 kg
ga 9.8 m · s−2

Jax, Jay, Jaz 1.5 N · s2 · rad−1

dax, day, daz 0.012 N · s2 · rad−1

Table 2. The model parameters of USV.

Parameter Value Unit

mµbi 25.8 kg
mvbi 33.8 kg
mrbi 2.76 kg
dµbi 0.725 kg · s−1

dvbi 0.89 kg · s−1

drbi −1.9 kg ·m−2 · s−1

dµbi1 −1.33 kg · s−1

dvbi1 −36.47 kg · s−1

drbi1 −0.75 kg ·m−2 · s−1

The initial position state vector of the UAV and USVs are defined as x0(0) = [6, 2, 10]T ,
x1(0) = [8, 0, 0]T , x2(0) = [4, 0, 0]T , x3(0) = [4, 4, 0]T , x4(0) = [8, 4, 0]T , δ0 = [0, 0]T , δ1 =
[0, 3ℵ]T , δ2 = [−

√
3ℵ, 0]T , δ3 = [

√
3ℵ, 0]T , δ4 = [0,ℵ]T ,ℵ = 3

2 .
The simulation results by using the proposed control method for heterogeneous sys-

tems with collision avoidance strategy are shown in Figures 4–11. The trajectories of the
four USVs and the UAV in the 3D environment are depicted in Figure 4. The black line
represents the UAV’s trajectory, while the other color lines represent the trajectories of the
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four USVs. From the given starting point, the USVs maintain a safe distance and establish
a designated configuration between each other. Figure 5 shows the trajectories of hetero-
geneous systems without collision avoidance. At the sampling time Ts = 0.6 s, Figure 5
shows that three USVs have been collided. Simulation trajectory plots demonstrate the
importance of collision avoidance for heterogeneous systems.

Figure 6 and 7 represent the position tracking errors and velocity errors in x-label
and y-label, respectively. Under the influence of external disturbances and parameter
uncertainties, the formation trajectory tracking errors are capable of converging to a minimal
residual set. Figures 8 and 9 depict the surge force and yaw torque. The outcomes of the
simulations indicate that the USVs are able to continue tracking the virtual leader even
after activating the improved APF for collision avoidance.

Figures 10 and 11 further display the distances between USVs without and with con-
sidering the collision avoidance. Figure 10 shows that the USVs have collided, because of
the distance

∥∥dij
∥∥

min < 2r1 = 1. Figure 11 shows that the distances of USVs can always
maintain

∥∥dij
∥∥

min > 2r1 = 1 at any time. The simulation diagrams further confirm that
the proposed formation control with collision avoidance strategy has an excellent perfor-
mance. The performance of ESO in estimating Fi is depicted in Figure 12, which clearly
demonstrates the effectiveness of the proposed solution for the accurate compensation of
uncertainties and external disturbances within heterogeneous systems.

Figure 4. Formation evolution of heterogeneous systems with collision avoidance.

Figure 5. Formation evolution of heterogeneous systems without collision avoidance.
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Figure 6. Position tracking errors of the UAV and USVs with collision avoidance.

Figure 7. Velocity errors of the UAV and USVs with collision avoidance.

Figure 8. The surge force of heterogeneous system.
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Figure 9. The yaw torque of heterogeneous system.

Figure 10. The distance between the USVs without collision avoidance.

Figure 11. The distance between the USVs with collision avoidance.
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Figure 12. The estimated performance of ESO.

5. Conclusions

In this paper, the cooperative formation trajectory tracking problem for heterogeneous
systems with collision avoidance performance under parameter uncertainty and external
disturbance is investigated. Under the unified dynamic model of a UAV and USVs in the
XY plane, a formation control protocol based on ESO is proposed. The collision avoidance
control approach for USV formation is then constructed using APF theory. Furthermore,
the APF approach is improved by rebuilding the repulsive potential field to bring the
unmanned ship’s collision avoidance behavior more in compliance with COLREGs. Ac-
cording to the Lyapunov stability theory, the time-varying formation errors and tracking
errors are uniformly ultimately limited. Simulation results verify the effectiveness of the
proposed scheme.

This paper focuses solely on heterogeneous formation and collision avoidance be-
tween a single UAV and multiple USVs. Going forward, cooperative collision avoidance
involving multiple UAVs and USVs within intricate environments deserves further study.
In discussions of formation control issues for multi-agent or multi-vehicle systems, it is
common to assume that the controlled entities operate within an ideal network communica-
tion environment. However, in practical scenarios, such as with USVs, the communication
environment is often fraught with issues like noise, time delays, and packet loss. Conse-
quently, the problem of cooperative collision avoidance control for swarm systems under
adverse communication conditions also merits thorough investigation.
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Abbreviations
The following abbreviations are used in this manuscript:

UAV Unmanned Aerial Vehicle
UGV Unmanned Ground Vehicle
USV Unmanned Surface Vehicle
AUV Autonomous Underwater Vehicle
ESO Extended State Observer
APF Artificial Potential Field
COLREG International Regulations for Preventing Collisions at Sea
RBF Radial Basis Function
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