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Abstract: This paper investigates the AUV region-tracking control problem with measurement noise
and transient and steady-state constraints. To achieve the fluctuation of AUV tracking error within an
expected region while satisfying the transient and steady-state performance constraints, this paper
proposes an improved nonlinear tracking error transformation method. This method converts the
tracking error into a new virtual error variable through nonlinear conversion, thus transforming
the above performance requirements for the tracking error into boundedness requirements for the
new virtual error variable. In addition, aiming at the problem of measurement noise causing strong
fluctuation of the control signal, this paper proposes a finite-time AUV control method based on a two-
stage command filter. This method utilizes a finite-time sliding mode differentiator to filter the virtual
control signal during the derivation of the control law using the backstepping technique. In light of
the signal loss incurred by two-stage filtering and its potential impact on system stability, a finite-
time compensator is designed to compensate the signal loss and achieve finite-time stability of the
closed-loop system. Finally, simulations conducted using ODIN AUV demonstrate that the proposed
method exhibits smooth control signal and low energy consumption characteristics. Furthermore, the
tracking error meets the requirements for both transient and steady-state performance, as well as
regional tracking.

Keywords: region tracking; filter; AUV; performance constraint

1. Introduction

An autonomous underwater vehicle (AUV), as a mobile underwater platform, carries
various sensors or actuators to perform underwater tasks, and AUVs are widely used in
ocean engineering, ocean rescue, ocean science, and other fields [1–3]. AUV trajectory
tracking is the basis of many underwater engineering problems. Due to the complexity of
the underwater environment, the coupling of AUV dynamics, and highly nonlinear factors,
AUV trajectory tracking involves many challenges [4,5].

Many AUV trajectory tracking methods have been proposed, and efforts have been
made to improve the tracking accuracy of AUVs so that the tracking error converges to
zero as much as possible [6–9]. Due to the existence of sea currents, measurement noise,
and other types of interference, with improved tracking accuracy requirements, the control
signal often causes stronger fluctuations, resulting in increased energy consumption and
probable actuator failure. However, for some special task requirements, such as underwater
detection of aircraft crashes, seabed mapping, and other tasks, in order to avoid blind areas,
the detection range of sensors carried by the AUV will need to be larger than the target
area, or the detection range will always partially overlap with the detected area. In such
tasks, the tracking accuracy requirements of the AUV are relaxed to ensure that the AUV
will operate in a set area. Meanwhile, the measurement indicators of control performance
are more focused on energy consumption and fluctuating control volume.

Based on the above special tasks and their control objectives, some scholars put
forward the concept of regional tracking [10]. Different from trajectory tracking, in which
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the AUV tracks a curve and takes the tracking error converging to zero as the target,
regional tracking requires the AUV to track a bounded region with a curve as the center
line (the desired region) and does not require the tracking error to converge to zero (i.e., it
does not have to converge to the curve). At present, the typical region tracking control
method is based on boundary potential function. With this method, the boundary potential
function is constructed by making reference to the expected region boundary and the region
tracking control law is deduced. A control method was proposed in [11] that can reach
the approximate Jacobian region for robots with model uncertainty. This method was an
extension of the region tracking method in [10] from tracking the regular region to tracking
the irregular region. An adaptive regional tracking method for an AUV with a redundant
thruster system to realize regional tracking under the presence of thruster faults was
proposed in [12]. Different from the above methods [10–12], in Ref. [13], a region-tracking
method was proposed based on the piecewise Lyapunov function. Simulation based on
ODIN AUV showed that the region-tracking performance was better when there was model
uncertainty, current disturbance and actuator constraint. However, the above research
only focused on whether the steady-state performance of AUVs met the requirements of
regional tracking and ignored the transient performance. That is, only the final convergence
range of tracking errors under the current control was analyzed without considering the
performance of tracking errors in the convergence process.

In recent years, with the development of performance constraint control theory, meth-
ods that can actively constrain transient and steady-state performance have been pro-
posed, such as the obstacle Lyapunov function method [14–16], the funnel constraint
method [17–19], and the prescribed performance function method [20–27]. Among them,
the prescribed performance function method is used in AUV control because of its flexibility
in setting constraints such as convergence rate, overshoot, and steady-state error range.
For example, the prescribed performance function was used in [21] to convert the AUV
error relative to the tracking target into a two-stage open-loop dynamic error model, and
a controller was designed accordingly to achieve convergence of the tracking error to an
arbitrarily small final bound. A robust adaptive trajectory tracking control method with
prescribed performance was proposed in [22], along with a non-logarithmic error mapping
function to avoid potential singularity problems in the control method. In order to meet
the requirements of higher precision control in the process of tracking error convergence, a
new finite-time prescribed performance function was proposed in [23], using which the
convergence time of the function could be clearly set. A finite-time prescribed performance
control method combining the Tan type barrier Lyapunov function and performance func-
tion was proposed in [24], in which the AUV tracking error could converge to a specific
region within a finite time under the constraint of transient performance. Ref. [27] considers
the problem of mismatched disturbances in a class of strict feedback nonlinear systems,
combining disturbance observer technology and inversion methods with a prescribed
performance function. The proposed controller guarantees both transient and steady-state
performance metrics for tracking errors while providing better disturbance attenuation
capabilities. The case of AUV model uncertainty and unknown disturbance was further
considered in [25], and the results showed that the tracking trajectory under this method
could still be guaranteed to converge to the bounded region within a certain time.

Because a prescribed performance function method can constrain the steady-state
and transient performance of tracking errors at the same time, it makes a good choice for
the design of regional tracking control. However, the existing prescribed performance
methods still aim to improve the accuracy of tracking errors, which conflicts with the goal
of regional tracking to reduce the accuracy requirement in exchange for improved energy
consumption and control smoothness. To solve this problem, in our previous research [28],
the authors combined the advantages of the region-tracking and prescribed performance
function methods and proposed an adaptive region-tracking control method with specified
transient performance, which could achieve the objectives of transient AUV tracking error
meeting the prescribed performance and steady-state tracking error not converging to zero
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within the expected region. However, the control signal obtained by this method was easily
affected by noise, and its amplitude fluctuated greatly, leading to a significant increase in
the energy consumption index. In addition, from the perspective of practical engineering,
frequent switching of control quantity will aggravate propeller wear, thus increasing the
probability of thruster fault [29,30]. Based on the problems in [28], a nonlinear error
transformation loop was added between the tracking error and the controller in [31], so
that the controller could output control signals based on the converted error, thus achieving
reduced energy consumption and control signal fluctuation. However, this method could
not directly adjust the control signals actively.

The command filter method can actively filter signals and compensate filtering errors.
It was first proposed by Farrell to solve the problem, but it was difficult to improve the
control accuracy because the dynamic surface method never considered filtering errors [32].
The command filter method has been widely applied in nonlinear control systems [33,34],
and some scholars have combined it with finite-time technology [35,36] and adaptive
technology [37,38] to further improve the control performance. However, in the existing
literature, the command filter method was mainly used to obtain the approximate derivative
of the virtual control law, and its error compensation performance was used to improve the
control performance; the research has seldom paid attention to the effect of the filtering
part of the method on the active signal regulation. Therefore, it is still a challenge to
utilize the active filtering part of the command filter method to reduce the impact of
measurement noise on the control signal and combine it with the region-tracking method
under performance constraints.

Based on the above methods and previous studies [28,31], this paper further studies the
region-tracking problem of AUVs under transient and steady-state performance constraints
with measurement noise based on the command filter method in order to ensure a smooth
control signal while the tracking error meets the constraint requirements. Compared with
previous results, the main contributions of this paper are as follows:

(1) In order to ensure that the AUV tracking error meets the transient and steady-state
performance constraints without converging to zero, an improved nonlinear track-
ing error transformation method is proposed in this paper. Different from previous
studies [28,31], which used error transformation and the Lyapunov function in co-
ordination to achieve this goal, we do not need to design a Lyapunov function but
only to carry out nonlinear transformation of tracking errors based on allowable error
variables, hyperbolic tangent functions, and performance functions. The objective can
be realized by stabilizing the transformed error variable.

(2) Aiming at the problem of strong fluctuation of the control signal when tracking an
AUV region with measurement noise, a finite-time control method based on a two-
stage command filter is proposed in this paper. Different from the traditional method,
which directly uses the control law derived from the backstep method as the control
signal, in this paper we adopt a finite-time sliding mode differentiator to filter the
virtual and final control laws and design a finite-time compensator to compensate
the filtering loss and stabilize the closed-loop system. Among them, the filtered final
control law is used as the control signal to reduce the fluctuation of control signal
caused by measurement noise.

The rest of the paper is organized as follows: Section 2 presents an analysis of the
problems with the traditional method and gives the preliminaries. Section 3 introduces the
ideas of this paper and explains the differences from the traditional methods, describes the
concrete implementation process, and presents the completed stability proof of the closed-
loop system. In Section 4, the method proposed in this paper is analyzed via simulation to
verify its effectiveness. Section 5 gives the conclusion of this paper.
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2. Problem Statement and Preliminaries

In this section, we first examine the issues and underlying factors present in traditional
methods, and then provide the essential preliminary knowledge necessary to implement
the methodologies presented in this paper.

2.1. Analysis of the Existing Problems and Their Causes in Traditional Methods

The control signal when using the traditional region tracking method [28,31] will
produce strong fluctuations in the presence of measurement noise. An analysis of the
cause of this problem shows that no matter what task the AUV performs, it needs to
obtain its position information in real time [39]. A Doppler sensor is often used to obtain
the velocity and position information of an AUV. Because its stability and measurement
accuracy are easily affected by the marine environment, the status information obtained by
an AUV contains measurement noise [40]. The control law derived from the traditional
method [28,31] is directly assigned to the actuator (thruster) for execution as a control signal.
When there is measurement noise, the state information obtained by the AUV will contain
the noise information, and then the control law derived from the state information will
contain the noise information. Moreover, the noise will be further amplified by the inertia
matrix in the model during the derivation of the control law, so the phenomena of highly
fluctuating frequency and large amplitude change will occur when the derived control law
is directly taken as the control signal. The method based on error transformation in [31]
reduces the sensitivity of the control signal to the actual tracking error, and thus reduces
the influence of noise on the fluctuation of the control signal to a certain extent. However,
this method cannot realize active regulation of the control signal, such as high-frequency
removal and filtering of the control signal.

2.2. Preliminaries

(1) Dynamic model

The controller design involves specific control objects. ODIN AUV is a typical AUV
with an open dynamic model, and many studies have taken this AUV as the object [22,41].
In this paper, the AUV is used as the object to design the controller and for verification
through a simulation experiment.

The dynamic model of ODIN AUV is

.
η = J(η)v
M

.
v + CRB(v)v + CA(vr)vr + D(vr)vr + G(η) = τ

(1)

where η is a 6× 1 vector, which represents the position and attitude of the AUV with respect
to the geodetic coordinate system; v is a 6× 1 vector, which represents the linear velocity
and angular velocity of the AUV with respect to the body coordinate system; vr = v− vc,
and vc is a 6× 1 vector, representing the and angular velocity of the current relative to
the coordinate system of the boat body; J is a 6 × 6 coordinate transformation matrix
between the geodetic and boat coordinate systems; M is a 6× 6 inertia matrix including the
additional mass; CRB and CA are matrices which represent the rigid bod, hydrodynamic,
and Coriolis force terms, respectively; D is a 6× 6 hydrodynamic resistance matrix; G is a
6× 6 restoring force matrix; and τ is the control force and moment acting on the center of
gravity of the AUV. More details of these parameters are given in [42,43].

(2) Lemma and assumption

Lemma 1 [44]. For any given normal numbers m, n, and w, the following inequality holds.

|x|m|y|n ≤ m
m + n

w|x|m+n +
m

m + n
w−

m
n |y|m+n

where x and y are any real numbers.
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Lemma 2 [45]. For any x ∈ R and ω > 0, the following inequality holds.

0 ≤ |x| − x tan(
x
ω
) ≤ v

where v = δω and δ = 0.2785.

Lemma 3 [46]. Consider the system
.
x = f (x) . Suppose V(x) is a smooth positive definite function

of class C, if V(x) satisfies
.

V(x) ≤ −β1V(x)− β2VP(x) + χ, where V(0) = 0, β1, β2 > 0,
0 < P < 1, and 0 < χ < ∞; then the equilibrium point of system

.
x = f (x) is finite-time

T = max{ 1
γβ1(1−P) ln γβ1V1−P(x0)+β2

β2
, 1

β1(1−P) ln β1V1−P(x0)+γβ2
γβ2

} uniform and finally bounded,

and the system state converges to the set Ω = min{ χ
(1−γ)β1

, ( χ
(1−γ)β2

)
1
P } of the equilibrium

domain, where 0 < γ < 1.

Assumption 1 [47]. The interference force and torque on the AUV center of gravity are bounded:

||d||≤ εd

where εd is a positive constant.

In this section, the shortcomings of traditional methods are analyzed, and the pre-
liminaries required for implementing this method are given. The idea, implementation
process and stability analysis of the AUV finite-time region tracking control method based
on command filter proposed in this paper are described in detail.

3. AUV Finite-Time Region-Tracking Control Method Based on Command Filter

Based on the problems and their causes in traditional methods described in Section 2.1,
in this section, we first introduce the idea of this method and describe the differences
between it and traditional methods in detail. We decompose the proposed method into two
sub-methods based on its concept: (1) An improved nonlinear tracking error transformation
method and (2) an AUV finite-time control method based on two-stage command filter.
Then we describe the implementation process in detail. Finally, the stability of the closed-
loop system is analyzed based on the Lyapunov function method.

3.1. The Idea of This Method and Difference between This Method and Traditional Method
3.1.1. Idea of the Method in This Paper

The idea of the method is to ensure that the tracking error of the AUV satisfies the
constraint of transient and steady-state performance without converging to zero and to
solve the problem of strong fluctuation of the control signal in the traditional method
described in Section 2.1. The intention is to decompose the above objectives into two
sub-objectives: Make tracking errors meet the constraint requirements and smooth the
control signals. Based on the two sub-objectives, two methods are proposed as solutions:
(1) an improved nonlinear tracking error transformation method and (2) an AUV finite-time
control method based on two-stage command filter. The overall idea of this paper is shown
in Figure 1.

In Figure 1, the two blue wireframes represent the two sub-methods in the paper, and
the text below the blue wireframes indicates the goals achieved by each sub-method. The
ideas of each sub-method are described in detail as follows:

(1) Improved nonlinear tracking error transformation method

Firstly, the relative position between tracking error and performance function is ex-
pressed in the form of inequality. Then, the concept of admissible error is introduced (that
is, tracking error is considered to meet the requirements of regional tracking within the
admissible error) to rewrite the constraint inequality. Finally, the hyperbolic tangent and
quadratic functions are used to nonlinearly transform the inequality. A new error variable
with an infinite interval domain and a continuous first derivative is obtained. In summary,
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based on the improved nonlinear tracking error transformation method, the constraint
problem of tracking errors is transformed into a stability problem of the new error variable.
The next step is to design the control law to stabilize the new error variable to ensure
that the AUV tracking error meets the transient and steady-state performance constraints
without converging to zero.
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Figure 1. Overall idea of AUV finite-time region tracking control method based on command filter in
this paper.

(2) AUV finite-time control method based on two-stage command filter

In order to reduce the strong fluctuation of the control signal caused by measurement
noise, we used a finite-time sliding mode differentiator to filter the virtual control law
and the final control law in the backstep method and took the filtered final control law
as the control signal so as to achieve the purpose of smoothing the control signal. In the
above filtering process, considering the signal loss caused by filtering and the influence on
system stability, a finite-time compensator was designed to compensate the filtering loss
and ensure the stability of the closed-loop system. In addition, the control signal can be
adjusted actively by adjusting the parameters of the finite-time sliding mode differentiator.

3.1.2. Difference between This Method and Traditional Method

To show the contribution of this paper more clearly, the design ideas of traditional
methods are given in Figure 2, and the differences between the methods in this paper and
those in the literature are described.
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Figure 2 shows the design ideas of the region tracking method in previous stud-
ies [28,31]. Summarizing Figures 1 and 2, the method in this paper differs from the
traditional method in the following two aspects:

(1) Treatment of error variables

The method of error transformation and the Lyapunov function were adopted in [28,31]
to ensure that the AUV tracking error would meet performance constraints and not con-
verge to zero. As can be seen from Figure 2a,b, the difference between the two studies is
that in [28], the authors chose to ensure that performance constraints are met in the error
transformation stage, and then the tracking error does not converge to zero based on a
piecewise Lyapunov function, while in [31], the authors chose to ensure that the error does
not converge to zero in the error transformation stage. Then, the performance constraint is
realized based on the Lyapunov function.

Different from [28,31], the method in this paper can ensure that the AUV tracking error
meets the performance constraints and does not converge to zero in the error transformation
stage, which avoids the steps involved in the traditional method requiring a special design
for the Lyapunov function, simplifies the derivation process of the control law, and increases
the flexibility of the controller design.

(2) Smoothing of control signals

The authors of [28] did not design the control signal fluctuation caused by measure-
ment noise. The authors of [31] made the transformed error variable smaller than the real
tracking error through nonlinear transformation of the tracking error, as shown in Figure 2b.
This operation not only ensures that the tracking error mentioned in (1) does not have to
converge to zero but also reduces the sensitivity of the control signal to the tracking error.
Considering that measurement noise is superimposed on the tracking error, the purpose of
reducing the influence of noise on the control signal fluctuation is realized indirectly.

Differently from the purpose of smoothing control signals by reducing the sensitivity
of control signals to tracking errors in [31], in terms of active smoothing control signals, in
this paper we added a two-stage command filter after the designed virtual and final control
laws and used the filter to smooth control signals with the optimal asymptotic feature of
input noise. In addition, because of the adjustability of filter parameters, the proposed
method also can actively adjust signal fluctuations.

3.2. Implementation Process of Proposed Method

To realize the method presented in this paper, the tracking errors are first converted
based on the improved nonlinear tracking error transformation method, and then the AUV
finite-time control method with two-stage command filter is used to derive the control law
to stabilize the new error variables.

3.2.1. Improved Nonlinear Tracking Error Transformation Method

The method presented in this section is to transform the bounded problem of tracking
error into a stability problem so that the traditional controller design method can be used
directly. First, the performance requirements of tracking errors are written in the form of
constraint inequalities, and then the inequalities are modified by introducing admissible
error variables to meet the requirements of regional tracking. Finally, the inequalities are
nonlinear transformed to obtain new error variables.

(1) Construct the performance constraint inequality

In this paper, a prescribed performance function is used to constrain the transient and
steady-state performance of an AUV; that is, the designed controller should satisfy the
constraint inequality of Equation (2):

−δiρi(t) < ei(t) < −ρi(t) i f ei(0) ≥ 0
−ρi(t) < ei(t) < −δiρi(t) i f ei(0) < 0

(2)
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where subscript i ∈ [1, 2, 3, 4, 5, 6] represents the ith component of each vector, and the same
below; e(t) = η − ηd represents the tracking error of the AUV, ηd represents the expected
trajectory and attitude vector; δ ∈ [0, 1] is the overshoot limit parameter; and ρ(t) is the
prescribed performance function of finite-time convergence, which can be expressed as

ρ(t) =

{
(ρτ

0 − τλt)1/τ + ρT i f 0 ≤ t < T
ρT i f t ≥ T

(3)

where ρ(0) and ρT represent the values of ρ(t) at the initial time and time T; ρ0, τ and λ
need to be selected according to the values of ρT , T and ρ(0); there are ρ0 = ρ(0)− ρT ,
τλ = ρτ

0 /T and, τ = q1/q2 ∈ (0, 1), where q1 and q2 are positive odd and positive even,
respectively. Note that the value of ρ(0) should be greater than the absolute value of the
initial tracking error of the AUV.

To ensure that tracking errors meet the requirements in Equation (2), the following
transformations are performed:

−1 < 2ei(t)
(1+δi)ρi(t)

+ δi−1
1+δi

< 1 i f ei(0) ≥ 0

−1 < 2ei(t)
(1+δi)ρi(t)

+ 1−δi
1+δi

< 1 i f ei(0) < 0
(4)

Then, we define the variable ϑi and rewrite Equation (4) as

ϑi =


2ei(t)

(1+δi)ρi(t)
+ δi−1

1+δi
i f ei(0) ≥ 0

2ei(t)
(1+δi)ρi(t)

+ 1−δi
1+δi

i f ei(0) < 0
(5)

where, δi ∈ [0, 1] is the overshoot limit parameter; when δi = 0, the closed-loop system is
not allowed to generate overshoot. As can be seen from Equation (5), if variable ϑi satisfies
−1 < ϑi < 1, the tracking error is within the designed performance constraint range.

The equivalence proof in this sub-section has been completed in the literature, see
Ref. [36] for details.

(2) Introduce tolerance error to rewrite performance constraint inequality

Considering the regional tracking method to reduce precision in exchange for energy
consumption and controller burden as the starting point, we introduce the concept of
allowable error; that is, we set an allowable range of tracking error, and if the tracking error
is within this range, it is considered to meet the tracking requirements. We set the allowable
error range based on the range of variable ϑi:

−1 < ϑi < ϑtmini < 0 < ϑtmaxi < ϑi < 1 (6)

If the allowable errors on both sides of the equilibrium point satisfy ϑtmini = −ϑtmaxi,
Equation (6) can be written as

|ϑti|<|ϑi|< 1 (7)

The previous section has obtained the result that the tracking error does not exceed
the performance constraint range. If Equation (7) is satisfied, the goal of tracking error
convergence to zero can be further achieved, which is the design goal of region tracking.
The equivalence proof is shown in Theorem 1.

Theorem 1. Considering the variable definition (Equation (5)), if there is an inequality constraint
(Equation (7)), then the tracking error ei is constrained to a region outside the zero point, with the
boundary being:

ei(t) ≥ 1
2 ρi(t)(1 + δi)ϑtmaxi +

1
2 ρi(t)(1− δi) > 0 i f ei(0) ≥ 0

ei(t) ≤ − 1
2 ρi(t)(1 + δi)ϑtmini − 1

2 ρi(t)(1− δi) < 0 i f ei(0) < 0
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Proof 1. According to the restrictions ϑtmaxi and ϑtmini on the variable ϑi in Equation (6),
Equation (5) is rewritten as

ϑtmaxi ≤ 2ei(t)
(1+δi)ρi(t)

+ δi−1
1+δi

i f ei(0) ≥ 0

ϑtmini ≤ − 2ei(t)
(1+δi)ρi(t)

+ δi−1
1+δi

i f ei(0) < 0

Rewritten as

ei(t) ≥ 1
2 ρi(t)(1 + δi)ϑtmaxi +

1
2 ρi(t)(1− δi) i f ei(0) ≥ 0

ei(t) ≤ − 1
2 ρi(t)(1 + δi)ϑtmini − 1

2 ρi(t)(1− δi) i f ei(0) < 0

According to the definition of ρ(t) and the definition of the overshoot limit parameter
δi, it can be seen that

1
2 ρi(t)(1 + δi)ϑtmaxi +

1
2 ρi(t)(1− δi) > 0

1
2 ρi(t)(1 + δi)ϑtmini +

1
2 ρi(t)(1− δi) > 0

Therefore, if Equation (7) holds, the tracking error e(t) is constrained to be near the
origin, with a boundary of:

ei(t) ≥ 1
2 ρi(t)(1 + δi)ϑtmaxi +

1
2 ρi(t)(1− δi) > 0 i f ei(0) ≥ 0

ei(t) ≤ − 1
2 ρi(t)(1 + δi)ϑtmini − 1

2 ρi(t)(1− δi) < 0 i f ei(0) < 0

(3) Nonlinear transformation of constrained inequalities

The design goal of the control law is usually to converge a bounded error variable
with a continuous first derivative. In order to make the control target satisfy the constraint
conditions (Equation (8)), a mapping of the variable ϑi is required, and the new error
variable after mapping should satisfy the requirements of boundedness and continuous
first derivative.

Theorem 2. Considering the variable definition (Equation (5)) and the constraint condition
(Equation (7)), perform the nonlinear transformation on ϑi in (Equation (8)). Then σri is bounded
and the first derivative is continuous, and σri is bounded equivalent to the constraint condition
(Equation (8)) being satisfied.

σri =

{
εisign(σi) (|σi|−sign(σi)σmaxi)

2 i f |σi|> σmaxi
0 i f |σi|≤ σmaxi

(8)

where σi = arctanh(ϑi), σmaxi = arctanh(ϑtmaxi), and εi > 0 are design parameters used to
adjust the mapping relationship between the tracking error and the new error variable.

Proof 2. From Equations (1) and (2) in Section 3.2.1, it can be seen that the variable ϑi
monotonically increases with respect to tracking error ei, and its boundary is constrained
by Equation (7). Considering the properties of the inverse hyperbolic tangent function

lim
σi→+∞

tan h(σi) = 1 and lim
σi→−∞

tan h(σi) = −1. Based on the function σi = arctanh(ϑi), the

variable ϑi is transformed into a new interval. At this point, it can be seen that as long as
the bound of σi is satisfied, the constraint (Equation (7)) holds.

Based on the above transformation, it can be seen that the variable σi has a jump
discontinuity at the point zero ( lim

σi→0+
σi = σmaxi, lim

σi→0−
σi = −σmaxi, and−σmaxi 6= σmaxi) and

cannot be directly used for the design of control laws. After the nonlinear transformation
(Equation (8)) proposed in this paper, there is lim

σi→σmaxi
σri = lim

σi→−σmaxi
σri = 0, and the part of

Equation (8) in |σi|> σmaxi is a typical quadratic function. Therefore, after transformation,
the variable σri has the characteristic of continuous first derivative, which can be used for
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the design of control laws. Further considering that the transformation does not change the
monotonicity and boundedness of the variable σi, as long as σi is bounded, the constraint
condition (Equation (7)) holds. That is, the constraint problem in Equation (7) is equivalently
transformed into a bounded problem of variable σri.

In order to achieve control of the AUV under performance constraints, it is necessary
to design a control law that stabilizes and converges the variable σri. The following section
describes the design of the control law in this paper.

3.2.2. AUV Finite-Time Control Method Based on Second-Stage Command Filter

In the above section, the proposed nonlinear error transformation method proposed is
adopted to transform the bounded constraint problem of tracking error into the stability
problem of variables. In this section, the control law is derived to stabilize variables based
on the proposed AUV finite-time control method with the two-stage command filter. The
method is implemented in two steps: Step 1: Design virtual control law and compensator
A; Step 2: Design final control law and compensator B. These are described in detail below.

Step 1: Design the virtual control law and compensator A.
Due to the introduction of command filters in the derivation process of the control law,

a deviation between the filter output and the input is caused. Therefore, this paper defines
compensator A for the error variable σr and compensator B for the virtual error variable
σ2. The specific expressions for compensators A and B will be given below. In order to
stabilize the error σr and compensator A and stabilize the error σ2 and compensator B, the
following virtual composite variables are designed:

z1 = σr − A
z2 = σ2 − B

(9)

where σr = [σr1, σr2, σr3, σr4, σr5, σr6]
T and σ2 = v− vac are the virtual errors and vac will be

defined later; A and B are compensators A and B, designed in this paper; and vac, A, B, z1
and z2 are all 6× 1 vectors.

To stabilize variable z1, a typical Lyapunov function is selected:

V1 = 0.5zT
1 z1 (10)

Consider Equations (1) and (8) and take the derivative of Equation (10):

.
V1 = zT

1 (
.
σr −

.
A)

= zT
1 (r1 + r2(Jv− .

ηd)−
.
A)

(11)

where r1 = [r11, r12, r13, r14, r15, r16]
T , r2 = [r21, r22, r23, r24, r25, r26]

T , r1i =

−2εi(arctanh( ei
ρi(t)

)− sign(σi)σmaxi)
ei

.
ρi(t)

ρi(t)
2−e2

i
, r2i = 2εi(arctanh( ei

ρi(t)
)− sign(σi)σmaxi)

ρi(t)
ρi(t)

2−e2
i
,

i ∈ [1, . . . , 6].
In order to improve the smoothness of the system output and avoid the problem of

parameter explosion caused by the derivative of the virtual control law below, we designed
a first-stage filtering link. Since the two-stage sliding mode differentiator has the property
of asymptotic convergence to noise, we adopted the differentiator pair for filtering, and its
structure is as follows:

.
vac = −r3

∣∣vac − vc
∣∣0.5sign(vac − vc) + v2.

v2 = −r4sign(v2 −
.
vac)

(12)

where r3, r4 > 0 indicates the design parameters, vc is the virtual control law, vac is the
filtered control signal, and the filtering error is represented by qac = vac − vc.

Considering the above filtering errors and virtual errors, Equation (11) can be writ-
ten as .

V1 = zT
1 (r1 + r2(J(σ2 + qac + vc)−

.
ηd)−

.
A) (13)
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The virtual control law vc and finite-time compensator B designed in this paper are
as follows:

vc = −
k1 J−1

r2
σr −

kv J−1

r2
ζP(z1)− J−1(

r1

r2
− .

ηd) (14)

.
A = −k1 A− a1ζP(A) + r2 JB + r2 Jqac (15)

where k1, kv > 0 indicates the design parameters, ζ(·)P = (·)PtanhP+1( ·ω ), 0 < P < 1 and
ω is a normal number with a small value.

Substitute Equations (14) and (15) into Equation (13), then:

.
V1 = zT

1 (r1 + r2 Jσ2 + r2 Jqac + r2 J(− k1 J−1

r2
σr − kv J−1

r2
ζP(z1)− J−1( r1

r2
− .

ηd))

−r2
.
ηd + k1 A + a1ζP(A)− r2 JB− r2 Jqac)

= zT
1 (r2 Jσ2 − k1σr − kvζP(z1) + k1 A + a1ζP(A)− r2 JB)

(16)

Based on Equations (9) and (16) can be rewritten as:

.
V1 = −k1zT

1 z1 − kvzT
1 ζP(z1) + zT

1 r2 Jz2 + a1zT
1 ζP(A) (17)

Step 2. Design the final control law and compensator B.
To design the final control law and compensator B to stabilize the whole controller,

select the Lyapunov function:
V2 = 0.5zT

2 z2 (18)

Take the derivative of Equation (18) and consider model (Equation (1)) and filtering
error as follows: .

V2 = zT
2 (M−1τc −M−1F + M−1d− .

vac −
.
B) (19)

where F = CRB(v)v + CA(v)v + D(v)v + G(η) and d is a 6× 1 vector, representing the
interference force and torque acting on the AUV’s center of gravity, mainly including ocean
current, propeller failure and other influences. To be consistent with the corresponding
meanings of symbols in step 1, τ in the dynamic model is written as τc here, indicating that
the control law is the design control law.

In order to actively smooth the control signal, a second-stage filtering link is added
after the final control law τc. The structure of the command filter selected by this link is the
same as that in Step 1, as follows:

.
τac = −r5

∣∣τac − τc
∣∣0.5sign(τac − τc) + τ2.

τ2 = −r6sign(τ2 −
.
τac)

(20)

where r5, r6 > 0 indicates the design parameters, τac is the filtered control signal, and the
filtering error is represented by qτac = τac − τc.

The final control law τc and finite-time compensator B designed in this paper are
as follows:

τc = −Mz1r2 J − kτ MζP(z2) + F− d̂ + M
.
vac −Mk2σ2 + qτac (21)

.
B = −k2B− b1ζP(B) + M−1qτac (22)

where k2, kτ > 0 is the design parameter and which d̂ is obtained by using the finite-
time disturbance observer in [48]. To prepare for the stability proof in the next part,
Equations (21) and (22) are substituted into Equation (19), and we can obtain:

.
V2 = zT

2 (−z1r2 J − kτζP(z2) + M−1F−M−1d̂ +
.
vac − k2σ2 + M−1qτac

−M−1F + M−1d− .
vac + k2B + b1ζP(B)−M−1qτac)

= −zT
2 z1r2 J − k2zT

2 z2 − kτζP(z2)− zT
2 M−1(d̂− d) + b1zT

2 ζP(B)
(23)
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Based on the above error transformation and controller design processes, the proposed
method was implemented, and the control law (Equations (14) and (21)) and compensator
(Equations (15) and (22)) required by the proposed method were obtained. In the next
section, the stability of the closed-loop system is analyzed based on the control law and
compensator obtained by the proposed method.

3.3. Stability Analysis of Closed Loop System

This section analyzes the closed-loop system based on Lyapunov stability theory, and
the main result is expressed by Theorem 3.

Theorem 3. Considering the AUV system (Equation (1)) and Assumption 1, under the action of the
control law (Equations (14), (15), (21) and (22)), the error variable σri can achieve region tracking
with transient and steady-state performance constraints in a finite time, and its convergence region

is Ω = min{ χ
(1−γ)β1

, ( χ
(1−γ)β2

)
1
P }, 0 < γ < 1.

Proof 3. To prove the stability of the closed-loop system (including the stability of the
compensator), the Lyapunov function is selected:

V = V1 + V2 + 0.5A2 + 0.5B2 (24)

Then we take the derivative of Equation (24), and substitute Equations (15), (17), (22)
and (23):

.
V3 = −k1zT

1 z1 − kv(zT
1 tanh( z1

ω ))
P+1 − k2zT

2 z2 − kτ(zT
2 tanh( z2

ω ))
P+1

+a1zT
1 ζP(A) + b1zT

2 ζP(B)− zT
2 M−1(d̂− d)

+A(−k1 A− a1ζP(A) + r2 JB + r2 Jqac) + B(−k2B− b1ζP(B) + M−1qτac)

(25)

According to Young’s inequality and Lemma 1, the following inequality is established:

a1zT
1 ζP(A) ≤ 0.5zT

1 z1 + 0.5a2
1((1− p)p

p
1−p + A2)

b1zT
2 ζP(B) ≤ 0.5zT

2 z2 + 0.5b2
1((1− p)p

p
1−p + B2)

(26)

Substitute Equation (26) into Equation (25):

.
V3 ≤ −k1zT

1 z1 − kv(zT
1 tanh( z1

ω ))
P+1 − k2zT

2 z2 − ku(zT
2 tanh( z2

ω ))
P+1 − zT

2 M−1(d̂− d)

+0.5zT
2 z2 + 0.5b2

1((1− p)p
p

1−p + B2) + 0.5zT
1 z1 + 0.5a2

1((1− p)p
p

1−p + A2)

−k1 A2 − a1(AT
1 tanh( A1

ω ))
P+1

+ Ar2 JB + Ar2 Jqac − k2B2 − b1(BT
1 tanh( B1

ω ))
P+1

+ BM−1qτac

(27)

According to the filter properties of the filter, it is assumed that ||qac|| ≤ εq1 and
||qτac,i|| ≤ εq2 exist, and combined with Assumption 1, partial function terms in Equation (25)
are treated as follows:

Ar2 JB ≤ δ2

2 ||r2 J||2||A||2 + 1
2δ2 ||B||2

Ar2 Jqac ≤ δ2

2 ||r2 J||2||A||2 + 1
2δ2 ||εq1||2

BM−1qτac ≤ δ2

2 ||M−1||2||B||2 + 1
2δ2 ||εq2||2

−zT
2 M−1(d̂− d) ≤ 0.5zT

2 z2 + 0.5||M−1||2||εd||2

(28)
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In addition, according to Lemma 2, we continue to process the function term in
Equation (27):

−(zT
1 tanh( z1

ω ))
P+1 ≤ v + (2P − 1)z2

1 − |z1|P+1

−(zT
2 tanh( z2

ω ))
P+1 ≤ v + (2P − 1)z2

2 − |z2|P+1

−(ATtanh( A
ω ))

P+1 ≤ v + (2P − 1)A2 − |A|P+1

−(BTtanh( B
ω ))

P+1 ≤ v + (2P − 1)B2 − |B|P+1

(29)

By substituting Equations (28) and (29) into (27), we obtain

.
V3 ≤ −(k1 − kv(2P − 1)− 0.5)zT

1 z1 − kv|z1|P+1

−(k2 − kτ(2P − 1)− 1)zT
2 z2 − kτ |z2|P+1

−(−0.5a2
1 + k1 − a1(2P − 1)− δ2||r2 J||2)A2 − a1|A|P+1

−(−0.5b2
1 + k2 − b1(2P − 1)− δ2

2 ||M−1||2 − 1
2δ2 )B2 − b1|B|P+1

+χ

χ = kvv + kτv + 0.5a2
1(1− p)p

p
1−p + 0.5b2

1(1− p)p
p

1−p

+a1v + 1
2δ2 ||εq1||2 + b1v + 1

2δ2 ||εq2||2 + 0.5||M−1|||2|εd||2

(30)

This can be further written in the following standard form:

.
V3 ≤ −β1V3 − β2VP1

3 + χ

β1 = min
{

2k1 − 2kv(2P − 1)− 1, 2k2 − 2kτ(2P − 1)− 1,−a2
1 + 2k1

−2a1(2P − 1)− 2δ2||r2 J||2,−b2
1 + 2k2 − 2b1(2P − 1)− δ2||M−1||2 − 1

δ2 }
β2 = min

{
2P1 kv, 2P1 kτ , 2P1 a1, 2P1 b1

} (31)

where P1 = P+1
2 .

According to lemma 3, the closed-loop system will converge to region Ω = min{ χ
(1−γ)β1

,

( χ
(1−γ)β2

)
1
P }, 0 < γ < 1. in finite-time, which also means that the error variables σr and σ2

will stabilize to the equilibrium neighborhood in finite time. According to the improved
nonlinear tracking error transformation method proposed in this paper, the transient and
steady-state performance of the actual tracking error of AUV at this time meets the set
performance function constraints, and the tracking error does not have to converge to zero.

This section describes the idea of the proposed method and how it differs from the
traditional method and presents the concrete implementation process of the method and
the proof of stability of the closed-loop system. The next section describes the compara-
tive simulation experiments conducted to verify the AUV region tracking effect and the
smoothness of control signals under the proposed method.

4. Simulation Experiment

This section verifies the effectiveness of command filter-based region tracking control
for AUV with measurement noise by comparing simulation experiments of ODIN AUV.
First, the authors present the simulation setting of the experiment in this paper. Then, they
present the experimental results and an analysis of the comparison between this method
and those in previous studies [28,31].

4.1. Simulation Settings

In this paper, consistently with the comparison literature [28,31], the ODIN AUV was
used for the simulation experiment, and the same simulation settings were used: (1) thrust
distribution matrix, (2) thruster dead zone and saturation, (3) ocean current, (4) noise,
(5) fault, (6) expected trajectory, and (7) initial state of AUV.

The configurations and parameters were as follows:

(1) Thrust distribution [28,31]: ODIN is an overdriven AUV composed of four horizontal
thrusters and four verticals. In order to compare the input control signals of each
thruster and subsequently conduct an energy consumption analysis, τ is written as
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τ = Eu in the dynamics model, where E is a 6× 8 thrust distribution matrix, and u is
a 8× 1 vector, representing the thrust of eight thrusters. The expression is as follows:

E =



s −s −s s 0 0 0 0
s s −s −s 0 0 0 0
0 0 0 0 −1 −1 −1 −1
0 0 0 0 Rs Rs −Rs −Rs
0 0 0 0 Rs −Rs −Rs Rs

Rz −Rz Rz −Rz 0 0 0 0


where s = sin(π/4), R = 0.381 and Rz = 0.508.

(2) Dead zone and saturation [31]: Dead zone and saturation are the actual constraints of
thrust existence and were set as:

usi =


150

ui − 10
0

ui + 15
−100

ui ≥ 160
160 > ui ≥ 10
10 > ui ≥ −15
−15 > ui ≥ −115
−115 ≥ ui

where usi is the propeller output considering dead zone and saturation factors.

(3) Ocean current [31]: In order to get close to the real marine environment, the first-order
Gauss–Markov process with Gaussian white noise (mean 1, variance 2) was used to
simulate the amplitude of ocean current, and the integral of Gaussian white noise
(mean 0, variance 50) was used to represent the phase angle of ocean current.

(4) Noise [31]: In practical applications, a low-pass filter is used to reduce the overam-
plification effect caused by measurement noise. In this experiment, Gaussian noise
(mean 0, variance 0.05) after a low-pass filter (2 rad/s) was added to the original
position signal as the noisy position signal, and Gaussian noise (mean 0, variance 0.01)
after a low-pass filter (1 rad/s) was added to the original velocity signal as the noisy
speed signal.

(5) Fault [31]: Considering the loss of thrust due to possible faults caused by long-term
use of the thruster, it is assumed that failure of thruster T2 occurs; that is, the actual
output of thruster T2 is only (1− k f )us2, where

k f =


0

0.29/30(t− 30) + 0.01 sin(π/5(t− 20))
0.29 + 0.01 sin(π/(t− 50))

0 ≤ t < 20
20 ≤ t < 50

t ≥ 50
.

(6) Expected trajectory [31] is described as

ηd = [3(1− cos(0.15t)), 3 sin(0.15t),−0.2t, 0, 0, 0]T .

(7) The initial state [31] of the AUV is:
η(0) = [1, 1,−1, π/18, π/18, π/9]T
.
η(0) = [0.04, 0.04, 0.04, 0.02, 0.02, 0.02]T

.

Based on the above simulation preparation, experiments were carried out as described
in the next section.

4.2. Experimental Results and Analysis

To verify the performance of the AUV finite-time region tracking control method
based on command filter in terms of control signal smoothing and energy consumption,
the following two cases were considered, and the experimental results in these two cases
are analyzed below.
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Case 1 [31]: A performance function with a large range is set, and the parameters of
the performance function (Equation (3)) in this paper are ρ(T) = 0.5—which is the final
convergence range— ρ(0) = 1 + ρ(T), T = 40, q1 = 1, and q2 = 2.

Case 2 [31]: A performance function with a large range is set, and the parameters of
the performance function (Equation (3)) in this paper are: ρ(T) = 0.2—which is the final
convergence range—, ρ(0) = 1 + ρ(T), T = 40, q1 = 1 and, q2 = 2.

(1) Experimental results and analysis in case 1

Since case 1 has a lower requirement for AUV constraints, the controller can appropri-
ately select smaller parameters to reduce the response speed of the controller in exchange
for smoother control signals. The parameters in this paper are as follows: the allowable
error is set as ϑti = 0.2; error transformation coefficient is set as ε = 0.2; the parameter in the
filter is set as r3 = 5, r4 = 10, r5 = 1, r6 = 10; the parameters of controller and compensator
are set as k1 = 1.2, k2 = 3, kv = 1, kτ = 1; and other parameters are P = 1/3 and ω = 0.1.
In Case 1, the tracking errors and control signals of the proposed method and the methods
in [28,31] are shown in Figures 3–5.

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 16 of 23 
 

 

 = − −[3(1 cos(0.15 )),3sin(0.15 ), 0.2 ,0,0,0]T

d
t t t .  

(7) The initial state [31] of the AUV is: 
   



= −

=

(0) [1,1, 1, / 18, / 18, / 9]

(0) [0.04,0.04,0.04,0.02,0.02,0.02]

T

T
. 

Based on the above simulation preparation, experiments were carried out as de-

scribed in the next section. 

4.2. Experimental Results and Analysis 

To verify the performance of the AUV finite-time region tracking control method 

based on command filter in terms of control signal smoothing and energy consumption, 

the following two cases were considered, and the experimental results in these two cases 

are analyzed below. 

Case 1 [31]: A performance function with a large range is set, and the parameters of 

the performance function (Equation (3)) in this paper are  =( ) 0.5T —which is the final 

convergence range—  = +(0) 1 ( )T , = 40T , =
1

1q , and =
2

2q . 

Case 2 [31]: A performance function with a large range is set, and the parameters of 

the performance function (Equation (3)) in this paper are:  =( ) 0.2T —which is the final 

convergence range—,  = +(0) 1 ( )T , = 40T , =
1

1q  and, =
2

2q . 

(1) Experimental results and analysis in case 1 

Since case 1 has a lower requirement for AUV constraints, the controller can appro-

priately select smaller parameters to reduce the response speed of the controller in ex-

change for smoother control signals. The parameters in this paper are as follows: the al-

lowable error is set as  = 0.2
ti

; error transformation coefficient is set as  = 0.2 ; the pa-

rameter in the filter is set as =
3

5r , =
4

10r , =
5

1r , =
6

10r ; the parameters of controller 

and compensator are set as =
1

1.2k  , =
2

3k  , = 1
v

k  , 

= 1k  ; and other parameters are 

= 1 / 3P  and  = 0.1 . In Case 1, the tracking errors and control signals of the proposed 

method and the methods in [28,31] are shown in Figures 3–5. 

  
(a) (b) 

Figure 3. Tracking error and control signal of proposed method in Case 1. (a) Tracking error of the 

proposed method. (b) control signal of the proposed method. 
Figure 3. Tracking error and control signal of proposed method in Case 1. (a) Tracking error of the
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In Figures 3–5, X, Y, and Z, roll, pitch, and yaw represent the position error and attitude
error of ODIN AUV in the geodetic coordinate system. T1–T4 and T5–T8 are respectively
used for the control signals of ODIN AUV horizontal and vertical thrusters. The chain lines
in Figures 3a, 4a and 5a indicate the range of performance function constraints. The chain
lines in Figures 3b, 4b and 5b indicate the saturation value of the control signal.
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As shown as From Figures 3a, 4a and 5a, both the proposed method and the com-
parison method can keep the tracking error within the specified range of performance
function; that is, the constraint requirements for the transient and steady-state performance
of AUV are met. At the same time, the results show that the tracking error of the proposed
method does not converge to zero, which satisfies the design objective of region tracking
and conforms to the theoretical analysis in this paper. As shown in Figures 3b, 4b and 5b,
the proposed method is significantly different from the comparison method in terms of
control signals with regard to satisfying regional tracking and performance constraints.
From the overall trend, the change rules of the control signals of the three methods are
similar. However, when observing the details for the control signals, it is found that the
control signals in [28] show high frequency and large amplitude fluctuations, while those
in this paper and in [31] are smoother.

In order to quantitatively analyze the effect of the method presented in Case 1, data in
Figures 3b, 4b and 5b were extracted to compare the performance of the three methods in
terms of control signal smoothness and energy consumption, and Table 1 reports the results.
Among them, the smoothness evaluation index of control signal and the evaluation index
of energy consumption were selected and compared to [28,31] using the same method,
specifically:

Table 1. Performance of control signals between the proposed method and the traditional method in
Case 1.

SCIS (N) SSCS
(107 × N2)T1 T2 T3 T4 T5 T6 T7 T8 Total

This paper 2546 1244 2695 1466 1932 1546 1414 1778 14,621 6.41
[28] 30,522 7107 18,611 5532 7202 9463 9319 8220 95,976 12.92
[31] 6737 2887 6680 2932 1877 1918 1938 1902 26,871 6.13

Control signal smoothness evaluation index (SCIS): SCIS = ∑ ∆us, where ∆us repre-
sents the difference between the current and previous time of the control signal. Energy

consumption evaluation indexes (SSCS): SSCS = ∑
8
∑

i=1
|us|2.

The content in Table 1 was analyzed and compared. Compared to the method in [28],
the smoothness index of control signals of each propeller decreased by: 91.66%, 82.50%,
85.52%, 73.50%, 71.17%, 83.66%, 84.83%, and 78.37%; total smoothness decreased by 84.77%,
and energy consumption decreased by 50.39%; compared to the methods in [31], the
smoothness indexes of control signals of each propeller were reduced by 62.21%, 56.91%,
59.66%, 50.00%, −2.93%, 19.40%, 27.04% and 6.52%; total smoothness was reduced by
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45.59%; and energy consumption was increased by 4.57%. From the data analysis, compared
with [28,31], the method presented in this paper significantly improved the smoothness
of control signals. Since the adopted tracking trajectory is mainly plane motion, the
performance is more obvious with horizontal thrusters (T1–T4). Compared with the
method in [28], the energy consumption increases when using the method in this paper is
also obvious, but it is slightly higher than that in [31]. Considering the actual work of AUV
propeller, constantly changing control signals will also cause energy consumption loss, and
compared with the control signal adjustment and smoothness index, the increased low
energy consumption index is reasonable and acceptable.

(2) Experimental results and analysis of case 2

As a performance function with stronger constraint ability is selected in case 2, some
parameters need to be adjusted to improve the control ability of the controller to control
AUV compared with case 1. Therefore, the following parameters were modified: the set
value of allowable error ϑti = 0.1 was reduced, the error transformation coefficient ε = 0.4 is
increased, and the control gains k1 = 1.5 and k2 = 5 were increased, while other parameters
remain unchanged. Based on the above parameter adjustment, in Case 2, the tracking error
and control signal of the proposed method and those in [28,31] are shown in Figure 6.
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the proposed method; (b) control signal of the proposed method.

The lines in Figures 6–8 represent the same meanings as those in Figures 3–5. It can
be seen from Figures 6a, 7a and 8a that the tracking errors with the proposed method and
the comparison method are always within the specified range of performance function,
which meets the constraint requirements on the transient and steady-state performance of
AUVs. Meanwhile, it can be observed that the tracking errors with the proposed method
still do not converge to zero. According to Figures 6b, 7b and 8b, in case 2, the fluctuation
of control signals with the three methods is roughly the same as that in case 1; that is,
the control signals presented in [28] show relatively drastic fluctuations, and those in the
proposed method and the method in [31] show smoother control curves than the method
in [28]. To quantitatively analyze the effect of the method presented in Case 2, the data in
Figures 6b, 7b and 8b were extracted to compare the performance of the three methods in
terms of control signal smoothness and energy consumption, and Table 2 reports the results.
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Figure 8. Tracking error and control signal of reference [31] in Case 2. (a) Tracking error of refer-
ence [31]; (b) control signal of reference [31].

Table 2. Performance of control signals between the proposed method and the traditional method in
Case 2.

SCIS (N) SSCS
(107 × N2)T1 T2 T3 T4 T5 T6 T7 T8 Total

This paper 5089 2305 5261 2301 3140 2937 2794 3012 26,839 7.05
[28] 50,970 6857 38,130 9365 12,694 21,701 19,615 11,102 170,434 13.87
[31] 15,216 4871 14,742 4877 3761 3916 38,483 3794 55,025 7.15

The content of Table 2 was analyzed and compared. Compared to [28], the smoothness
index of control signals of each propeller decreased 90.02%, 66.38%, 86.20%, 75.43%, 75.26%,
86.47%, 85.76%, 72.87%, and 49.17%; the total smoothness decreased by 84.25%; and energy
consumption decreased by 49.17%. Compared to the [31], the smoothness indexes of control
signals of each propeller are reduced by 66.55%, 52.68%, 64.31%, 52.82%, 16.51%, 25.00%,
27.39%, and 20.61%; the total smoothness was reduced by 51.22%; and energy consumption
was reduced by 1.40%. According to the data analysis, compared [28,31], the method in
this paper significantly improved the smoothness of the control signal, and reduced the



J. Mar. Sci. Eng. 2023, 11, 2119 19 of 21

energy consumption to varying degrees. This shows the effectiveness of this method in
smoothing control signal and reducing energy consumption.

In general, based on the method presented in this paper and the simulation results
of [28,31] in Case 1 and Case 2, it is verified that the proposed AUV finite-time region-
tracking control method based on command filter can ensure that the AUV tracking error
meets the transient and steady-state constraints and does not have to converge to zero. An
analysis of the three methods in terms of the control signal smoothness and energy con-
sumption indices shows that the method in this paper has the advantage of control signal
smoothness and at the same time maintains the reduced energy consumption achieved
in [31].

If the method in the paper is used in practical implementation, it is necessary to jointly
adjust the allowable error range and the command filter parameters based on the actual
working environment and safety requirements. Since this paper does not design a dynamic
parameter adjustment link, if the method is applied in harsh underwater environments, a
more conservative allowable error range needs to be selected. If the method is applied to
formation control, the influence of other agents should also be considered [49].

5. Conclusions

In this paper, the AUV region tracking control problem with measurement noise
and transient and steady-state constraints is studied, and a commandfilter-based region-
tracking control method for AUV with measurement noise is proposed. An improved
nonlinear tracking error transformation method is proposed to realize the tracking error of
AUV in a relatively simple way to meet the performance constraints and regional tracking
requirements. At the same time, a method based on second-stage command filter is
proposed to reduce the influence of measurement noise on the control signal. Based on the
proposed method, a closed-loop system is designed. The results of the closed-loop system
stability analysis show that the proposed method can realize finite-time convergence of
tracking errors to a set allowable error boundary, even in the presence of measurement
noise, unknown current, and thruster fault. Simulation experiment results based on ODIN
AUV show that the tracking error under the proposed method meets the requirements of
performance constraints and regional tracking, and the smoothness index of control signals
increases by 84.50% and 48.40% on average compared with the method in [28]. The energy
consumption index is reduced by an average of 50.81% compared to the method in [28]
and increased by an average of 1.59% compared to the method in [31]. The simulation
results show the advantages of the proposed method in smoothing control signals, but
the performance in reducing energy consumption is slightly inferior to that of the method
in [31] and needs to be improved. The simulation results show that the proposed method
is suitable for a class of AUV tasks that have loose and fixed accuracy requirements and
require safe and stable operation over a wide range and long endurance, such as marine
resource exploration and search for wreckage of crashed aircraft.

Research prospects: In order to further reduce the conservatism of the proposed
method, further research is needed to investigate how to maintain the AUV to track
the region under performance constraints when the upper bound of the disturbance is
unknown. In addition, considering the large inertial characteristics of the AUV, the time
series state information of the AUV and the desired trajectory in future can be incorporated
into the proposed method to further reduce energy consumption, which will have a positive
effect on improving the working time of one action. As a research trend, it can be attempted
to apply the proposed method to multi-agent formation [50].
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