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Abstract: Microwave radiometers are passive remote sensing devices that are widely used in marine
atmospheric observations. The accuracy of its inversion of temperature and humidity profiles is an
important indicator of its performance. Back Propagation (BP) neural networks are widely used in
the study of microwave radiometer inversion problems. However, the BP network which is carried
by the radiometer inversion suffers from profile data collapse. To address this, this study introduced
a residual network to improve the accuracy of water vapor vertical profiles. Aiming at the problem
of large inversion temperature error due to the effect of turbulence on the light-travel phase induced
by stationary fronts along the seashore in the subtropical monsoon climate region, we used historical
data to establish the seasonal a priori mean profile and design a dead-zone residual adjustment model.
The accuracy of the residual network and the deadband-adjusted residual network was verified
using the meteorological records of the Taizhou region from 2013–2018, with the experimental data
and BP hierarchical network as the comparison term. We found no data collapse in the temperature
and humidity profile inversion results of the residual network. Relative to the initial BP hierarchical
algorithm, where the error of water vapor in the range 6–10 km was reduced by 80%, the dead zone
residual adjustment model in the inverse-temperature phenomenon reduced the sum of squares error
by 21%, compared with the ordinary residual network inversion results. Our findings provide new
insights into the accuracy improvement of radiometer remote sensing.

Keywords: microwave radiometer; seaside meteorological observations; residual neural network;
inverse temperature; atmospheric profile inversion

1. Introduction

Microwave radiometers play an important role in land-based observatories on the
seashore, as well as in ship-based observatories. Their passive observation and strong
real-time characteristics enable them to monitor the marine atmospheric environment
rapidly. However, as the applications deepen, various diversified remote sensing needs
also have great demands on the accuracy of the radiometer.

The radiometer receives a brightness temperature signal from the atmosphere and
inverts it to obtain water vapor and temperature profiles. The improvement of the accuracy
of the inversion has greatly improved the accuracy of the radiometer measurements. There
are two main methods for improving inversion accuracy, physical and statistical methods.
Neural networks use historical data to form a mathematical model, which is a method
derived from statistical methods. The physical inversion method obtains the corresponding
atmospheric vertical profiles by solving radiative transfer equations. Westwater et al. (1968)
proposed the use of the root-mean-square method to solve atmospheric parameter vertical
profile [1]. Meanwhile, Smith (1970) proposed Smith’s physical iterative method, which
does not depend on historical sounding data and instead uses a stepwise approximation to
derive atmospheric temperature vertical profile with good results [2]. Xiong (2016) used
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the 1D variational method to invert atmospheric parameters, and this algorithm yielded
significantly better inversions of high-altitude temperature and humidity than the data
from the RPG microwave radiometer infusion self-contained algorithm [3]. Yang et al.
(2018) also used the 1D variational algorithm to invert the atmospheric temperature and
water vapor parameters under clear-sky conditions. They found that the average error of
temperature below 4 km was less than 0.2 K [4]. However, the physical inversion method is
time-consuming and lacks real-time capability as a meteorological remote sensing device.

With the development of neural networks, neural network inversion has recently been
increasingly applied to radiometer inversion algorithms. Shi et al. (2017) downscaled the
retrieved 0.25◦ × 0.25◦ grid total precipitable water (TPW) to a 0.05◦ × 0.05◦ grid based on
the original TPW algorithm to obtain a refined TPW, with a root mean square error (RMSE)
of 3.45 mm and a correlation coefficient of 0.95 [5]. Che (2019) improved the retrieval of
atmospheric temperature and relative humidity profiles by combining active and passive
remote sensing. A maximum RMSE reduction of 2.2 K and 16% for the temperature and
humidity profile, respectively, was obtained using a ground-based microwave radiometer
and millimeter-wave cloud radar. This indicates that the accuracy of the radiometer can be
greatly improved using composite remote sensing techniques [6]. Segal–Rozenhaimer et al.
(2018) proposed a neural network-based algorithm for retrieving liquid low-ocean stratocu-
mulus cloud microphysical property parameters from airborne multi-angle polarimetric
radiometer measurements and achieved better results [7]. Rohit (2017) proposed a forecast
model using the KLURT index (Unitless and dimensionless index) to predict convection
and found that the forecast model performed well, with a forecast efficiency of 75%, false
alarm rate of 35%, and lead time of 1 h; these values are comparable to those obtained using
other forecasting techniques [8]. Yan et al. (2020) developed a deep learning method called
batch normalized and robust neural network (BRNN). Compared with conventional back-
propagation neural networks, BRNN reduced overfitting and more accurately described
the nonlinear relationship between microwave radiometer measurements and atmospheric
structure data [9]. H. Md. Azamathulla et al. utilized two different studies using Artificial
Neural Networks (ANN) and Gene Expression Programming (GEP) in order to predict
the atmospheric temperature in Tabuk. Atmospheric pressure, rainfall, relative humidity
and wind speed were used as input variables for the developed model. The experiments
yielded better results [10]. In this algorithm, both the land surface temperature (LST)and
polarimetric land surface emissivity (LSE)were obtained with limited input data under
almost all-weather conditions. Zhao et al. (2019) proposed a numerical correction algorithm
based on different frequency-weighting functions to improve the accuracy of atmospheric
temperature profiles for clear and cloudy days. In particular, the RMSE and mean absolute
error (MAE) of the temperature profiles below 2 km were reduced by more than 50% [11]
Zhao et al. (2018) proposed another stratification method to improve the efficiency and
accuracy of the training network for obtaining tropospheric water vapor and temperature
distributions. Above 6 km altitude, the RMSEs of the temperature and water vapor distribu-
tions of the layered method were reduced by 25.6% and 26.2%, respectively, and efficiency
was improved by 20 times, compared with the traditional method [12].

Among the abovementioned methods, neural network inversion is mainly performed
by replacing the network model, adding training parameters, and improving the network
algorithm. For the network model, the BRNN and BP networks can be fitted effectively
to reduce the inversion error to some extent. Regarding the training parameters, adding
millimeter-wave cloud radar data and optical effect modules as network inputs can effec-
tively improve accuracy. Although the improvement of the algorithm can improve the
network inversion accuracy to some extent, it has little effect when other factors such as
seasonal variations interfere. This can lead to large errors in the algorithm when dealing
with severe contour oscillations. Moreover, accuracy is not the only criterion for measuring
network performance. Sufficient timeliness and stability must be ensured for real-time
inversion radiometer networks. It is difficult to obtain auxiliary parameters of other ob-
servation equipment in areas where radiometer accidental observation equipment is not
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available, which makes the method of auxiliary observation difficult. However, systematic
studies and quantitative analytical models are lacking in this regard.

Based on the hierarchical BP and neural network (NN) inversion network, this study
proposes a priori mean profile adjustment model for the dead zone based on the residual
network to address the above problems. This is a type of network that uses historical
data to generate a priori mean profile and temperature difference labels, with ground
meteorological elements and brightness temperature data as input and without requiring
additional upper air meteorological elements. Regarding the network stability problem,
the causes of network collapse were analyzed, and an attempt was made to address this
by introducing a residual module. For the large-scale profile oscillation problem, this
study attributes part of the cause to the inverse temperature phenomenon, proposes a
turbulence model based on fronts, and discusses the changes in the radiative transfer
equation parameters using the atmospheric turbulence model to demonstrate the influence
of inverse temperature on radiometer observations. The seasonal priori mean profile was
also generated using historical data to improve accuracy under the inverse temperature
phenomenon using a dead zone adjustment network based on temperature difference
labels. Two experiments were designed to verify the resolution of the abovementioned
issues using the sounding data from the Taizhou weather station from January 2012 to
March 2018 as the true value and radiometer observation of brightness temperatures in the
same period as the measurement data. The experimental results were then analyzed.

This paper is structured as follows. First, we introduce the phenomenon of BP network
collapse using a radiative transfer equation. Then, we discuss the residual network (ResNet)
and conduct experiments while analyzing the experiments. A model analysis and correction
experiments for the inverse-temperature problem are then presented. Lastly, Section 5
presents the conclusion.

2. Problems of Inversion Vertical Profile in BP Layered Networks

This section is divided into two parts. The first part describes the working principle of
inversion of the microwave radiometer of the MP3000A model and verifies the advantages
of the BP hierarchical network at the level of training time. At the end of this section, the
data crash phenomenon during the inversion of the BP hierarchical network is addressed. In
the second part, a network-level theoretical analysis is conducted to derive the causes of this
phenomenon based on the data collapse phenomenon that occurred in the first subsection.

2.1. Radiometer Inversion Principles and Data Crash Problems

The radiation transmission equation to be inverted by a microwave radiometer is [13]:

TB(0) = TB(∞)e−τ(0,∞) +
∫ ∞

0
ka(r)·T(r)·e−τ(0,r)dr (1)

ka is the sum of oxygen and water vapor absorption coefficients, in the formula TB(0)
denotes the brightness temperature of all microwave radiation over the surface, r denotes
the altitude, T(r) denotes the atmospheric temperature at altitude τ(0,r) denotes the optical
thickness from altitude r to the ground. The first term on the right indicates the data after
the attenuation of the cosmic background radiation brightness temperature, and the second
term indicates the cumulative sum of all the thin atmospheric layers of microwave radiation
brightness temperature above the Earth’s surface reaching the Earth’s surface after the
attenuation [14].

The microwave radiative transfer equation is an integral equation, and the integral has
an embedded exponential integral, which belongs to the first class of the Fredholm equation.
The solution of the equation is a pathological equation problem for which an analytical
solution cannot be given directly. Since the exact analytical solution of Equation (1) cannot
be derived, BP networks are often used to solve the inversion problem of radiometers
as they have some inverse fitting capability for such equations. As a traditional neural
network, the BP neural network has a nonlinear fitting ability.
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The radiometer model used in this paper is the MP3000A radiometer, which contains
surface meteorological sensors (Met Sensors) to measure the air temperature, relative
humidity and air pressure around the equipment. Therefore, the four elements of surface
meteorology (temperature, relative humidity, pressure and altitude) can be added to the
network input to ensure the stability of the inversion network. The built-in neural network
used in the radiometer is the Stuttgart neural network (NN network) used for the inversion
of the brightness temperature information. This type of NN network is a patchwork
of multiple single-layer network groups of perceptrons. A standard back-propagation
algorithm is used for training and a standard feed-forward network is used to derive
the profiles. The profile output is divided into 58 layers, with one data output every
50 m from 0 to 500 m altitude, one data output every 100 m from 500 m to 2 km altitude,
and one data output every 250 m from 2 km to 10 km. The number of layers of these
independent measurements (eigenvalues) is 58 layers. The MP3000A radiometer used
in this paper has 22 microwave detection channels with the following center frequencies:
22.235, 22.500, 23.035, 23.835, 25.000, 26.235, 28.000, 30.000, 51.250, 51.760, 52.280, 52.800,
53.340, 53.850 GHz. The radiometer has three observation directions, N, S and Z. Since
the zenith Z observation angle resolution is too low, the observation values of N and S
directions are close, so the observation values of S direction are used as the experimental
data in this paper. The experiments are also conducted in an environment with weak
electromagnetic interference. The temperature data received by these channels and the
output obtained by radiometer inversion are the temperature degree profile and the water
vapor profile.

Conventional radiometer built-in network uses ground four elements and level 1 file
(bright temperature data transformed by a photoelectric signal obtained from a radiometer
receiver) as input, temperature at 58 altitudes, and water vapor density as output. This
network has a good accuracy at low altitudes but lacks sufficient resolution at high altitudes
due to low resolution. In addition, BP neural network which is an added error backpropa-
gation NN network structure, as a radiometer internal training network can also be used
for inversion calculation. Using the sounding data, it is feasible to target the improvement
of the output resolution of the BP network. The outputs used in this paper are 26 inputs as
well as 100 outputs. 100 outputs have a height interval of 100 m, but the training time of
the network is greatly increased as a result.

To solve the problem of excessive training time, the output of 0–10 km was divided
into three layers as follows:0–2 km, 2–6 km, and 6–10 km [12]. The layered method can
better extract data features and more accurately invert atmospheric temperature and water
vapor data, as well as accelerate the convergence speed of the network. The setting of
the hidden layer nodes of the neural network is related to its performance, with too few
leading to low accuracy, and too much prolonging training time. In order to verify the
training time advantage of this network, the experiment is enjoyed by using Taizhou data
according to the following design.

The data format used in Table 1 is referenced by Zhao. et al. (2019) [12]. A total of
2000 random brightness temperature vertical profiles were selected for inversion. In order
to ensure the accuracy of the training time, the average value of 10 training sessions was
selected as the result of the training time comparison experiment. The inversion results are
shown in Figure 1.

Table 1. Node configuration diagram of the BP hierarchical network.

Number of Input
Nodes

Number of Hiding
Nodes

Number of Output
Nodes

Bottom network 26 20 20

Middle layer network 26 40 40

High-level network 26 40 40
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Figure 1. The inversion experiments of BP hierarchical network and traditional hierarchical network.
(a,b) show the inversion comparison experiments of temperature and water vapor respectively.
(c) shows the training time comparison of BP hierarchical network layer 1–3 and NN network.

From the above figure (Figure 1), The inverse accuracy of the BP layered network
and NN network are similar, and the quantitative analysis of the accuracy of the two
networks will be discussed in detail in Section 4. The training time of each layer in the BP
layered network is much smaller than that of the NN network. The conclusion that can be
drawn from this is that the BP hierarchical network can effectively improve the network
training efficiency within a certain error range. However, with an increase in the number of
inversions, the BP network will have data collapses (Figure 2).
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According to Figure 2a, the BP hierarchical network in the red-boxed area presents a
large error and the error arises in a step rather than an asymptotic manner. Figure 2b shows
the set of collapsed data derived from a separate 2000-group inversion experiment. The
reason for the high degree of non-overlap in Figure 2a,b is that this experiment was repeated
twice under the same conditions (same 2000 sets of brightness temperature profiles, same
BP hierarchical network). From this, we can conclude that inversion data crashes are
random and uncertain for the same parameter configuration of the neural network trained
and inverted for the same set of brightness temperature data. Based on this phenomenon
of data collapse, this paper speculates that this may be caused by the internal structure of
the BP network. The following paper will elaborate on the feasibility of this argument from
the perspective of BP network inversion.

2.2. Theoretical Analysis of Data Collapse Phenomenon Based on Gradient Disappearance and
Gradient Explosion

The microwave radiation transmission equation is an integral equation, and the
integral has an embedded exponential integral, which belongs to the first class of the
Fredholm equation. The solution of the equation is a pathological problem and cannot be
directly given as an analytical solution, but only the approximate analytical solution can be
obtained. Therefore, Equation (1) can be approximated as follows:

TB
A→ Tr (2)

where TB denotes the brightness temperature from height 0 to maximum observation
height. TB is approximated infinitely by the A process to Tr,Tr means the temperature at a
certain altitude r. Therefore, Process A can be expressed as

Tr = A[TB(0)]·o1(x) + o2(x) (3)

Because the brightness temperature transport Equation (1) cannot be resolved, two
perturbations o1(x), o2(x) are added to process A, where o1(x) is a random nonlinear
perturbation and o2(x) is a linear perturbation. The equation then becomes

Tr = A(TB)·o1(x) + o2(x) (4)

Similarly, in the process of parsing and fitting the brightness temperature data by the

BP network, the expected result
∼
Tr is

∼
Tr ≈ Tr (5)

Therefore, process A can be considered an expectation function. The inversion process
for the individual neuron expansion of the BP network is described as follows:

∼
Tr = f (TB)·θ+ b (6)

where f is the activation function of the single layer θ, and b is the error parameter. Corre-
sponding to the two perturbations of Equation (4),

lim
x→k1

o1(x) = θ, lim
x→k2

o2(x) = b (7)

where k is denoted as o1(x), o2(x), in which x converges to the network error parameter θ,
b at some corresponding k1, k2.
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For the network structure in brightness temperature inversion, all have the activation
function fn(TB), where n denotes the number of network layers, and the activation function
for the n + 1 layer network update is as follows:

fn+1 = f ( fn·ωn + 1 + bn + 1) (8)

where ωn is the nth layer of the built-in adjustable network. The gradient information is
updated according to the chain-derivation rule to update the weight information of the nth
hidden layer [15].

∆ω =
∂Loss
∂ω2

=
∂Loss
∂ fn
·

∂ f n
∂ f n−1

· · · · ·
∂ f 3
∂ f 2
· ∂ f 2
∂ω2

(9)

It is easy to derive:
∂ f 2
∂ω2

= f1,
∂ f n

∂ f n−1
= g (10)

Thus, g is the derivative of the activation function; if g > 1, the final derived gradient
update increases exponentially as the number of layers increases, that is, a gradient explo-
sion occurs, and if g < 1, then the derived gradient update information decays exponentially
as the number of layers increases, that is, a gradient disappearance occurs [16].

From Equations (4) and (7), it can be seen that o1(x), o2(x) parameter variation is
random, which depends on the meteorology of the radiometer observation point as well as
the observation error caused by the observation error. For the random parameter k, there
exists K satisfying.

K = |k1 − k2| (11)

The best fit is achieved when set X of x satisfies the following conditions:

x ∈ {X|K → 0, {x → k1 ∪ x → k2}} (12)

In other words, the best fit is achieved when the parameter difference K converges to
0, while x converges to either k1 or k2. Conversely, when

x ∈
{

X̂
∣∣K � 0, {x 6= k1 ∪ x 6= k2}

}
(13)

That is, in terms of the observed parameters, the worst fit is achieved when the
parameter difference K is much larger than 0, while x is not equal to any one of k1, k2.

From Equations (8) and (9), it can be seen that in terms of network parameters, if
g > 1, then the final derived gradient update increases exponentially when the number of
layers increases, that is, a gradient explosion occurs. The large error increase caused by the
gradient explosion, then it can be concluded that when the network training and inversion
satisfy the above situation simultaneously, which means that:{

x ∈ X̂
}
∩ {g ∈ (1,+∞)} (14)

A significant increase in error occurs when the network parameters and observed
parameters satisfy both the gradient explosion and worst fit effect, respectively. This
phenomenon leads to data collapse in hierarchical BP networks.

From the point of view of the network, the speed of learning varies greatly from
layer to layer, as shown by the fact that the layers close to the output in the network learn
very well and the layers close to the input learn very slowly. In some cases, to increase
the training time, the first few layers’ weights are similar to the difference between the
values initialized at random. Therefore, the root cause of the gradient disappearance and
explosion lies in the training law of the back-propagation error, and the essence lies in the
structure of the BP network.
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3. Inversion of Residual Network Based on Microwave Remote Sensing Data

In response to the collapse of the BP hierarchical network proposed in the previous
section, this section proposes a residual network for the correction. First, the suppression
of the gradient explosion by the residual module is analyzed theoretically, and then,
experiments are designed to screen the optimal network parameters. Pairwise comparison
tests were conducted by using this parameter to verify the fitting results of the residual
network. A series of problems arising from these experiments were analyzed. Further
validation was carried out to address the issues that arose in the experiments.

3.1. Role of Residual Networks for Gradient Explosion

From the analysis of the BP network, it can be concluded that the network collapse
depends on both the observed parameters and the network parameters that simultaneously
satisfy the two conditions at the same time. The network collapse problem can be allevi-
ated when network parameters are selected to effectively circumvent problems such as
gradient explosions. To solve this problem, we used a residual module added to the BP
hierarchical network.

The residual network has a good ability to solve gradient explosions and gradient
disappearances. For the input x of the stacked layer structure, the learning feature is
denoted as H(x). Compared to the original feature F(x) + x, the residual feature is
F(x) = H(x) − x. This is because residual learning is easier than learning the original
feature directly. When the residuals are zero, the stacking layer only performs constant
mapping at this point and the network performance does not degrade, thus achieving
better performance.

Firstly, the residual unit can be expressed as below [17]:

yl = h(xl) + F(xl , Wl)

xl+1 = g(yl) (15)

where xl and xl+1 denote the input and output of the lth residual unit, respectively.
Each residual unit generally contains a multilayer structure. F is the residual function,

which denotes the learned residual; while xl = h(xl) denotes constant mapping; and g
is the ReLU activation function. Based on the above equation, the learning features from
shallow l to deep L were obtained as follows:

xL = xl +
L−1

∑
i=l

F(xi, Wi) (16)

By applying the chain derivative rule in Equation (9) into Equation (16) [18]:

∂Loss
∂xl

=
∂Loss
∂xL

·∂xL
∂xl
·
(

1 +
∂

∂xl

L−1

∑
i=l

F(xi, Wi)

)
(17)

The first factor, ∂Loss
∂xl

indicates the gradient of the loss function arriving at L. The 1 in
parentheses indicates that the short-circuit mechanism can propagate the gradient without
loss, and since the residual gradient is not always −1, the presence of a 1 does not cause
the gradient to vanish or explode, even if the value is small.

As shown in Figure 3, the residual network (ResNet or res) incorporates residual units
through a short-circuiting mechanism. The changes are mainly reflected in the fact that
ResNet directly uses the convolution of stride = 2 for downsampling and replaces the fully
connected layer with a global average pooling layer. To maintain the complexity of the
network, the number of ResNet feature maps is doubled for every half reduction in size.
Where residual learning refers to the addition of a short-circuiting mechanism between
every two layers of the normal network [19].
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ResNet uses two types of residual units, corresponding to shallow and deep networks.
For short-circuit connections, when the input and output dimensions are the same, the
input can be added directly to the output. However, when the dimensions are not identical
(corresponding to dimension doubling), they cannot be added directly. There are two main
strategies to achieve this.

1. Use zero padding to increase the dimension; when you generally have to do a down-
sample first, you can use strde = 2 pooling, which will not increase the parameters.

2. Using a new mapping (projection shortcut), generally using a 1× 1 convolution, which
increases the number of parameters but also increases the amount of computation. A
projection shortcut can be used in addition to the direct use of constant mapping.

In this study, due to the network used in this experiment, the input and output
dimensions are the same but different in size. We used the shallow network projection
shortcut convolution mode [20].

3.2. Network Parameters Selection

This experiment bridges the above analysis and conducts a comparison experiment
at the same time and space. The parameters of the BP network were adjusted based on
the Taizhou brightness temperature data, and the residual network module was added
to this experiment. The information used in this study was the sounding data from the
Taizhou weather station from January 2012 to March 2018. In addition, to increase the
stability of the network, the four measurable elements on the ground (temperature, relative
humidity, pressure, and height) are added to the inputs of the neural network; the above
26 inputs are used as the input values of the neural network. The output samples include
temperature vertical profiles and water vapor content vertical profiles, and the generated
vertical profiles range from the ground to a height of 10 km height with 100 m accuracy, the
temperature and water vapor content vertical profiles from the ground to the 10 km range
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are 101 layers each, where the ground data do not need to be obtained by inversion and
can be obtained by field measurements, so the output is 100 nodes.

The experimental design was divided into two parts: the first part was the network
parameter judgment. Two criteria, loss and network consumption time, were mainly used
to determine the best network parameters for the parameters listed in the text. The second
part is an experiment for comparing the performance of the residual network and the BP
hierarchical network. The optimal network parameters obtained in the previous section
were mainly used to add the residual module to invert the brightness temperature data.

This section serves as a selection experiment for the network parameters and is a
prelude to the comparison experiment. This experiment compares the loss and network
consumption time by enumerating possible network parameters and finding the least
computationally expensive parameter between them.

The number of network layers was configured according to hidden layers 1 to 4, and
for each layer, the network had the same number of nodes set with an adaptive learning
rate. The pre-experimental parameters were set as follows:

The experiments were performed according to the network parameters listed in Table 2.
The first 2000 brightness temperature distributions in the dataset in date order are selected
as the training set input and the temperature distribution is selected as the output [21].
For the representation aspect, networks with one, two, three, and four hidden layers are
referred to as Networks I, II, III, and IV, respectively. The number of nodes under different
hidden layers is indicated using the corner scale, such as the number of nodes in two hidden
layers 10–30–30. In node number 1, the network is indicated as I −1. The experimental
results are as follows [12].

Table 2. Assignment of nodes within the network in the optimal parameter screening experiment of
the BP hierarchical network.

Number of Nodes

Node Number 1 2 3 4 5 6 7

Bottom 10 15 18 20 22 25 30

Middle Level 30 35 38 40 42 45 50

High Level 30 35 38 40 42 45 50

Regarding the experimental results in Figure 4, in terms of the time cost, as the number
of layers and nodes of the network increased, the training time also increased. The training
time cost of increasing the number of layers was greater than that of increasing the number
of nodes, which is obvious in multi-layer and multi-node networks; thus, both time and
loss factors should be considered. From a real-time perspective, it is necessary that the
network training fitting speed is sufficiently fast and the time cost is sufficiently small. In
terms of accuracy, radiometer inversion of brightness temperature should be sufficiently
accurate to describe the atmospheric profile. In terms of a sufficiently small loss, network
number IV-6 has the smallest loss function; however, its training time was as high as 85.129.
Compared with network II-4, which had a loss of 0.9863, the network had a loss reduced
by 0.1641; however, its training time was increased by 338.7%.

These findings represent the results of all network runs in the descending order of loss.
After network II-4, the training loss converged, but training time continued to increase. In
summary, network number II-4 was used as the main BP hierarchical network structure in
the residual network comparison experiment. In other words, there were 40 nodes in the
middle and top layers, 20 nodes in the bottom layer, two hidden layers, the same number
of nodes in each layer, and a fully connected BP neural network between adjacent layers.
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3.3. Experiments and Conclusions

This subsection focuses on the experimental design of the comparison experiments
between the residual networks and the BP hierarchical neural networks. The experiment
aimed to analyze the performance of the two networks in terms of fitting by comparing their
inversion accuracy and stability for the same dataset. The experiments were designed using
five years of historical-sounding data in the Taizhou area. Atmospheric temperature and
water vapor density profiles were obtained via hierarchical inversion using a hierarchical
BP neural network and residual neural network. The two networks were also compared
and analyzed using simultaneous air data samples as real values.

3.3.1. Experimental Design

The optimal parameters of the BP layered network given in the previous subsection
were used to obtain the residual network in the comparison experiment by adding the
residual module between the non-adjacent layers of the same layer inversion network
based on the BP network.

For the 4382 sets of brightness temperature data measured at the Taizhou radiometer
observation site, invalid data were screened out, and 3339 available data were obtained as
data sources, of which, 2000 data points were used as the training set for the two networks,
and 1339 as the test set for the experiment. The input was a 26× 1 column vector, consisting
of the four elements of surface meteorology (temperature, relative humidity, pressure, and
altitude) and brightness temperature data obtained on the day of the data. The output
was the water vapor and temperature vertical profiles of the atmosphere on that day. The
output profiles were all 100 × 1 column vectors. Each adjacent data point in the column
vector represents an atmospheric parameter at 100-m intervals.

3.3.2. Water Vapor Profile Analysis

A comparison of the output water vapor profile values of the two networks with the
actual sounding data is shown in Figure 5a–d.
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network, BP network and residual network.

The water vapor density gradually decreased with increasing altitude (Figure 5). Based
on Figure 5d, in the case of smoother water vapor variation, the three networks have similar
fitting abilities. However, in the remaining three plots, the fitting ability of the network
shows a different trend. As shown at the low level (0–2 km), the error of the residual neural
network is larger, and compared with the BP neural network, the mean square error and the
average absolute error of the residual neural network are large, with the maximum value up
to 0.7 g/m3. However, the error is still smaller compared to the conventional NN network,
which has a maximum error of 1.1 g/m3 at this height. At the middle level (2–6 km), the BP
network and the traditional NN network errors are more similar, with error bands floating
around 0.8 g/m3, the error of the residual neural network is significantly reduced, with the
error not exceeding 0.5 g/m3, and the mean square error and the average absolute error
are smaller than those of the BP. In the upper layer (6–10 km), the residual network has an
obvious advantage, with the error not exceeding 0.1 g/m3. NN networks and BP networks
are similar in accuracy, the error of the BP neural network is always between 0.3–0.5 g/m3,
and the residual neural network has a great advantage in terms of mean square error and
average absolute error.

To more accurately represent the water vapor error values, logarithmic coordinates are
used in the above figure. The residual network outperformed the traditional BP hierarchical
network for all the errors at full height (Figure 6). For a more accurate comparison, the
crash data of the BP network were removed from all experimental data analysis. Regarding
the inversion of the annual atmospheric water vapor density profile, in the low layer
(0–2 km), The NN network is similar to the residual neural network, the error of the BP
neural network did not exceed 0.6 g/m3, whereas the maximum error of the residual neural
network reached 0.87 g/m3, slightly higher than that of the BP neural network; the mean
square error of the BP network was 1.38 × 10−5 better than that of the residual neural
network (2.26 × 10−5). In the range of experimental data, the BP network has higher
accuracy due to the BP network and NN network at this altitude. This indicates that the
high-resolution network at low altitude (conventional NN network), compared to the BP
network, plays no role in improving the accuracy of high-resolution observations at this
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altitude. In the middle layer (2–6 km), the NN network and BP network are closer in error
data, the maximum error of the BP neural network reached 0.63 g/m3, whereas that of the
residual neural network was 3.06 g/m3, slightly better than that of the BP neural network.
The maximum error of the BP neural network reached 0.63 g/m3, whereas the error of the
residual neural network did not exceed 0.5 g/m3, which was slightly better than the BP
neural network; the mean square error of the residual network was 3.06 × 10−6, which
was better than the mean square error of the BP network (1.86 × 10−5). Lastly, in the
upper layer (6–10 km) the residual network has obvious advantages, with the maximum
error not exceeding 0.06 g/m3. Meanwhile, the error of the BP network and NN network
ranged between 0.3 and 0.5 g/m3. The mean square error of the residual network was only
7.01 × 10−8, which was better than that of the other neural network at 2.12 × 10−5. Based
on the above experimental data, it can be concluded that the residual network outperforms
the other two networks at observation altitudes above 2 km, and this advantage is more
obvious at altitudes above 6 km. In terms of stability, there were 21 collapses in the BP
layered network, and no collapse occurred after the addition of the residual module.
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Figure 6. Full-year mean squared error (MSE) and mean absolute error (MAE) data of the residual
network and BP network inversion of the water vapor profile for 2018. Among them, (a–d) is the
error data of 0–10 km, 0–2 km, 2–6 km, and 6–10 km, respectively. The left coordinates of the left side
of the four statistical plots are the MSE error scale, and the right side is the MAE error scale.

3.3.3. Temperature Profile Analysis

By analyzing and comparing the temperature profile output values of the two networks
with the actual sounding data, the mean absolute error (MAE) and mean square error (MSE)
of the inversion data of the residual network, BP neural network and NN network for the
entire year 2018 were determined.

The residual neural network outperformed the BP neural network and NN network
at all levels, but this accuracy advantage is not obvious. (Figure 7). At a height range of
6–10 km, the advantage of the residual network over the BP network was not obvious.
The error of the three networks decreases in the order of NN network, BP network, and
residual network, but the reduced error value is insignificant compared to the size of the
data itself. For atmospheric temperature, at the lower level (0–2 km), the maximum error of
the three networks did not exceed 3 K, and the mean square error of the residual network
was 1.3, which was better than the mean square error of the BP network of 1.7. At the
middle level (2–6 km), the maximum error of the three networks did not exceed 4.5 K, and
the mean square error of the residual network was 4.0, which was slightly better than the
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mean square error of the BP network of 4.2 and the NN network of 4.25. In the upper
layer (6–10 km), the maximum error of the three networks did not exceed 3 K, and the
mean square error of the residual network was 2.8, which was slightly better than the mean
square error of the BP network of 2.9. In terms of stability, the BP hierarchical network
crashed 17 times, and no crashes occurred after adding the residual module.
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network, BP network and Res network inversion of the temperature profile for 2018. Among them,
(a–d) is the error data of 0–10 km, 0–2 km, 2–6 km, and 6–10 km, respectively.

In general, the addition of a residual module increased stability. No data collapse
occurred within the experimental data range. In the water vapor density profile inversion,
the effect was not obvious in the lower layers but significant in the upper layers. It is
generally better than the other neural networks and closer to the sounding data values.
Although the residual neural network has a slight advantage in terms of temperature
inversion, the improvement is small. As in Figure 8, the atmospheric temperature in the
region in the red dashed box increases with height, resulting in poor inversion of the NN
network, the BP network and the residual neural network in this region, the maximum error
exceeds 5 k. However, in the inversion of temperature contours, for the inverse temperature
phenomenon, the inversion of all three networks showed some degree of inaccuracy. The
analysis suggests that the main reason may be due to the climate in Taizhou. The error itself
is not a network error or a fitting problem, but a poor fit in the case of an abnormal change
in the slope of the vertical profiles, as evidenced by the lack of a significant difference
between the three networks. This may be caused by the relatively small percentage of
inverse temperature phenomenon data in the training set. An experiment will be designed
to prove this conclusion.

3.3.4. Results and Analysis of Network Overfitting Experiments under Inverse
Temperature Conditions

As shown in Figure 9b, in the temperature thermogram, the temperature tends to be
flat in the summer under the influence of non-typhoon, for example. As a subtropical mon-
soon climate, Taizhou is in this climate most of the time. As shown in Figure 9a, inversions
are generated more frequently in winter. The statistical results show that the inversion tem-
perature data only accounts for 12% of the total data volume, which is under-represented
in the network training. However, the network generated by extracting the inverse tem-
perature data for separate training has two problems [22]. First, the generation of inverse
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temperature cannot be predicted in real-time meteorological observations. Second, the
amount of data is so small that the neural network for inverse temperature can be overfitted
even at very shallow network layers. To verify the overfitting problem. In this paper, all
inverse temperature profiles in the range of true values are selected for the experiments. To
determine that the overfitting is caused by the amount of data, this experiment is divided
into three groups according to the different proportions of the training and test sets. The
ratio of the training set and the test set is divided into three groups a, b, and c according to
9:1; 8:2; and 7:3. The absolute errors of the training and test sets were compared and the
experimental results are shown below:
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From the above figure (Figure 10), the decrease in the number of practice sets leads
to a decrease in the learning ability of the network, but this learning ability is based on
overfitting. This is demonstrated by the fact that the relative errors of the training sets of the
three networks gradually increase as the proportion of training sets gradually decreases, in
which the training set errors of the NN network, BP network and residual network increase
by 30%, 17% and 20%, respectively, and the test set errors are relatively stable. Meanwhile,
the residual network has some overfitting resistance, and the error of the residual network
has the smallest error compared with the other two networks in all groups of laboratories.
However, the error of the test set is still at a high level. This indicates that the adjustment
ability of the residual network is still unable to effectively correct the overfitting caused by
too small samples. This overfitting of shallow networks is caused by the amount of data,
and adding residual modules, for example, is not effective in reducing this effect.
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Figure 10. Experimental results of the overfitting network experiment. Where NN, BP and Res
are the conventional NN network, BP hierarchical network and residual network, respectively.
(a–c) represent the three groups assigned according to the proportion of the training set test set as
illustrated above, respectively.

3.4. Results and Discussion

The above experiments show that the residual neural network has a great improvement
in stability. In addition, the error has been reduced to some extent. From the point of view of
single-day contours, the residual network reduces the oscillations of the inversion contours,
which makes them closer to the real values. the accuracy of water vapor density is greatly
improved compared to the NN network and BP hierarchical network. From the dataset
point of view, the effect of errors in the crash data dataset is tremendous. Often the effect
of a few data collapse contours on the seasonal error mean can be much larger than the
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accumulation of errors during normal inversion. Therefore, the residual network eliminates
the crashed data in this respect by controlling the network stability and suppressing the
gradient vanishing and gradient explosion, resulting in a reduction in the error. The
radiometer used in this paper is the MP3000A, and the NN network is loaded on the
MP-3000A. In contrast to other methods of improving accuracy, the residual network is
improved from the BP neural network and also the BP network is a variant of the initial
network NN network loaded by the radiometer. So the NN-BP layering-ResNet process
is fully compatible in the engineering sense. Authors believe that directly applying other
networks would lead to larger errors in the radiometer when faced with changing areas due
to a lack of multi-location training data, as well as potential conflicting command issues
due to compatibility resulting from loading the network on the host computer. However,
there is still some error in the temperature inversion due to the presence of the inverse
temperature phenomenon. Regarding this problem, the chapter proposes a certain method
to solve this error, the inverse temperature samples are extracted and trained separately, and
the experimental results show that due to the small samples, the overfitting produced by
the three networks is extremely obvious. This proves that the effect of inverse temperature
on temperature inversion cannot be well corrected simply by improving the networks.

4. Deadband Regulation Residual Network Based on Inverse Temperature

This section addresses the issue of poor fitting in the case of anomalous changes
in the profile slope. A turbulent light range model was designed, and the effect of the
inversion temperature on radiometer observations was discussed. Because the inversion
temperature process appears regionally and temporally, seasonal stratification based on
height stratification is required. Based on this idea, the dead zone was a frequently regulated
model proposed in this study. Comparative experiments were conducted to verify the
accuracy of the model, and the experimental results were analyzed.

4.1. Principle of Inverse Temperature

The inverse temperature phenomenon occurs when the atmospheric profile does not
decrease with increasing altitude in accordance with actual local meteorological conditions,
producing an extreme phenomenon of increasing temperature with increasing altitude in
certain altitude ranges. This is mainly due to the urban heat island effect, extreme weather,
and cold fronts generated by the convergence of warm and cold air currents, cloud top,
Energy exchange between sea and land, energy exchange between land and air, etc. The
inverse temperature model discussed in this subsection is based on frontal turbulence.

In this paper, only the gas turbulence phenomenon in the atmosphere is considered, the
cloud layer and the temperature variation factor at the top of the cloud are not considered
in the model. A schematic diagram of the front formed by the Siberian high pressure and
the oceanic warm current in Taizhou is shown in Figure 11a. The other irrelevant terms
are removed and abstracted to the model diagram of the observatory front in Figure 11b.
The radiometer observation range is exactly in the middle of the cold and warm air masses.
Owing to the different rotation directions of the cold and warm cyclones, a more complex
turbulence phenomenon is generated in the frontal region in the middle of the air masses.
At the temperature sampling point at height r (for considering only the irradiance reception
in the zenith direction), the radiometer receives microwave information from the conical
air column in Figure 11c. The conical air column was downscaled to obtain the side view in
Figure 11d, which is then used as the main model in this subsection.

For a certain observation range to receive the sum of microwaves is superimposed
from a hemisphere, in which the radiometer is located under the coverage of cold air masses.
When the observed altitude r covers the cold air masses located below and warm air masses
located above, an inverse temperature condition occurs. In the model on the right, l1, l2, and
l3 indicate three different turbulences; Oρ indicates the equivalent brightness temperature
observation point for the entire surface at the center of the profile circle; O0 indicates the
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vertical observation position at the equivalent height r, where no turbulence occurs; and ρ
denotes the distance between the two points [23].
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1. When l� ρ, such small-scale inhomogeneities have little effect on the phase difference
between the two points. This is mainly attributed to the fact that their own undulations
are not large, and the number of such small-scale inhomogeneities experienced by the
two rays on a longer propagation path should be statistically equivalent.

2. When l �ρ, such large-scale inhomogeneities also have little effect on the phase
difference between the two points, because generally cover the propagation paths of
both rays. The two rays can be assumed to experience the same phase change.

3. When l ≈ρ, the inhomogeneous scale, which is similar to the distance between two
points, has the greatest effect on the phase. The difference in the position of the light
relative to the inhomogeneous region and the difference in the number of inhomoge-
neous regions on the two optical paths have a significant effect on the phase difference.

Therefore, when analyzing the phase difference of the optical range of two points, it is
necessary to focus on the influence of turbulent vortices at a similar distance ρ between
the two points. Now, there are i turbulent vortex distances ρ on the two points, and its
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two-point refractive index distribution for n, n,. Then, the turbulence caused by the ρ
distance on the wave number k = 2π

λ , the phase difference is [24]

dSi = kρ(n− n,) (18)

Their mean values are [25]
〈dSi〉 = 0 (19)

Variance is [26] 〈
dS2

i

〉
= k2ρ2

〈
(n− n,)2

〉
(20)

Now defined [27]
Dn(ρ) =

〈
(n− n,)2

〉
(21)

Combining Equations (18) and (19), we obtain〈
dS2

i

〉
= k2ρ2Dn(ρ) (22)

Over the entire propagation path, the number of vortex turbulences of l ≈ ρ, where L
is the total length of the optical range and L = r. Then, for the total phase difference, we
have [28]

∆S =
N

∑
i=1

dSi (23)

The total phase variance is

∆S2 = N
〈

dS2
i

〉
= Nk2ρ2Dn(ρ) (24)

Therefore, the phase structure function is proportional to the refraction structure
function as follows [24]:

Ds(ρ) = const·k2ρ2Dn(ρ) (25)

When the observation position is located in the turbulent inertia region, refractive
index constructors can be obtained as phase constructors [24]:

Ds(ρ) = const·C2
nk2Lρ

5
3 , l0 � ρ� L0 (26)

where C2
n is the refractive index construction factor [25]:

C2
n =

(
79× 10−6 p(r)

T(r)2

)2

C2
T(c) (27)

where p(r) and T(r) represent the pressure and temperature, respectively, at height r.
Under uniform isotropy, there exists a temperature structure function C2

T(c) as
follows [26]:

C2
T(r) =

〈[T(x)− T(x + c)]〉
c2/3 (28)

where c represents the molecular spacing.
When the minimum vortex turbulence scale l0 was larger than the observed distance,

only the effect of this vortex turbulence was considered because the minimum vortex
turbulence had an internal scale. Similar to Equation (26), the phase difference is

dSi = kl0(n− n,) (29)
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The minimum number of vortex turbulences along the entire propagation path is [27]

N =
L
l0

(30)

Thus, the phase constructor [29] becomes

Ds(ρ) = const·C2
nl0−

1
3 k2Lρ2, ρ� l0 (31)

The angle of arrival, which is closely related to the transverse phase difference, is
shown in the following diagram Figure 12.
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As depicted in Figure 12, the quantitative relationship between the phase difference
∆S and the optical range difference ∆L at two observation points at a distance ρ from each
other is [28]

k∆L = ∆S (32)

The resulting quantitative relationship between the angle of arrival at baseline ρ and
the phase difference ∆S is [30]

α =
∆L
ρ

=
∆S
kρ

(33)

According to the undulating variance of the angle of arrival α for the two cases where
the observation distance lies within the turbulent inertia zone and the observation area
distance is much smaller than that under turbulent de-scaling is [30]

〈
α2
〉
=

{
const·C2

nLl0−
1
3 , ρ� l0

const·C2
nLρ−

1
3 , l0 � ρ� L0

(34)

Bringing Equations (27) and (28) into the above equation yields

〈
α2
〉
=


const·

(
79× 10−6 p(r)

T(r)2

)2
〈[T(x)−T(x+c)]〉

c2/3 Ll0−
1
3 , ρ� l0

const·
(

79× 10−6 p(r)
T(r)2

)2
〈[T(x)−T(x+c)]〉

c2/3 Lρ−
1
3 , l0 � ρ� L0

(35)

For the equivalent brightness temperature point Oρ in turbulence, its actual optical
range L̂

(
Oρ

)
is [31]:

L̂
(
Oρ

)
= r− ∆L = r− αρ (36)

In Section 2, Equation (1), the optical thickness τ(0, r ) is expressed as [13]

τ(0, r ) =
∫ r

0
Ka(r)r (37)

For the observation point Oρ at the propagation to the radiometer sensor, the brightness
temperature size of TB(0) when the theoretical distance is r [31], the actual distance L̂

(
Oρ

)
.
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Therefore, Oρ at the propagation to the radiometer brightness temperature size of TB(0)
distance should have the following transmission equation:

TB(0) = TB(∞)e−τρ(∆L,∞) +
∫ ∞

∆L
kaρ(r)·T(r)·e−τρ(∆L,r)dr (38)

where kaρ represents the refractive index and τρ(∆L, ∞) represents the optical thickness
at turbulence. Then, the actual radiometer receives the brightness temperature data at
turbulence Oρ as follows:

ˆTB(0) = TB(∞)e−τρ(0,∞) +
∫ ∞

0
kaρ(r)·T(r)·e−τρ(0,r)dr (39)

It follows that
ˆTB(0) 6=TB(0) (40)

Combining Equation (39) into Equation (4), we have

Tr = A(TB(0 ))·o1(x) + o2(x) (41)

T̂r = A
(

ˆTB(0)
)
·o1(x) + o2(x) (42)

Available in:
Tr 6= T̂r (43)

Under this model we can derive the following hypothetical inference: the turbulence
affects the light range by affecting the refractive index and other factors to produce a phase
difference, which causes the brightness temperature measured by the radiometer to change,
and thus affects the determination of the temperature profile. Because the angle of arrival
a is related to the size of the turbulence, air pressure, and temperature, the temperature
and pressure cannot be used to compensate for the light range. However, the essence of
turbulence formation is frontal airflow, and the formation of fronts is due to the convergence
of cold and warm air masses. The convergence of cold and warm air masses was caused by
the monsoons. Taizhou has a subtropical monsoon climate, and its winter is mainly caused
by the combination of two air masses: the Pacific Ocean (warm air mass) and Siberia (cold
air mass) [32–35]. The high-pressure air mass from Siberia flows south to meet the warm
and humid ocean airflow and forms fronts along the coast. Therefore, the a priori mean
profile can be formed using different seasons, and further corrections can be made after
using the a priori mean profile as a baseline, which is described in detail in the next chapter.

4.2. Deadband Regulation Model

Ideally, in the troposphere, the temperature decreases uniformly with increasing
height [36]. Historical data showed that the coastal atmospheric condition in the Taizhou
area drops by approximately 0.6 K for every 100 m increase in height. Thus, a standard-
temperature a priori mean profile can be constructed [37–39].

The method of calculating the average temperature can effectively eliminate tempera-
ture fluctuations caused by extreme weather, thus obtaining a more representative standard
temperature a priori mean profile. Calculating the average monthly temperature is a more
accurate practice; however, considering that the amount of data is limited, the calculated
results may not be generalizable, and the magnitude of sea temperature variation is small.
Therefore, we calculated the average temperature by season as the standard temperature a
priori mean profile.

For the definition of the four quarters, this study follows the standard seasonal defini-
tion [40]. The average temperature profiles were also calculated.

The background temperature profile can be considered to represent the trend of normal
weather temperature with height (Figure 13). The difference between the single-day data
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and background temperature profile is made layer by layer, which is used as the criterion
for judging the inverse temperature, and the magnitude of the difference (herein, inverse
temperature evaluation label) can be used to judge the degree of inverse temperature. Most
altitudes where the inverse temperature is located are distributed above 2000 m; thus, it is
only necessary to apply the labeling method to that section of altitude to reduce network
training time and shorten the number of training sets for a single network, without affecting
the correction accuracy. This substantially improves operational efficiency. As shown in
Figure 13b, for the temperature profile in the inverse of the residual network, there exists
∼
Tr(r1) at a height of r1. Then, there must be Tb

r (r1) on the corresponding a priori mean
profile, such that the inverse temperature evaluation label Ttab(r1) on r1 height in this
inversion can be expressed as

Ttab(r1) =
∼
Tr(r1)− Tb

r (r1) (44)
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Figure 13. (a): The mean a priori mean profile vertical profiles for the four seasons. (b): A schematic
illustration of the temperature labels using the inverse vertical profiles of the residual network for
data from winter No. 23 as an example.

Considering the fluctuation in temperature and special extreme weather, the inverse
temperature evaluation label needs to be further processed based on the difference to
reduce the influence of special weather. The method used was to set the dead zone and
saturation area, and there were dead, regulation, and breakdown zones in the regulation.
In this study, three schemes were designed as follows:

Regarding the selection of data, 0.2 K and 0.8 K are empirical data derived from actual
observations, and 8 K is the maximum error of the BP network (non-collapse state) and the
network of residuals for all temperature inversion experiments.

From Figure 14, the following can be observed: Model 1 has a dead zone of ±0.2 K, a
breakdown zone of ±8 K, and the rest is part of the regulation zone. Model 2 has a dead
zone within ±0.5 K, a breakdown zone outside of the 8 K range, and a regulation zone in
the rest of the region. Model 3 has a dead zone within ±0.5 K, no breakdown zone and the
rest is the regulation zone.
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Figure 14. Three methods of the deadband regulation model. The horizontal coordinate is the
inverse temperature label Ttab(r1) obtained in the inversion, and the vertical coordinate indicates the
magnitude of the adjustment temperature. The dashes in the figure then indicate the regulation for
different inversion temperature labels.

1. When Ttab(r1) falls within the dead zone, the temperature change is within the er-
ror band, does not belong to the inverse-temperature category, and no treatment
is performed.

2. When Ttab(r1) falls within the regulation zone, the temperature-change region is in
the inverse-temperature region and is regulated. In this study, regulation was carried
out according to the curve with a slope of 1.

3. When Ttab(r1) falls in the breakdown region, the temperature change is extremely
drastic. However, to prevent a dramatic change in climate on a single day from ex-
ceeding the mean a priori mean profile processing range and ensure data authenticity,
regulation was carried out in the training set, according to the maximum value of the
regulation area.

4.3. Experimental Analysis

An experiment was designed to compare and select the best of these three scenarios.
Based on the residual network in Section 3, four ground-based meteorological elements and
brightness temperature data are input and atmospheric temperature profiles are output.
The obtained atmospheric profiles are brought into the quilt to determine the temperature
labels. The temperature labels are processed by each adjustment model to obtain three sets
of adjusted temperature profiles. The obtained temperature profiles are compared with the
output data of the re-integrated network and the experimental results are analyzed.

To demonstrate the effect of the dead zone model on the regulation of the inverse-
temperature state. For a single-day vertical profile comparison, the vertical profiles from
standard clearing and inversion-temperature phenomena were selected.

The experimental analysis was set to two categories: the presence of inverse tempera-
ture and the absence of inverse temperature phenomenon (Figure 15). The comparative
experimental error data in an environment without inverse temperature are shown in
Table 3.
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Table 3. Comparison of the errors obtained by the three conditioning models and residual network
in the comparison test without an inverse temperature phenomenon for the full range of 2018 data.

Selected Program SSE MSE MAE

Model 1 17.6261 1.0657 0.8705

Model 2 16.5719 0.6393 0.6052

Model 3 16.1983 0.5800 0.5132

Resnet 17.5381 0.9885 0.8972
SSE: sum of squares error; MSE: mean square error; MAE: mean absolute error.

For the experiments without the inverse temperature, the errors of the various adjust-
ment methods were not significant. The data from the inversion of the residual network
were sufficient to fit the true-value vertical profiles. The real temperature vertical profile
data were more similar to the priori mean profile vertical profile data formed by historical
data. This resulted in the residual network inversion data not differing significantly from
the priori mean profile data, and the data labels were mostly located in the dead zone and
rarely in the conditioning or saturation zones. The SSE difference between the three models
and the residual network was less than 1.43, and the error band fluctuation did not exceed
7.98%. This indicates that the fitting abilities of the four methods were extremely close.
Because model 1 has the shortest dead zone interval, it is most affected by the priori mean
profile; therefore, the adjustment zone has some influence on the vertical profile accuracy.
It is presented in the data as having the largest error among all four terms. Because Models
2 and 3 have the same dead zone interval but different saturation areas, the error values
are closer, and Model 3 is better. Overall, Model 3 was better for the inversion of the
atmospheric temperature profile in the absence of inversion.

For the atmospheric profile of the inverse temperature phenomenon, the comparative
test error data are listed in the following table.

As shown in Table 4, the oscillation of the true value vertical profiles in the inverse
temperature case is extremely dramatic, which is manifested by a significant decrease in
the fitting ability of the three models and the residual neural network. Compared with the
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case without inverse temperature, the SSE of the residual network increased by 668.63%,
and the three models also had a similar magnitude of error growth. However, Model 3
still maintains a better fitting ability, and its SSE error improves by 21.15% relative to the
base residual network. The ability to describe the vertical profile oscillation caused by the
a priori mean profile is reflected at this time, which is demonstrated by the fact that the
MAE of all three models is smaller than that of the residual network, with the best effect of
Model 3, which has a 13.03% error reduction. The error data of Models 2 and 3 are similar,
but the saturation area is different, resulting in different maximum adjustment abilities of
the vertical profiles.

Table 4. Comparison of the errors obtained for the three conditioning models and the residual network
in the 2018 full volume data in the comparison test in the presence of temperature phenomena.

Selected Program SSE MSE MAE

Model 1 152.7484 3.8187 1.5407

Model 2 183.0371 3.1759 1.5388

Model 3 106.2985 2.6575 1.3542

Resnet 134.8040 3.3701 1.5571

4.4. Results and Discussion

First, we analyze the effect of inversions on the radiometer, which are generated by
turbulence in stationary fronts where warm and cold air currents converge, by changing
the light path and thus affecting the radiometer observations. The analysis reveals that the
inversions caused by stationary fronts are seasonal, so in this paper, we use the seasonal
background field to correct the inversion results. Based on the seasonality this paper
proposes three inversion models and comparative experiments are executed based on
the models.

In summary, Model 3 works best in the range of experimental data and has a higher
fitting ability than the other two models and the residual network. It can maintain real-
value temperature profile tracking in the case of no inverse temperature and has the ability
to describe the real-value profile in the case of inverse temperature. Because this model
regulates the temperature, especially the inverse temperature phenomenon, the water
vapor regulation still uses the residual network in Section 3, therefore, the water vapor
accuracy remains the same.

5. Conclusions

Observations of tropospheric temperature and humidity profiles are of great impor-
tance. In a range of accuracy, a radiometer in 0–10 km can be a more accurate measurement
of atmospheric temperature and humidity data. However, microwave remote sensing
observation is non-contact and uncertain, and its essence is the inversion of the radiative
transfer equation. This paper takes the inversion of traditional hierarchical BP networks as
the basis. A residual network was proposed based on the data collapse problem of a BP
hierarchical network. A dead zone adjustment model was added to the residual network
to determine more accurate inverse temperature data. Experimental validation was carried
out, and the following conclusions were drawn.

1. For the data collapse phenomenon of the BP hierarchical network, the stability of the
residual network, comprising a traditional BP hierarchical network and a residual
module, was greatly improved. No collapse occurred within the specified data range.
Meanwhile, the water vapor profile accuracy was greatly improved at the upper
level, and the error was within ±0.06 g/m3 at 6–10 km. However, using the residual
network alone does not further improve the accuracy of the temperature profile based
on the improved stability.
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2. Based on the problem that the residual network has limited improvement in the accu-
racy of temperature inversion, the experimental results with large errors are analyzed
in this paper. The analysis results point out that these errors are caused by the inverse
temperature phenomenon to some extent. An inverse temperature phenomenon
is an anomalous meteorological condition in which the temperature increases with
height. Climate-based inversions are caused by the convergence of cold and warm air
masses. In this paper, a possible cause of the inverse temperature observation error is
proposed by modeling and analysis: turbulent disturbance generated by the cold and
warm air masses leads to changes in the microwave phase difference, optical range,
and angle of arrival, eventually affecting the optical thickness in the propagation of
the brightness temperature signal. Based on the problem that the residual network
has limited improvement in the accuracy of temperature inversion, the experimental
results with large errors are analyzed in this paper. The analysis results point out
that these errors are caused by the inverse temperature phenomenon to some extent.
An inverse temperature phenomenon is an anomalous meteorological condition in
which the temperature increases with height. Climate-based inversions are caused
by the convergence of cold and warm air masses. This affects the transmission of the
microwave signal, which in turn affects the accuracy of the radiometer observations.

3. Based on the climatic nature of the inverse temperature phenomenon, this study
proposed a regulation model based on dead zone regulation. The model is a deadband
regulation model based on seasonal a priori mean profiles. In the presence of the
inverse temperature phenomenon, the MSE and MAE of Model 3 were 2.657 and
1.3542, respectively, which was better than those of the residual network.

Therefore, the residual neural network based on the layered BP network showed
a better performance than the original network in terms of temperature and humidity
profile fitting ability and stability. In addition, the temperature-profile fitting ability for the
inverse temperature phenomenon was significantly improved after including the dead-zone
adjustment model.

Nevertheless, this study had some limitations. First, the establishment of the priori
mean profile lacks the variability of a large-scale climate. Second, the ability of the seasonal
priori mean profile vertical profiles to respond to atmospheric changes remains insufficient.
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