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Abstract: Due to the complexity of the marine environment, underwater target search and intercep-
tion is one of the biggest problems faced by an autonomous underwater vehicle (AUV). At present,
there is quite a lot of research in terms of the two-dimensional environment. This paper proposes an
improved rapidly exploring random trees (RRT) algorithm to solve the problem of target search and
interception in an unknown three-dimensional (3D) environment. The RRT algorithm is combined
with rolling planning and node screening to realize path planning in an unknown environment,
and then the improved RRT algorithm is applied to the search and interception process in a 3D
environment. Combined with the search decision function and the three-point numerical differential
prediction method, the RRT algorithm can search for and effectively intercept the target. Numerical
simulations in various situations show the superior performance, in terms of time and accuracy, of
the proposed approach.

Keywords: target search; AUV; path planning; RRT; interception

1. Introduction

An autonomous underwater vehicle (AUV) is a powerful tool for exploring the un-
known marine environment. With the development of science and society, artificial intel-
ligence, electronic computers, and other high-tech performance technologies have made
continuous progress. In most countries, AUVs have become the focus of marine technology
research [1,2].

With the wide application range of AUVs, there are increasing restrictions and limi-
tations regarding research using AUVs. Underwater unmanned technology is only a few
decades old. The existence of fish and glaciers in the marine environment make it difficult
for AUVs to carry out underwater unmanned operation, while an AUV’s own energy
consumption and communication restriction also limit the efficiency of underwater mis-
sions. Research on how to realize the target search and complete the corresponding tasks
scientifically and efficiently in the complex 3D environment has been gaining popularity
among scholars [3–5].

Juan [6] proposed a multi-AUV target search method based on dynamic prediction
from two aspects, (i) improving underwater target search efficiency and (ii) positioning
accuracy, and formulated three search strategies according to the existence of targets in the
environment. However, the algorithm is simulated only in the two-dimensional environ-
ment and should be extended to the 3D environment before it is applied in practice, so as
to meet the practical application scenarios. Jianjun [7] proposed a search algorithm based
on improved DSA for AUV collaborative target search in a 3D environment. The algorithm
improves the detection ability of the DSA algorithm by synthesizing the Levyflight algo-
rithm based on fuzzy rules and is verified and compared with the general DSA algorithm
and the PSO algorithm in the simulation. Although a search method for a 3D environment
is proposed, the search time exceeds expectations. Ishida [8] proposed the moving tart
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search (MTS) algorithm for dynamic target search and introduced the heuristic idea into
the process of dynamic target search. In the previous target search problems, the targets
were static or knowable, but in this paper, the author assumed the target to be moving
in an unknown environment, and the effectiveness of the MTS algorithm is verified in
the simulation. Yug [9] applied the reinforcement learning technology to UAV search and
rescue missions and used a reinforcement learning algorithm to predict the existence of
survivors. Considering the possible movement of survivors, the YOLO algorithm is applied
to the survivor tracking process. With the goal of target search and rescue in ocean rescue
missions, Wang [10] and others proposed a multi-searcher, multi-target problem algorithm
that decomposed the problem into two parts: search target assignment and search strategy
selection. Three search strategies (spiral search, outer spiral search, and circumferential
patrol) are selected according to the actual situation, and the real environment data are
simulated in the simulation process. Ibenthal [11] proposed an estimation algorithm in
which each UAV evaluates three different sets. One set is guaranteed to contain the detected
target, one set may belong to the target that has not been detected, and one set is proved to
contain no target. The algorithm is used to search and track a constantly changing dynamic
target in a certain area where there are interference targets and obstacles.

The RRT algorithm is widely used in path planning because of its rapidity and exten-
sibility. Yin [12] proposed a modified root node reselect RRT algorithm (RNR-RRT), which
integrates the UAV dynamics constraints into the node expansion process by improving the
root node selection strategy. The search tree will optimize the planned track, and the track
smoothing method based on the B-spline curve is used to generate smooth traceable track.
Wu [13] proposed a variable-probability–based bidirectional RRT algorithm (VPB-RRT).
Using this algorithm to identify the probability by rasterizing the planning space and
importing the concept of coverage rate has made UAV path planning satisfactory in terms
of time and accuracy. Guo [14] proposed a flight-cost–based rapidly exploring random tree
star (FC-RRT*) extending the standard rapidly exploring random tree star (RRT*) to deal
with the safety requirements and flight constraints of UAVs in a complex 3D environment,
which effectively overcomes the shortcomings of standard RRT* and has application value
in UAV 3D global path planning. The main aspects of the aforementioned algorithms are
summarized in Table 1.

Table 1. Main aspects of the aforementioned algorithms.

Algorithm Optimization Methods Merit Deficiency

RNR-RRT The selection strategy of the root
node is improved.

B-spline curve trace smoothing
Turn angle constraint

Track distance constraint
2D environment

VPB-RRT The offset of the new node is
determined by the map coverage.

Rasterizing the planning space
Import coverage rate
Turn angle constraint

Tendency to create a local
optimal solution

FC-RRT*

The flight cost function is used to
inspire the expansion of new

nodes and guide the update of the
parent node.

Complex 3D environment
Flight constraints

Improved path safety
Excessive number of nodes

These improved RRT algorithms proposed for a UAV with a high degree of freedom
and flexibility. While the AUV moves in the water, it cannot realize either high frequency
turning or large-range turning. And the altitude angles, especially the pitch angle, cannot
be maintained at a large angle continuously, unlike a UAV. These algorithms concentrate on
the obstacles or restricted areas to improve the performance. However, in most underwater
search cases, there are usually not too many large or complex obstacles, but the aim is to
quickly traverse the region or search for all the targets. Therefore, this paper proposes an
improved RRT algorithm for the target search task.
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The main contribution of this paper is twofold. First, with the above background in
mind, a search strategy for AUV target search is proposed, which takes the influence of
environmental information, including obstacles, target probability, and regional ergodicity,
into account so as to realize the complete search and confirmation of static targets and the
interception of dynamic targets in an 3D unknown environment. Second, the improved RRT
algorithm is combined with rolling planning, node screening, and secondary selection of the
parent node to obtain a feasible path from the current position to the search decision point.

The rest of the paper is organized as follows. In Section 2, the problems studied in this
paper are described and the AUV kinematic model, the sonar model, and the environment
map model are constructed. In Section 3, a search decision function based on environmental
information and an improved RRT algorithm in a 3D environment are proposed, which help
reasonably in creating a calculation search decision point and path planning that conform to
AUV kinematic characteristics. In Section 4, aiming at dynamic targets, a target interception
algorithm based on a three-point numerical differential method is proposed. Section 5
provides the details of simulation setup and results, which show that the algorithm can
safely and effectively realize static target confirmation and dynamic target interception
with ideal navigation trajectories. Section 6 summarizes the conclusions and future work.

2. Problem Description and Modeling
2.1. Problem Description

The problem an AUV faces during target search can be described as follows: An AUV
is required to locate as many targets as possible, while minimizing the search costs and
maximizing the search efficiency. The 3D task search area is expanded into an Lx × Ly × Lz
cuboid. The target area is rasterized and divided into M× N × K 3D actual grids of size
100 m × 100 m × 100 m. There are Ni static and Nj dynamic targets randomly distributed
in the unknown mission area. The position of the static target must be calibrated after close
confirmation when the AUV does not find a dynamic target. Otherwise, it is necessary to
intercept the dynamic target and then continue to search the mission area. Obstacles need
to be avoided during mission execution.

The simulations need to be carried out with certain assumptions regarding the search
environment, which are as follows:

Assumption 1: Obstacles remain stationary and are expanded into spheres with
different radii. Obstacles in the real environment are of different shapes and sizes, which
may cause unnecessary computational burden. Thus, the obstacles are simplified as spheres
according to the maximum edge to ensure the safety of AUV navigation, while reducing
the computation as much as possible.

Assumption 2: The AUV and targets are all regarded as mass points, and it is assumed
that the dynamic targets move at the same depth and perform a uniform linear motion, a
uniform acceleration linear motion, or a uniform circular motion.

During target search, the search map is updated in real time according to the sonar,
and the AUV decides the area to be searched in the next instance according to the decision
function. The AUV will intercept the dynamic target once it is found and approach the static
target for confirmation. The improved rolling RRT algorithm is used for path planning.
The flow of the search process is shown in Figure 1.

The decision function is used to determine the search decision point, and the improved
RRT algorithm is used to plan the path from the current position to the target position.
These two parts will be elaborated in Section 3. The target interception algorithm will be
explained in detail in Section 4.
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2.2. AUV Kinematic Model

As mentioned above, the AUV can be simplified as a typical three-dimensional mass
point model. Uk = {xk, yk, zk, ϕk, θk} is defined as the AUV state at time k, where {xk, yk, zk}
represents the position of the AUV at time k, ϕk represents the AUV yaw angle, and θk
represents the AUV pitch angle [15]. The AUV kinematics equation can be simplified as:

Uk+1 = Uk + f (Uk, vk,
.
ϕk,

.
θk) (1)

f (Uk, vk,
.
ϕk,

.
θk) =


vk cos(θk +

.
θk · 4t) cos(ϕk +

.
ϕk · 4t) · 4t

vk cos(θk +
.
θk · 4t) sin(ϕk +

.
ϕk · 4t) · 4t

vk sin(θk +
.
θk · 4t) · 4t

ϕk +
.
ϕk · 4t

θk +
.
θk · 4t

 (2)

where vk represents the AUV moving speed, which is set to 3 m/s (about 6 kn). Then AUV
should satisfy the following constraints while searching:

−π/6 ≤ θk ≤ π/6
−π/6 ≤

.
θk ≤ π/6

−π/3 ≤ .
ϕk ≤ π/3

(3)

2.3. Sonar Model

To realize omnidirectional detection centered on the AUV, 360-degree scanning sonar is
selected to obtain spherical scanning data [16]. To reduce the difficulty of research, the sonar
detection range is idealized, which means targets within a range of 100 m can be perceived.
Assuming that the coordinates of the AUV are (x0, y0, z0) and the target coordinates are
(x, y, z), the sonar can detect the target if the coordinates meet the following conditions:

(x− x0)
2 + (y− y0)

2 + (z− z0)
2 ≤ r2 (4)

The sonar sensor model is shown in Figure 2. It is assumed that the sonar can obtain
environmental information within the spherical detection range.
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2.4. Real-Time Perception Map Model
2.4.1. Target Probability Map

The target probability map represents the probability of the existence of a target in
a 3D environment [17]. The target probability map of the 3D environment is defined in
Equation (5).

MTP(k) = {Pa(k)|a ∈ Ω} (5)

where Pa(k) represents the target probability in grid a at time k. If Pa(k) = 1, it means that
the AUV considers that there is a target in grid a at moment k. The opposite is true for
Pa(k) = 0. Ω indicates the global environment. Since the environment is unknown, the
possibility of the existence of targets in grid a is the same before the AUV performs the task,
Pa(0) = 0.5.

The target probability update equation of grid a at time k is:

Pa,k+1 =
Pd·Pa,k

Pd·Pa,k + (1− Pf )·(1− Pa,k)
(6)

where Pd is the detection probability, which represents the probability of finding the
target in the grid where the target exists. P f is the false alarm probability, indicating the
probability of detecting a target in a grid where there is no target.

For the convenience of calculation, the target probability formula is transformed into a
linear form by nonlinear transformation [11]:

Qa,k = ln
(

1
Pa(k)

− 1
)

(7)

2.4.2. Uncertainty Map

An uncertainty map [11] reflects the AUV’s understanding of a certain grid in the
environment. As the AUV visits the grid, the target probability in the grid increases or
decreases. Either way, the AUV’s judgment of the grid becomes more accurate. The
calculation equation of uncertainty is:

µa,k = e−l·|Qa,k | (8)

where µa,k represents the uncertainty of grid a at time k and l is the attenuation parameter,
which measures the rate at which the uncertainty decays with the change in the target
probability.

2.4.3. Regional Ergodicity Map

Region ergodicity indicates the degree to which the area is traversed. The region
ergodicity of each grid in the environment is fluctuant at different times, which is updated
over time. Ba(k) is used to represent the region ergodicity of grid a at time k. Considering
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that all grids in the environment at the initial time have not been traversed, Ba(0) = 0, a ∈ Ω
is set.

Ba(k) =


0, 0 < Vs

V ≤ 0.35
0.5, 0.35 < Vs

V ≤ 0.75
1, 0.75 < Vs

V ≤ 1
(9)

where Vs represents the volume that has been searched in grid a, and V represents the
volume of grid a.

3. Three-Dimensional Environment Target Search Algorithm
3.1. Search Decision Function

Reducing the uncertainty and improving the regional ergodicity of the entire environ-
ment can effectively improve the efficiency of the search [18]. To improve the AUV’s target
search capability, we need to:

• Improve the AUV’s awareness of environmental information;
• Avoid the rudder loss caused by frequent steering;
• Maximize the number of confirmed targets within a certain period of time.

To meet the above requirements, a search decision function is established by compre-
hensively considering three aspects: uncertainty benefit, search task benefit, and regional
ergodicity benefit. The AUV obtains the best search decision point by solving the search
decision function, which represents the area the AUV needs to search at the next instance.
Then the improved RRT algorithm is used to plan the search path.

3.1.1. Uncertainty Benefit

The uncertainty benefit IA(a, k) represents the sum of uncertainty of all grids in the
detection area, with grid a as the center and the sensor detection range as the radius at time
k [11].

IA(a, k) = ∑
b∈φ(a)

µb,k (10)

Net φ(a) represents all grids within the detection range of the AUV with a as the center.

3.1.2. Search Task Benefit

The search task benefit IB(a, k) represents the sum of the path length cost and the
steering angle cost of the selectable search decision points at time k, with grid a as the
center. The higher the cost of the search decision point, the lower the search task benefit,
and vice versa.

IB(a, k) = k1·dis(Si, k) + k2·turn(Si, k) (11)

In the equation, dis(Si, k) represents the path length cost from the current position
to the candidate search decision point Si at time k, and turn(Si, k) represents the steering
angle cost from the current position to Si at time k.

Assuming that the current coordinates of the AUV are (xa, ya, za) and the coordinates
of the candidate search point within the detection range are (x1, y1, z1), then the path length
cost dis(Si, k) of the AUV at time k is:

d1 =

√
(x1 − xa)

2 + (y1 − ya)
2 + (z1 − za)

2 (12)

dis(k) = τ·d1 (13)

As mentioned above, turn(Si, k) is the steering angle cost of the AUV at the current
position Si at time k. In some studies, scholars directly discard the points with a large
steering angle, ignoring the situation where the possible target is around. Considering the
wide range of underwater operations, if the target is near the AUV but the AUV chooses to
sail along the given course due to the excessive steering angle, the opportunity to discover
the target may be lost. To avoid this problem, an inertia weight coefficient is introduced.
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Combined with the actual situation, the steering angle boundary value is set for the AUV.
Only the inertia weight coefficient of the search decision point whose required steering
angle exceeds the boundary is not 0 and follows the law that the greater the excess of
steering angle over the boundary, the greater the coefficient [19]. The equation of the inertia
weight coefficient is defined as:

w =

{
0 β ≤ α

k

1+e
−5β

α

β > α (14)

Therefore, the steering angle cost is defined as:

turn(k) = w·|α− β| (15)

where β is the steering angle of the AUV, α is the boundary value, and k is a constant.

3.1.3. Regional Ergodicity Benefit

Regional ergodicity benefit ID(a, k) represents the ergodic situation in the region with
grid a as the center and the AUV detection range as the radius at time k.

ID(a, k) = ∑
b∈φ(a)

Bb(k) (16)

Regional ergodicity indicates the degree to which the region is searched and traversed,
and it will be updated over time.

Combining the uncertainty benefit, the search task benefit, and the regional ergodicity
benefit, the search decision function is defined as f (a, k), which represents the search value
of grid a at time k. The specific search decision function is defined as:

f (a, k) = ωa·IA(a, k) + ωb·IB(a, k) + ωc·ID(a, k) (17)

where ωa, ωb, and ωc are the weight coefficients of uncertainty benefit, search task benefit,
and regional ergodicity benefit, respectively, which can be adjusted according to changes in
the environment.

3.2. Path Planning Based on the Improved RRT Algorithm

The improved RRT algorithm is used for path planning while searching so as to reach
the search decision point from the current position.

3.2.1. RRT Algorithm

The rapidly exploring random tree (RRT) is a sampling-based path planning algo-
rithm [20]. It is designed to search non-convex and high-dimensional spaces efficiently. By
randomly generating samples in a continuous space, it inherently fills the space toward to
unexplored areas uniformly.

First, the algorithm randomly samples in the motion space to get a random node p_rand.
It then locates the node p_near with the smallest Euclidean distance from p_rand on the
random tree, expands in the direction of the random node p_rand with a step size r, and
acquires a new node p_new. If the connection between p_near and p_new passes the collision
test, which means there is no obstacle between the two points, then the new node p_new
and the connection will be added to the random tree. Otherwise, the random node will be
reselected for expansion and detection. The abovementioned steps of random sampling and
node expansion are repeated until the distance between the random tree and the target point
is less than the threshold or the number of random sampling times exceeds the limitation.
The planned path can be obtained by connecting the nodes in the random tree from the
root node to the target point. The RRT algorithm flow is shown in Figure 3. On the basis of
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the two-dimensional expansion, the expansion in the 3D environment increases the search
dimension and computational complexity. The expansion process is shown in Figure 4.
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3.2.2. Improved RRT Algorithm

Generally, the quality of the path planned by the RRT algorithm is unsatisfactory with
obvious corners, low smoothness, superabundant nodes, poor reproducibility, and other
defects. The RRT algorithm can be improved by (i) introducing a rolling window in the
planning process to enhance path quality and solving the problem of obstacle avoidance
in an unknown environment and (ii) reducing the useless nodes generated in the random
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tree expansion by introducing the node screening strategy and the secondary selection of
parent nodes.

1. Rolling Planning

The search environment of the AUV is usually complex and changeable, and it is
often difficult to obtain complete global information, which means it is necessary to ensure
that the AUV perceives the environment and plans its path in real time. In an unknown
environment, the acquisition of environmental information depends on the sensors carried
by the vehicle. To plan the path in an unknown environment, it is necessary to repeatedly
perform local planning, via rolling planning, using the obtained environmental information,
so as to replace the result of global planning [21].

In the rolling process, on the basis of the detected environmental information, a
local environment model centered on the AUV is established and the optimal sub-target
point is obtained according to the sub-target point selection strategy. When approaching
the sub-target point, the local path is supplemented and corrected according to the new
environmental information [22], and a new sub-target point is established. In this paper,
the rolling window is defined on the basis of the sonar model.

Rolling planning is mainly divided into three steps: (1) A local environment model
centered on the position of the vehicle is established in each rolling according to the
environmental information detected by the vehicle. (2) The local path is planned. According
to the sub-target point selection strategy, the next optimal sub-target point is obtained, and
the path planning is carried out toward the sub-target point in the local environment model.
(3) Correction made considering feedback information is introduced for the next rolling
step. When the AUV heads toward the sub-target point, the algorithm establishes a new
local environment model, and the local path planned according to the local environment at
the previous moment is corrected.

2. Sub-target Point Selection

In the complex underwater environment, there may be a variety of situations and,
accordingly, different sub-target selection strategies. If the final target point p_goal is within
the window, the final target is marked as the sub-target point (Figure 5a). If p_goal is not
within the window and the intersection of the line between the current position point p_init
and p_goal with the rolling window is not in the obstacle, the intersection is selected as
the sub-target point (Figure 5b). If the intersection is within the obstacle, the sub-target
point moves up and down alternately on the window until it is not within the obstacle
(Figure 5c).
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Figure 5. Sub-target point selection strategy: (a) target point within the window; (b) the intersection
not in the obstacle; (c) the intersection in the obstacle.

According to the above three situations, the equations used to determine the sub-target
points, respectively, are:

(a) =
{

d(p_init, p_goal) ≤ R
p_temp = p_goal

(18)
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(b) =
{

d(p_init, p_temp) = R
p_temp = min(d(p_init, p_goal))

(19)

(c) =
{

d(p_init, p_temp) = R
Collisiontest(p_temp) = true

(20)

where d(p_init, p_goal) represents the distance between p_init and p_goal and Collisiontest
(p_temp) is a function to detect whether p_temp is in the obstacle. If Collisiontest(p_temp) =
true, it means that p_temp is not in the obstacle. Otherwise, it means that p_temp is in the
obstacle.

3. Node Screening

To ensure that the planning result is an executable path for the AUV, it is necessary to
screen the nodes, which consists of two parts: (1) The angle is projected to the plane xoy and
the plane yoz, respectively, to acquire angles µ1 and µ2. In addition, µ1 and µ2 are limited
to being acute angles or the expansion is given up to avoid selecting nodes in the opposite
direction to the target. The projection process is shown in Figure 6. (2) The projection angles
α1 and α2 of the angles on plane xoz and plane yoz should not exceed 30 degrees, and the
projection angle β on plane xoy should not exceed 60 degrees. Meanwhile, considering the
limitation of the AUV’s attitude in water, the pitch angle θ formed by (p_parent, p_new)
and plane xoy should not exceed 30 degrees so that it meets the kinematic characteristics of
the AUV. The projection process is shown in Figure 7.
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Flag to judge whether p_new can be added to the random tree is defined as follows:

f lag1 =

{
true µ1 < π/2 & µ2 < π/2
f alse else

(21)

f lag2 =

{
true α1 < π/6 & α2 < π/6
f alse else

(22)

f lag3 =

{
true θ < π/6 & θ > −π/6
f alse else

(23)

f lag = f lag1∩ f lag2∩ f lag3 (24)

4. Secondary Selection of the Parent Node

To reduce unnecessary nodes in the random tree, the secondary selection of the parent
node is introduced (Figure 8). If the connection between p_ancestor, the parent node of
p_parent, and p_new passes the collision test and meets the node screening strategy, the
parent node of p_new to p_ancestor is reset.
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yoz; (c) projection on plane xoy; and (d) pitch angle.
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The derivation that this method always reduces the path length is given below [23].
Equation (25) defines the path length between any two nodes pi and pj in the random tree.

D(pi, pj) =
√
(pi.x− pj.x)

2 + (pi.y− pj.y)
2 (25)

Here, pi refers to the i-th inserted arbitrary node and takes the x and y coordinate
values of the node as an element. Function ξ receives an arbitrary node as a variable and
returns the parent node of this node. The ξ function to the power of n (n > 0) can be

represented as ξn(pi) :=

 n︷ ︸︸ ︷
ξ ◦ ξ ◦ · · · ◦ ξ

(pi); when n is 0, ξ0(pi) := pi holds. The distance

between pi and its parent can be expressed as follows in Equation (26).

d1(pi) = D(ξ0(pi), ξ1(pi)) (26)
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With further induction and summary, dn(pi) can be defined by:

dn(pi) = D(ξn(pi), ξn+1(pi)) (27)

Equations (28) and (29) show the path length DR from the start position pstart to the
goal position pgoal by the RRT algorithm:

ξδ+1(pgoal) := pstart (28)

DR =
δ

∑
n=0

dn(pgoal) (29)

If the secondary selection of the parent node is performed k times in the planning
process, the path length DR

′ is expressed as:

D′R =
δ−k

∑
n=0

dn(pgoal) (30)

If the distances between the edges connecting each node are the α between p_new and
p_parent, the β between p_parent and p_ancestor, and the γ between p_new and p_ancestor,
this can be represented as Equation (31) using the principle of triangular inequality.

α + β >= γ (31)

Equation (32) shows the distance relationship between the ancestor nodes of p_new.

D(ξ0(p_new), ξ1(p_new)) + D(ξ1(p_new), ξ2(p_new)) >= D(ξ0(p_new), ξ2(p_new)) (32)

Therefore, it can be deduced by analogy that the length of the path introducing the
secondary selection of the parent node DR

′ is always less than or equal to the original
length of the path DR.

The pseudo code of the improved RRT algorithm (Algorithm 1) is shown below.

Algorithm 1 Improved RRT Algorithm

pos = p_init
while ||p_new—p_goal|| ≤ d_min

V = { pos }
p_subtarget = Choose_subtarget(pos, p_goal)
for i = 1 to I do

p_rand = Random()
p_near = Nearest(V, p_rand)
p_new = Extend(p_near, r, p_rand)
if Collision_free(p_new, p_near) && Node_screen(p_new, p_near) then

Grow_tree(V, p_new)
Parent_node_selection (V, p_new)

end if
if ||p_new—p_subtarget || ≤ d_min then

pos = V(2)
break

end if
end for

end while

4. Target Interception Strategy

When a dynamic target is found, the AUV should predict the target position and
intercept it to prevent other intentions. Taking into account the problems involved in an
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interception mission, a predictive interception method based on the three-point numerical
differential method is proposed. The higher the accuracy of prediction, the higher the
success rate of interception. The interception process is shown in the Figure 9.
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Due to the instability of higher-order interpolation, two-point, three-point, and five-
point interpolation differentiation formulas are mostly used in the practical application
of the numerical differential method. Because two-point differentiation is usually less
accurate, while five-point differentiation significantly increases computational loads and
is always difficult to implement, the three-point numerical differential method is used to
solve the velocity of the dynamic target at the next instance [24].

Let (xk, yk) be the dynamic target position detected by the sonar. The three-point
numerical differentiation method will be used to acquire the coordinates of the interception
point. The three-point numerical differential equation of the first derivative is given below.
Let T(x) be the function defined on interval [a, b], which refers to the abscissa movement
range of the dynamic target. The function value of T(x) at the node xk is yk = T(xk),
where k = 0, 1, 2, a ≤ x0 < x1 < x2 ≤ b; x0, x1, x2 is the equidistant node, which means
x2 − x1 = x1 − x∂ = h. Lagrange interpolation was performed twice for T(x) on interval
[a, b], as follows:

T(x) ≈ L2(x) =
(x− x1)·(x− x2)

(x0 − x1)·(x0 − x2)
·T(x0) +

(x− x0)·(x− x2)

(x1− x0)·(x1− x2)
·T(x1) +

(x− x0)·(x− x1)

(x2 − x0)·(x2 − x1)
·T(x2) (33)

where L2(x) is the quadratic Lagrange interpolation. Let x = x0 + th, t ∈ (0, 1, 2). Then
Equation (33) can be expressed as:

L2(x0 + th) =
1
2
·(t− 1)·(t− 2)·T(x0)− t·(t− 2)·T(x1) +

1
2
·t·(t− 1)·T(x2) (34)
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Taking the derivation of both ends of the above equation with respect to t (equivalent
to the derivation of x), we get:

L′2(x0 + th) =
1

2h
[(2t− 3)T(x0)− (4t− 4)T(x1) + (2t− 1)T(x2)] (35)

Taking t = 0, 1, 2, the three-point differential equation of the first derivative of node xk
is obtained:

T′(x0) ≈ L′2(x0) =
1

2h
[−3T(x0) + 4T(x1)− T(x2)] (36)

T′(x1) ≈ L′2(x1) =
1

2h
[−T(x0) + T(x2)] (37)

T′(x2) ≈ L′2(x2) =
1

2h
[T(x0)− 4T(x1) + 3T(x2)] (38)

In the actual prediction, T(x) is the position of the three known points, and xk is the
refresh time interval of the dynamic target. Using the three-point differential equation, the
moving speed can be calculated, and the next dynamic target can be generated according
to the time interval. The predicted position formula is calculated as follows:

xk+1 = xk + vx,k(tk+1 − tk) (39)

yk+1 = yk + vy,k(tk+1 − tk) (40)

where (xk+1, yk+1) is the next prediction point, and vx,k, vy,k is the velocity component of
the target at time k.

5. Simulation Results
5.1. Improved RRT Algorithm Verification

To prove the effectiveness and rapidity of the improved RRT algorithm, a compara-
tive simulation experiment is conducted using the conventional RRT algorithm and the
improved RRT algorithm. Assume that the simulation environment is a 3D space of 800 m
× 800 m × 400 m, the detection radius of the AUV is 10 0m, the coordinates of the starting
point are (0, 0, 0), and the coordinates of the target point are (750, 750, 350).

Figure 10 shows the path planning of the conventional RRT algorithm, Figure 11 shows
the path planning of the improved RRT algorithm, and Figure 12 shows the comparison of
all nodes generated by the improved RRT algorithm and the conventional RRT algorithm.
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By comparing the path planning results of the two algorithms, it can be concluded that
the improved RRT algorithm greatly reduces the number of redundant nodes by limiting
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the selection of nodes, reduces the exploration of useless space, and greatly improves the
efficiency of path planning.
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Figure 12. A comparison of all nodes generated by the improved RRT algorithm and the conventional
RRT algorithm: (a) nodes generated by the conventional RRT algorithm; (b) nodes generated by the
improved RRT algorithm. The brighter the color in the picture, the denser the nodes.

In all, 20 groups of simulation verifications were carried out on the RRT algorithm
before and after the improvement. Table 2 records the total number of nodes, the path
length, and the computation time of the conventional RRT algorithm, and Table 3 records
the same data for the improved RRT algorithm. They are compared in Figures 13–15.

Table 2. Number of nodes, path length, and time cost of the conventional RRT algorithm.

Number of
Nodes Path Length Time Cost Number of

Nodes Path Length Time Cost

1209 1644 4.97 1209 1518 4.87
1609 1522 7.15 1564 1359 6.68
958 1571 3.22 1353 1630 7.23

2492 1649 12.54 1553 1608 6.98
1301 1646 5.71 1888 1462 9.08
2809 1549 16.94 1268 1709 7.23
844 1486 2.87 1315 1629 7.06

2155 1505 11.53 1256 1588 5.22
1234 1508 5.03 974 1462 4.88
2434 1653 14.08 1065 1474 4.89
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Table 3. Number of nodes and path length of the improved RRT algorithm.

Number of
Nodes Path Length Time Cost Number of

Nodes Path Length Time Cost

735 1217 2.94 633 1307 2.41
602 1210 2.28 658 1186 2.34
802 1459 3.34 728 1225 2.59
598 1252 2.21 669 1254 2.69
652 1224 2.34 663 1195 2.39
677 1230 2.31 599 1335 2.33
619 1218 2.77 657 1335 2.40
648 1362 2.86 752 1450 3.18
675 1243 2.57 662 1198 2.25
701 1232 3.24 608 1231 2.19
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Figure 14. Comparison of the path lengths of the two algorithms.

The data show that the average number of nodes reduced by 52% and the median by
50%. The average path length was reduced by 19%. The average computation time was
reduced by 65%. The figures clearly show that the improved RRT algorithm is significantly
better than the conventional RRT algorithm in terms of the number of nodes, the length
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of path, and the computation time. The indexes are not only lower but also more stable,
which proves the effectiveness of the improved algorithm.
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5.2. Simulation of Target Search Algorithm in an Open Environment

In this simulation, the conventional RRT algorithm and the improved RRT algorithm
are applied in turn to perform target search on the basis of the search decision function.
Assume that the initial coordinates of the AUV are (0, 0, 0), and 10 static targets, displayed
in Table 4, are set in the environment. The targets in the figure are represented by squares,
and the AUV’s real-time search path is represented by a red line. The simulation verification
is shown in Figure 15.

Table 4. Target coordinates.

Target Code X/m Y/m Z/m

1 104 40 10
2 310 170 190
3 230 178 234
4 130 477 476
5 630 250 500
6 200 530 490
7 118 120 63
8 430 490 600
9 600 160 200
10 200 590 130

As can be seen from Figure 16, the search paths of the conventional RRT target search
algorithm and the improved RRT search algorithm are roughly the same due to the search
decision function. However, according to Table 5, the search time of the improved RRT
algorithm is 28% lower than that of the conventional RRT algorithm, indicating that the
search speed has been greatly improved. The path length of the improved RRT algorithm
is also reduced by 28%.

Table 5. Comparison of the search time and path lengths of the two algorithms.

Algorithm Time/s Path Length/m

Conventional RRT 30,681 61,367
Improved RRT 21,987 43,969
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Figure 16. The comparison of the search paths generated by the two algorithms: (a) search path generated
by the conventional RRT algorithm and (b) search path generated by the improved RRT algorithm.

5.3. Simulation of Target Search Algorithm in an Obstacle Environment

The simulation environment is the same as above. Since the search path in the 3D
environment is relatively chaotic, to avoid the difficulty of observing, six static targets and 16
obstacles are set to verify the effectiveness of the algorithm in the obstacle environment. The
target coordinate information is displayed in Table 6, and the center coordinate information
of the obstacle is displayed in Table 7. The simulation verification is shown in Figure 17.

Table 6. Target coordinates.

Target Code X/m Y/m Z/m

1 310 170 190
2 350 383 328
3 680 345 555
4 118 120 63
5 84 160 147
6 200 590 130

Table 7. Obstacle center coordinates.

Target Code X/m Y/m Z/m

1 30 108 104
2 315 168 101
3 545 758 20
4 168 435 334
5 52 100 40
6 115 85 107
7 150 470 358
8 365 171 135
9 300 480 355
10 564 456 345
11 324 675 456
12 98 125 654
13 630 230 150
14 630 110 650
15 120 600 234
16 210 610 420
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Figure 17. Target search in an obstacle environment.

To test the efficiency of the search algorithm proposed in this paper, the same number
of targets are set in the same environment but at different positions, and the algorithm is
verified by comparing the distances the AUV covered in the process of searching. Figure 18
shows the sailing distances required by the conventional RRT algorithm and the improved
RRT algorithm to complete the target search under six groups of different target positions.
Figure 19 fits the six curves and compares their mean absolute difference (MAD). As can be
seen from the figure, the improved RRT algorithm has better target search efficiency than
the conventional RRT algorithm after the increase in the number of targets. Meanwhile,
the improved RRT algorithm reduces the MAD of the fitting curve, which represents a
lower degree of data dispersion. This indicates that the improved RRT algorithm has stable
search efficiency when the target position changes.
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5.4. Target Interception Algorithm Simulation

The initial position of the AUV is (0, 0, 0), and nine static targets and one dynamic
target are set in the environment. The static target position is shown in Table 8, and the
initial coordinates of the dynamic target are (250, 400, 400). The squares in Figure 20 are the
static targets, the red sphere is the dynamic target, and the black spheres are the obstacles.

Table 8. Target coordinates.

Target Code X/m Y/m Z/m

1 310 170 190
2 230 178 234
3 434 349 238
4 130 477 476
5 240 620 230
6 680 345 555
7 118 120 63
8 84 160 147
9 200 590 130
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In the process of dynamic target interception simulation, since there are still static
targets in the environment, the AUV is also responsible for the search task of the static
target, so when the speed of the AUV and the dynamic target are consistent, the dynamic
target will not be intercepted. Therefore, the dynamic target movement speed in this paper
is set to 1/5~1/3 of the AUV speed.

6. Conclusions

An autonomous search algorithm has been developed to improve the exploration
capability of the AUV in multiple-target search in an unknown environment. The proposed
algorithm is able to achieve close-range confirmation of static targets and interception of
dynamic targets. The search decision point can be conducted through the search decision
function taking into consideration the uncertainty benefit, the search task benefit, and the
regional ergodicity benefit. From the perspective of search efficiency, path planning in the
search mission and interception task is implemented using the improved RRT algorithm.
By combining with rolling planning and other methods, the improved RRT algorithm can
effectively reduce the number of redundant nodes and shorten the path length. Numerical
simulations are conducted in an open or an obstacle-ridden environment, which proves the
effectiveness of searching and interception.

There are several areas to be explored to improve the performance of the proposed
method and make it more robust in reality. First, the interception speed of the AUV must
be faster than the target speed. Otherwise, the AUV cannot intercept effectively. However,
this is often difficult to guarantee in real situations. Second, although the randomness and
blindness of the RRT algorithm have been improved, the problem of low search efficiency
due to unstable planning persists. Third, a single AUV has limited capabilities in terms of
target search and interception. In the future, the algorithm should be extended to group
work. Lastly, future work should focus on experiments in real situations.
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