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Abstract: The identification of a chicken’s sex is a massive task in the poultry industry. To solve
the problems of traditional artificial observation in determining sex, such as time-consuming and
laborious, a sex identification method of chicken embryos based on blood vessel images and deep
learning was preliminarily investigated. In this study, we designed an image acquisition platform
to capture clear blood vessel images with a black background. 19,748 images of 3024 Jingfen No. 6
breeding eggs were collected from days 3 to 5 of incubation in Beijing Huadu Yukou Poultry Industry.
Sixteen thousand seven hundred sixty-one images were filtered via color sexing in 1-day-old chicks
and constructed the dataset of this study. A sex identification model was proposed based on an
improved YOLOv7 deep learning algorithm. An attention mechanism CBAM was introduced for
YOLOv7 to improve the accuracy of sex identification of chicken eggs; the BiFPN feature fusion
was used in the neck network of YOLOv7 to fuse the low-level and high-level features efficiently;
and α-CIOU was used as the bounding box loss function to accelerate regression prediction and
improve the positioning accuracy of the bounding box of the model. Results showed that the mean
average precision (mAP) of 88.79% was achieved by modeling with the blood vessel data on day 4
of incubation of chicken eggs, with the male and female reaching 87.91% and 89.67%. Compared
with the original YOLOv7 network, the mAP of the improved model was increased by 3.46%. The
comparison of target detection model results showed that the mAP of our method was 32.49%,
17.17%, and 5.96% higher than that of SSD, Faster R-CNN, and YOLOv5, respectively. The average
image processing time was 0.023 s. Our study indicates that using blood vessel images and deep
learning has great potential applications in the sex identification of chicken embryos.

Keywords: sex identification; chicken embryo; blood vessel; YOLOv7

1. Introduction

In large commercial hatcheries, sex identification of newly born chicks is generally
accomplished by vent, color, or feather from new hatching lines. However, these methods
can only discriminate sex after the 21-day incubation cycle, which is time- and energy-
consuming. If the sex can be identified at an early embryonic stage or even before incu-
bation, male eggs could be used as feed components which is a safe and good circular
approach to nutrient use. Furthermore, fewer eggs must be incubated, saving feed space,
and resulting in lower CO2 emissions and energy consumption, benefiting farmers and
the environment. Therefore, a method that can quickly and accurately identify male and
female embryos at the early incubation stage should be studied.

Over the last few decades, scientists and researchers have attempted various strategies
for the sex identification of chicken eggs before hatching or even incubation [1]. FT-IR [2,3]
and Raman [4–6] spectroscopy were used to detect male and female embryonic eggs and
achieved a high accuracy rate. However, these methods require perforation and are cur-
rently challenging to apply on a large scale in hatcheries. Non-destructive sex identification
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of chicken embryos has been performed by VIS/NIR, hyperspectral techniques, photoelec-
tric detection, volatile organic compound techniques (VOCs), and computer vision. Pan [7]
collected visible-NIR hyperspectral transmission images of breeder eggs from days 1 to 12
of incubation and established a discrimination model based on spectral information in the
eggs’ blunt, tip, and middle parts. The results showed that the artificial neural network
(ANN) model based on the spectral information collected in the middle part of the male
and female eggs had an accuracy of 82.86% on the 10th day of incubation. Göhler [8] used
VIS/NIR spectra of layer lines with sex-specific down feather colors, achieving an overall
accuracy of 97% for 14-day-old embryos. Li [9] used VIS/NIR transmission spectral data in
the wavelength range of 500–900 nm to build a 6-layer convolutional neural network (CNN)
that can distinguish the gender of duck eggs on day 7 of incubation. Alin [10] considered
opacity as the amount of light lost when passing through the hatching egg sample to sexing
chicken eggs before incubation. This approach obtained an accuracy of 84.0% on days 16 to
18 of incubation.

Similarly, the ratio of two wavelengths in the longitudinal visible transmission spec-
trum (T575/T598) was used to identify the sex of chicken embryos [11]. The potential
of SPME/GC-MS as a non-destructive tool for characterizing VOCs between male and
female chicken eggs was also investigated [12–14]. The results have shown that some odor
composition of eggs differs significantly. Commercially applicable methods must be rapid
enough for real-time applications, economically feasible, highly accurate, and ethically
acceptable [15]. However, most of the abovementioned methods can only achieve better
recognition results in hatching eggs’ middle and late stages.

Machine vision-based blood vessel detection and sex identification can distinguish the
sex of eggs in the early incubation stage. Machine vision images of 186 chicken embryos
were collected on the fourth day of incubation, and 11-dimensional feature parameters
were extracted [16]. A discriminative model was constructed based on back propagation
neural network (BPNN) with an accuracy of 82.80%. Histogram of gradients (HOG)
and gray horizontal cooccurrence matrix were used to extract blood vessel features, and
the 96-dimensional features were simplified using sampling and principal component
analysis (PCA) dimensionality reduction-gray cooccurrence matrix methods [17]. A Deep
belief network (DBN) model was constructed and achieved accuracies of 76.67% (male)
and 90% (female), with an average accuracy of 83.33%. Images and spectra data using
Random Forests (RF) and the Dempster-Shafer (DS) theory of evidence were studied from
566 chicken eggs [18]. The machine vision model reached 78.00% accuracy with optimized
parameters, while the spectral model was 82.67% accuracy for the test set. The fusion model
reached 88.00% accuracy, particularly with 90.00% and 86.25% for female and male eggs.
Overall, the above research results verify the feasibility of sex identification of chicken
embryos based on blood vessel images and provide new ideas for designing subsequent
algorithms. The shortcomings of the existing research of sex identification methods based
on blood vessel images include low recognition accuracy and slow detection speed. Also,
most sex identification studies are implemented in the laboratory without discussing the
result of a large dataset.

Target detection is a basic but important task in computer vision technology, which
mainly includes the recognition and location of single or multiple targets of interest in
digital images [19]. Sex identification of early embryonic chicken eggs can be considered a
target-detection task. Deep learning-based target-detection algorithms can be divided into
region-proposal-based models and region-proposal-free models. Typical representatives of
the model based on region proposal include R-CNN [20], SPP_Ne [21], Fast R-CNN [22],
Faster RCNN [23], etc. Region-proposal-free models, such as SSD [24] and YOLO [25],
are widely used in the current target detection methods. The YOLO algorithm is a single-
stage target detection algorithm, which in-puts the whole image into the network without
generating candidate boxes and predicts the position of the bounding box and the class it
belongs to directly in the fully connected layer after extracting features through the convo-
lutional layer, which is more beneficial to improve the detection efficiency compared with
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other deep learning-based target detection algorithms. YOLOv4 [26], Scaled-YOLOv4 [27],
PPYOLO [28], YOLOX [29], YOLOv5 [30], and YOLOR [31] were proposed in 2020 and
2021. YOLOv7 [32] was proffered in 2022, outperforming most well-known object detectors
such as R-CNN, YOLOv4, YOLOR, YOLOv5, etc. It uses a re-parameterized approach
and dynamic label assignment to improve the learning ability of the network. The sex
identification of chicken embryos based on object detection models, such as YOLOs series
algorithms, can somewhat improve detection accuracy and detection speed.

This study develops an improved YOLOv7 framework to improve the detection
accuracy and ensure the detection rate of sex identification for chicken embryos. The
first contribution of this study is that we designed an image acquisition platform and
carried out blood vessel image acquisition in the hatchery. Second, we introduced the
attention mechanism CBAM to extract effective information for recognition and improve
the performance of sex identification. Third, we integrated features of different scales with
BiFPN, which improved attention to blood vessels. Moreover, α-CIoU was used to reduce
undetected and false detection rates. Finally, the relationship between shape parameters
and gender was analyzed. We used the image dataset of the blood vessels we created to
compare the performance of the original YOLOv7, current target detection deep learning
algorithms, and another existing research.

2. Materials and Methods
2.1. Data Collection
2.1.1. Materials and Instruments

All breeding eggs in this study belong to Jingfen No. 6 with white eggshells from
Beijing Huadu Yukou Poultry Co., Ltd. (Beijing, China). Generally, 1-day-old chicks of
Jingfen No. 6 are recognized by feather color from new hatching lines. Most female chicks
were brown all over except for a light-yellow stripe down the back, brown on the head,
light yellow on the body, or white on the head and brown on the body. In contrast, most
newly born male chicks were light yellow all over but with one or more brown stripes on
the back.

In our study, an electronic balance (Mengfu, range: 0–1 kg, accuracy: 0.01 g), vernier
calipers, mesh pockets (20 × 35 cm), and image acquisition platforms were used. The
electronic balance and vernier calipers were used for weighing and measuring the length
and width of chicken eggs, respectively. The mesh pockets separated each egg on day 18 of
incubation to distinguish the number of chicks after hatching.

2.1.2. Image Acquisition System

An image acquisition platform was designed and applied to collect transmission im-
ages of blood vessels (Figure 1). An image acquisition platform consists of a CCD vision
camera module (Q8s, Jieruiweitong, Shenzhen, China), a lighting box, a LED light (ZYG-
L627, Xinyiguangdian, Shenzhen, China), an STM32 microcontroller (STM32F407ZGT6,
Qimingxinxin, Fujian, China) and a PC (with a dimension of 180 mm × 150 mm × 210 mm).

A camera module was used for collecting the transmission images of egg samples,
with a resolution of 3264 × 2448 pixels. The lighting box was designed in SolidWorks and
printed by a 3D printer (X2-200, Tiertime, Beijing, China) using black ABS (acrylo-nitrile-
butadiene-styrene copolymer). The lighting box was divided into two parts, the upper part
being the darkroom part, separated by a carrier platform with a light-transmitting hole in
the middle of the platform and an ellipsoidal slot at the upper end of the hole for placing
the egg sample. The bottom half was the light source part. A green LED was chosen as a
backlighting source because it has little effect on the chicken embryo in the early stages
of incubation and improves the egg-hatching quality [33–36]. A green LED of the three
grades (1 W, 3 W, and 6 W) of light was selected and installed at the bottom of the lighting
box to obtain complete image information. The object distance of the image acquisition
platform is 90 mm. The egg sample to be tested was placed laterally on the carrier platform
for 1–2 min, and the images were acquired by the CCD camera module and transmitted to
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the PC via USB through the light source transmitted under the carrier platform. The image
acquisition software was designed based on the MATLAB GUI visual interactive tool on PC
to realize the collection, display, and storage of chicken egg images. We tested the platform
and optimized the box structure to accommodate the transmission image acquisition of
different egg sizes.
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Figure 1. Diagram of chicken eggs image acquisition system (1. RGB camera module; 2. Lighting
box; 3. Egg; 4. LED light; 5. Controller; 6. PC).

2.1.3. Data Acquisition Experiment

The field data acquisition experiment was conducted at Hall 3 of Beijing Huadu Yukou
Poultry Co., Ltd., from April 28 to 23 May 2022. This study collected blood vessel images
of 1512 (3024) Jingfen No. 6 breeding eggs twice. Figure 2 shows the flowchart of the image
acquisition experiment. Two independent experiments were conducted with 1512 Jingfen
No. 6 eggs. Since blood vessels start to develop on day three and occupy half of the egg
by day 5 of incubation. To obtain images with clear blood vessels, images from days 3 to
days 5 of incubation were collected. All eggs were stored not more than three days before
the experiment. Weight accurate to ±0.1 g, length, and width accurate to ±0.1 mm. All
acquired images were saved in jpeg format in 800 W (3264 × 2448).
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The specific experimental steps included: (1) selecting 36 trays (1512 eggs) of non-
deformed eggs without dirty surfaces and sand-shell after steam sterilization, including
41–50 g (10 trays), 51–60 g (16 trays) and 61–70 g (10 trays) breeder eggs, then numbering
each egg at the blunt end, marking the egg trays to distinguish trays, and measuring the
long and short axis and weighed four trays of each size; (2) arranging the breeder eggs in
the trays and put them into incubation workshop for preheating. (3) Trays were placed
in the middle area of the incubation cart (5–10 layers, 15 layers in total) to reduce the
differences in temperature and airflow field to which the breeding eggs were exposed.
The incubation temperature and relative humidity were 37.8 ◦C and 65.5%, respectively,
and the eggs were automatically turned every 2 h. (4) On days 3, days 4, and days 5 of
incubation, image acquisition platforms were operated by three experimentalists to collect
blood vessel images (Figure 3) of breeding eggs under appropriate light and suitable angles
for photographing 1–3 images per day per egg. (5) On day 18 of incubation, the breeding
eggs were placed in individual hatching bags and transferred to the chick dispenser. (6) On
day 21 of incubation, the newly hatched female and male chicks were recognized by three
experienced hatchery workers via the feather color according to the standard process and
recorded as the basis for the sex identification model. In our two experiments, 3024 eggs
were incubated and collected blood vessel images, and 2844 eggs were hatched after a
21-day incubation period. A total of 17,269 images are available for sex identification from
the whole collected 19,748 images. As shown in Figure 3, the machine vision images were
acquired by placing the eggs horizontally.
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Figure 3. Images of from days 3 to days 5 of incubation.

2.2. Dataset Construction

The first step in constructing the dataset is to filter the data. Figure 4 shows examples
of accepted and rejected samples, respectively. Figure 4a presents complete blood vessels
with some symmetry. When the blood vessels were slightly rotated (Figure 4b) and partially
obscured (Figure 4c), these images could still be used to build the dataset. However, images
that are overexposed (Figure 4d) or too dark (Figure 4e) and missing detailed information
on blood vessels should be removed from the dataset. In addition, if small air bubbles
existed between the inner and outer shell membranes (Figure 4f), the images were also
removed from our dataset.

After manual discrimination, reject images consist of 231 overexposure, 207 over-
darkness, and 70 obscured by bubbles. Accepted images contained 11,968 complete blood
vessels, 3704 slightly rotated, and 1089 partially obscured. The distribution of the dataset is
shown in Table 1. For training YOLOv7 deep learning network, the blood vessels region
was annotated in images, and the dataset was constructed. Labeling software was used to
annotate the blood vessel region of the whole dataset, and corresponding annotation files
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were obtained. To validate the impact of sex identification for days 3 to 5 of incubation, the
dataset was divided into three training sets and three testing sets. This study randomly
chose 1000 female and 1000 male eggs to form the training set. The remaining 854 eggs
formed the test set of the sex identification model, of which 426 were male eggs and 418
were female eggs. Table 2 shows the number of eggs and images in training and testing sets.
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Table 1. Statistical table of the dataset.

Incubation Day Class No. of Eggs
No. of Images

Complete Slightly Rotated Partially Obscured Total

Day 3 Female 1418 2246 457 34 2737
Male 1426 2259 473 30 2762

Day 4 Female 1418 2096 685 185 2966
Male 1426 2105 690 199 2994

Day 5 Female 1418 1628 692 312 2632
Male 1426 1634 707 329 2670

Total 2844 11,968 3704 1089 16,761

Table 2. Statistical table of training and testing sets.

Incubation Day Class
Training Set Testing Set

No. of Eggs No. of Images No. of Eggs No. of Images

Day 3 Female 1000 1928 418 809
Male 1000 1944 426 818

Day 4 Female 1000 2124 418 842
Male 1000 2127 426 847

Day 5 Female 1000 1870 418 762
Male 1000 1884 426 786

2.3. YOLOv7 Deep Learning Network

Considering the characteristics of the blood vessels of chicken eggs are not easily
observed by the naked eye, to improve the performance of the sex identification algorithm,
deep learning-based algorithms were chosen to identify the sex of chicken embryos in
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this study to avoid the inefficient performance of traditional image feature extraction.
Considering the number of parameters and the model’s performance, the YOLOv7 was
selected for modification in this study. The whole network model structure is divided into
four parts: input, backbone, neck, and head. Considering that the training of the YOLOv7
model will consider color, texture, and other features for sex identification., we do not
perform other image processing operations.

2.4. Improvement of the YOLOv7 Algorithm

A schematic diagram of the improved YOLOv7 for the sex identification algorithm
of chicken eggs is shown in Figure 5. Since the background of the egg image is black,
there is no need to use image segmentation to remove the background of the egg. No data
enhancement operation was performed at the input. A size 640 × 640 × 3 blood vessel
image was input into the backbone. As a result, YOLOv7 has three different scales of
feature maps with sizes of (80 × 80 × 21), (40 × 40 × 21), and (20 × 20 × 21).
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2.4.1. Backbone Attention Module

In YOLOv7, the innovative multi-branch stacking structure is used for feature extrac-
tion, and the hop-connected structure of the model is denser. The Convolutional Block
Attention Module (CBAM) is an effective attention module for feedforward convolutional
neural networks connecting the spatial attention module after the channel attention mod-
ule [37]. The attention mechanism module is added before the first CBS modules in the
improved network’s backbone section. We compare the effect of adding CBAM to different
parts of the YOLOv7 network, such as input, backbone, and head, and finally choose to add
CBAM at the input side because it allows the network to focus on the important feature
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information better when processing the input image, thus improving the accuracy and
precision. The structure of CBAM is shown in Figure 6. The major advantages of this
procedure are: first, the influence of interference information can be largely mitigated, thus
improving the extraction of the main features at the output and, therefore, the performance
of the whole network; second, the number of parameters added to the whole network is
not large.
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The input feature maps were first processed in CBAM using global max and global
average pooling and fed into a two-layer shared FC. Then, the final channel attention feature
was multiplied elementwise to generate the input features required by the spatial attention
module. Next, two feature maps were conducted based on the channel-based global max
pooling and global average pooling, and then a concatenation operation (channel splicing)
was performed. Finally, the spatial attention feature maps were obtained by the sigmoid
activation function. The mathematical expressions of the channel and spatial attention
module are shown as Equations (1) and (2), respectively.

Mc(F) = σ(MLP(AvgPool(F)) + MLP(MaxPool(F)))

= σ
(

W1

(
W0

(
Fc

avg

))
W1(W0(Fc

max))
) (1)

Ms(F) = σ
(

f 7×7([AvgPool(F); MaxPool(F)]
)
)

= σ
(

f 7×7
(
[FS

avg; FS
max]

)) (2)

where σ stands for the sigmoid activation function, W0 ∈ RC× C
r and W1 ∈ RC× C

r represents
the reduction rate (r = 2 in this experiment). f 7×7 represents a convolution operation with
a filter size of 7 × 7.

2.4.2. Multi-Scale Features Fusion

The purpose of feature fusion was to combine the feature information at different
scales. YOLOv7 uses the same FPN + PAN structure as YOLOv5 for feature fusion of
the feature maps obtained from the backbone feature extraction network. FPN is the
enhanced feature extraction network of YOLOv7. Three feature layers were obtained in
this part. Compared with YOLOv5, YOLOv7 replaced the CSP with the ELAN2, and the
downsampling became the MPConv layer. However, the method had certain drawbacks.
Due to the large-scale variation of targets, the original feature fusion technique destroyed
the feature consistency of bloodlines at different scales. To solve this problem, this paper
adopted the BiFPN structure of the feature fusion to improve the neck part of the YOLOv7
network. The structure of PAFPN and BiFPN is shown in Figure 7.
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The original BiFPN network fuses the features in the feature extraction network directly
with the relative size features in the bottom-up path [38]. In this study, one layer of the
BiFPN module is stacked before the last three ELAN2 modules in the neck part of YOLOv7
due to the BiFPN module can be regarded as a basic unit. The bidirectional channel and
cross-scale connection structure of BiFPN can efficiently extract more shallow semantic
information without losing too much deep semantic information. It sets different weights
according to the importance of different input features, and meanwhile, this structure is
used repeatedly to strengthen feature fusion. The formula of weighted feature fusion is
shown in Equation (3).

O = ∑i
Wi

e + ∑i Wj
·Ii (3)

where I and O present input and output values, e stands for the minimum value of the
learning rate to constrain the oscillation of the values, Wi and Wj are the weights. Taking
the P4 layer as an example, feature fusion was calculated as,

Ptd
4 = Conv

W1 × C4 + W2 × Resize
(

Ptd
4

)
W1 + W2 + e

 (4)

Pout
4 = Conv

(
W2 × C4 + W4 × Ptd

4 + W5 × Resize
(

Pout
3
)

W3 + W4 + W5 + e

)
(5)

where Ptd
4 is the intermediate feature of the fourth layer, Pout

4 is the output feature of the
fourth layer, Conv represents the convolution operation and resize represents the up-
sampling or down-sampling operation. Parameters and operations are shown in Figure 8.
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2.4.3. Loss Algorithm

The loss function of the YOLOv7 model consists of three parts: localization loss (Lbox),
confidence loss (Lobj), and classification loss (Lcls). Among them, the confidence loss and
classification loss functions use binary cross-entropy loss, and the localization loss uses
the CIoU loss function. The total loss is the weighted sum of the three losses. In this
paper, α-CIOU [39] was chosen to replace Lbox as the regression loss of the prediction
box. Unlike GIOU, α-CIOU considers the overlap rate and centroid distance between the
real and the prediction box and introduces the parameter α based on CIOU to solve the
degradation problem of GIOU to IOU. The formula of α-CIOU is shown in Equation (6).
Moreover, the detection head had more flexibility in achieving the regression accuracy
of the prediction box at different scales and reducing the noise on the regression of the
prediction box interference after introducing the parameter α.

Lα−CIOU = 1−
(

IOUα − Distance22α

DistanceC2α
− v2α

((1− IOU) + v)α

)
(6)

where v is the aspect ratio consistency parameter defined as in Equation (7)

v =
4

π2

(
arctan

wgt

hgt − arctan
wp

hp

)2

(7)

From Equation (7), it can be seen that adding the exponent α increases the gradient
of Lα−CIOU to accelerate the convergence of the network when α > 1. α is not sensitive to
different datasets for different models. The gradient decreased significantly when α = 3,
and the best-trained model was obtained [39]. Therefore, α was set as 3 in this paper.

2.5. Experimental Setup and Evaluation Metrics

In this paper, the relationship between external morphological characteristics and the
sex of chicken eggs was analyzed via SPSS version 26.0. blood vessel image experiments
were conducted in Ubuntu 18.04 OS. We used Python 3.7 (version 3.7.14), Pytorch (ver-
sion 1.12.1), and CUDA (version 11.2) for the YOLOv7 training. The Intel Core i9-10900X
CPU, TITAN RTX (24G) GPU, and 16 GB RAM were utilized for the detection model
training. The size of all images used for training in this experiment was 640 × 640, the
batch size was 16, and epochs were 1000 times.

In this paper, we used precision (P), recall (R), average precision (AP), mean average
precision (mAP), accuracy (Acc), processing time, and model size as the evaluation metrics
for the sex identification algorithm of chicken eggs. The experimental results encapsulated
four outcomes, True Positive (TP) refers to manually marked blood vessels being classified
correctly, and False Positive (FP) means the object incorrectly detected as blood vessels.
True Negative (TN) is to the negative samples with negative system prediction. Finally, a
false Negative (FN) reflects missed blood vessels.

P =
TP

TP + FP
(8)

R =
TP

TP + FN
(9)

AP =
∫ 1

0
P(R)dR (10)

mAP =
∑C

i=1 APi

2
(11)

Acc =
TP + TN

TN + TP + FN + FP
(12)
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3. Results and Discussion
3.1. Relationship between External Morphological Characteristics and Sex of Chicken Eggs

External morphology feature measurements and analysis became a common and
popular method or tool for classifying and predicting outputs in poultry eggs [40]. In
previous studies, the measurement of eggshell shape characteristics was adopted as a rapid
and non-destructive method to distinguish between male and female eggs [41–44]. In
our experiment, 1008 eggs were selected at different sizes to measure and record weight,
length, and width before incubation, and finally, 936 eggs (472 female and 464 male) were
successfully hatched. The correlation between external morphological characteristics and
the sex of chicken eggs was investigated by measuring and calculating the length, width,
shape index, weight, and eccentricity. Shape index and eccentricity were calculated by
Equations (13) and (14), respectively.

Shape index =
Length
Width

(13)

Eccentricity =

√
(Length/2)2 − (Width/2)2

Length/2
(14)

All external morphological parameters were normally distributed (p > 0.05). The mean
and standard deviation of external morphological parameters of chicken eggs are shown in
Table 3. The box line diagram of external morphological parameters distribution is shown
in Figure 9. The length values for female samples range from 49.34 to 60.51. The average
length for female eggs is 55.2755. For male eggs, the calculated average length value in this
batch is 54.9282, ranging from 49.36 to 60.10. On average, male eggs have length values
that are relatively lower than the length values of their female counterpart by about 0.628%.
In addition, several studies used eccentricity to determine a specific threshold value to
separate male and female eggs [42]. According to the statistics in this study, the eccentricity
of female eggs ranges from 0.5276 to 0.7348, and the average value is 0.6326. On the other
hand, the calculated average eccentricity value for the male eggs is 0.6279, ranging from
0.5256 to 0.7671. The average eccentricity value of male eggs is only about 0.743%, relatively
lower than that of female eggs. On average, male eggs have eccentricity values that are
somewhat lower than the eccentricity values of their female counterpart by about 0.743%.

Table 3. Mean and standard deviation of morphological parameters of chicken eggs.

Class Length Width Shape Index Weight Eccentricity

Female 55.2755 ± 2.3654 42.7008 ± 1.5772 1.2948 ± 0.0465 56.9026 ± 5.7508 0.6326 ± 0.0343
Male 54.9282 ± 2.1884 42.6404 ± 1.5810 1.2890 ± 0.0494 56.4981 ± 5.1345 0.6279 ± 0.0362

The collected data were analyzed to determine the relationship between external mor-
phological parameters and sex using Spearman rank correlation coefficients in Statistical
Package for Social Sciences (SPSS version 26.0) software. The Spearman rank correlation
coefficients were −0.040 (p = 0.471), 0.024 (p = 0.471), −0.090 (p = 0.859), 0.010 (p = 0.105),
and 0.021 (p = 0.352) between length, width, shape index, weight, eccentricity, and sex, re-
spectively. The results showed that the five parameters did not differ significantly between
male and female eggs, which is consistent with the literature of Imholt [45]. Therefore, the
morphological measurements of pre-hatched eggs might not indicate the sex of hatching
chicks. However, this study focuses on the external characteristic or morphology features
extraction of Jingfen No. 6 chicken eggs. Since there are no external differences between
male and female eggs, the sex identification model we proposed will focus on the internal
features of the blood vessels of chicken embryos.
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3.2. Algorithm Performance Evaluation
3.2.1. Results of Different Incubation Days

To verify an optimal day of incubation for blood vessel recognition and sex identifi-
cation of chicken embryos, the improved YOLOv7 model was trained using the datasets
of blood vessel images collected on days 3, days 4, and days 5 of incubation, respectively.
After the training, the loss value was plotted through the curve, where the training process
can be directly observed. Figure 10 depicts the loss curves of the improved YOLOv7 based
on the blood vessel images from days 3 to 5 of incubation during the training and validation
process. It can be seen from Figure 10 that the parameters tend to be stable after the network
is trained about 800 times, and the loss value of the improved YOLOv7 decreases to about
0.04, 0.03, and 0.08, respectively. The analysis of the convergence of loss function shows
that the improved YOLOv7 network based on days 4 of incubation outperforms that of
days three and 4 in terms of convergence speed, indicating a relatively ideal training result.
The performance comparison of sex determination from days 3 to days 5 of incubation is
shown in Table 4.
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Table 4. Performance comparison of sex identification of chicken eggs at different days of incubation.

Incubation
Day Class Acc

(%)
P

(%)
R

(%)
AP
(%)

mAP
(%)

Day 3 Female 87.68 88.60 89.05 86.05
85.81Male 86.43 87.17 88.23 85.57

Day 4 Female 90.32 93.21 83.39 89.67
88.79Male 88.18 95.36 82.01 87.91

Day 5 Female 85.23 83.60 81.39 84.73
82.29Male 84.12 78.27 80.64 79.85

As shown in Table 4, the highest mAP for sex identification was 88.79% on day 4 of
chicken egg incubation, which was 2.98% and 6.50% higher than that of datasets collected
on days three and 5 of incubation, respectively. On day 3 of incubation, the blood vessels
start to develop within a smaller area with fewer features. On day 4 of incubation, the
blood vessels developed rapidly and covered one side of the breeder egg. The blood vessels
cover over half of the egg on day 5 of incubation which contains complex features. Among
the three days of incubation, the mAP of sex identification on day 5 of incubation was
the lowest, probably due to the complex texture of the blood vessels on day five and the
adhesion of blood vessels to the eggshell membrane. From the perspective of practical
industrial applications, it is feasible to use embryonic vessel images of days 4 to construct a
sex identification model for chicken eggs.

3.2.2. Impact of YOLOv7 Improvements on Sex Identification of Chicken Eggs

To further verify the effectiveness of the improved YOLOv7 algorithm in the sex
identification of chicken eggs under the same experimental conditions, it is compared with
the original YOLOv7 algorithm target detection algorithm. Four sets of ablation tests were
conducted to analyze the effects of the CBAM attention module and BiFPN feature fusion
on the sex identification results of chicken eggs. The results of the relevant ablation tests
are shown in Table 5.

Table 5. Contribution of different modules to the YOLOv7 network.

Module Exp No. 1 Exp No. 2 Exp No. 3 Exp No. 4

CBAM ×
√

×
√

BiFPN × ×
√ √

mAP (%) 84.82 87.11 86.65 88.28

Compared with the original YOLOv7, the improved YOLOv7 introduces the CBAM
attention mechanism with feature fusion, extracts, and aggregates features from multiple
scales, making the global and local features fully fused and enhancing the feature expression
ability of the network. For verifying the effectiveness of the CBAM attention module, the
CBAM module was added before the first CBS in the backbone of the original YOLOv7
model. As shown in Table 4, the mAP was 87.11%, which was an improvement of 2.29%
after the improvement with CBAM attention only, indicating that the introduction of the
CBAM attention module to distinguish the importance between channel features has a
contribution to building a better sex identification model of chicken eggs. To explore the
effectiveness of the BiFPN feature fusion, the neck part was improved by the feature fusion
network. The experiments showed that introducing the BiFPN improved the mAP of the
model by 1.83%. The above results indicated that the combination of the CBAM attention
mechanism and BiFPN function to improve YOLOv7 in this study was effective and reliable.
After adding the CBAM attention mechanism and BiFPN feature fusion, the performance
was improved, and the mAP increased from 84.82% to 88.28%, increasing by 3.46%. The
Precision-recall curve comparison results of original and improved YOLOv7 algorithms
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are shown in Figure 11. It can be seen from the figure that the precision-recall curve of the
improved YOLOv7 model is better than that original YOLOv7.
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3.3. Comparison of Different Object Detection Algorithms

To evaluate the performance of the proposed sex identification algorithm, a compari-
son of four deep learning models, including faster RCNN, SSD, YOLOv5, and improved
YOLOv7, was conducted with data modeling and analysis. The experiment used blood
vessel images from day 4 of incubation to train the models and tried to keep the hyper-
parameters consistent during training. The test set was adopted to evaluate the model
performance. The sex detection results of male eggs using the above models are shown
in Figure 12. As can be seen, four sex identification models are better at detecting blood
vessel regions. Faster R-CNN has false detection on day four and day 5 of incubation. SSD
has missed the blood vessel region. YOLO models can more accurately identify the blood
vessel region and differentiate between genders.
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The P, R, AP, mAP, processing time, and model size of the above target detection
models for sex identification of chicken embryos are shown in Table 6. Among the four
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target detection models, the mAP of SSD and Faster R-CNN was only 56.30% and 71.62%,
respectively. Compared with SSD and Faster R-CNN networks, YOLOv5 and improved
YOLOv7 networks achieved better performance. The mAP value of improved YOLOv7
increased by 5.97% compared with the original YOLOv5 and significantly improved the
performance of detecting the blood vessel of chicken embryos. The comparison results
show that the proposed algorithm has higher P, R, AP, and mAP values and stronger
detection ability for blood vessel detection and classification.

Table 6. Performance comparison of five detection algorithms.

Algorithm P
(%)

R
(%)

AP
(%)

mAP
(%) Processing Time (ms) Model Size (MB)

Faster R-CNN 45.62 89.73 73.88 71.62 52.63 118.60
SSD 36.10 82.41 58.49 56.30 8.40 97.30

YOLOv5 92.23 82.58 84.66 82.83 31.25 15.90
Ours 94.05 85.12 89.61 88.79 23.90 11.80

Moreover, the processing time per image takes 23.90 ms using our method, which is
7.35 ms lower than YOLOv5. The results indicated that our method could meet the demand
for real-time sex determination of chicken embryos. In addition, the size of the improved
model increased by 1.7 MB but is still the smallest in these models. Overall, the proposed
model achieved better performance for the sex determination of chicken embryos.

3.4. Comparison with Existing Research

Several studies have investigated sex identification methods using blood vessel im-
ages of chicken eggs. A performance comparison has been made between the proposed
algorithm and existing studies in the accuracy of sex determination based on blood vessel
images, and the results are given in Table 7.

Table 7. Performance comparison with sex identification approaches using blood vessel images.

Reference Method Number of Eggs Acc (%) Processing Time (s)

Tang et al. [16] GA-BPNN 180 82.80 -
Zhu et al. [17] HOG-DBN 186 83.33 -
Zhu et al. [18] RF-DS 566 88.00 2.843

Ours YOLOv7-CBAM-BiFPN 2844 89.25 0.023

Our proposed model has the highest average accuracy of 89.25%, with 90.32% and
88.18% for female and male eggs, respectively. Moreover, the proposed method has a
shorter discrimination time for sex identification of chicken embryos based on the improved
YOLOv7 compared to previous studies. Experimental results and a detailed comparative
analysis of all methods demonstrated the superiority of the YOLOv7 model. Therefore, the
comparison cleared that the improved model identified in this study has advantages in
terms of detection accuracy, efficiency, and stability for sex identification during incubation.
Most earlier methods were evaluated using limited data, and the actual test set contained a
relatively small number of egg samples.

Meanwhile, all egg samples were incubated in the laboratory in previous studies.
In our study, all images in our created dataset were collected from a large-scale breeder
hatchery with balanced data, where the experimental procedure was more in line with farm
norms which can provide a practical reference for future studies. Extensive experiments
were conducted on a relatively large dataset by considering several factors to determine
the best-performing model for the sex identification of chicken embryos.

The proposed sex identification model of chicken embryos could be embedded into an
automatic egg candling machine to identify chicken embryos on day 4 of incubation. Also,
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sex identification could be achieved by modifying the incubation facility and adding image
sensors and edge computing equipment. The study’s weakness is that it is insufficiently
accurate to meet the actual accuracy requirements of current poultry farms. In the future,
we intend to improve and validate our method using multi-sensing techniques that combine
large datasets. It should also be noted that the eggshell quality screening, egg storage,
and incubation were under the hatchery standard. The performance of the proposed sex
identification model for different incubation conditions, egg storage duration, and eggshell
quality should be further validated. In addition, the eggs selected in our study were good
eggshell quality. Dark spots or sandy shells might affect the image recognition effect, which
needs further study.

4. Conclusions

Early and non-destructive sex identification of chicken eggs is a huge challenge for the
poultry industry. In this study, a method based on blood vessel images and an improved
YOLOv7 deep learning algorithm for the sex identification of chicken eggs was proposed
and validated on a specie in a hatchery. A machine vision image acquisition platform was
constructed to acquire blood vessel images from day 3 to day 5 of incubation. The CBAM
attention mechanism and BiFPN were introduced to improve the YOLOv7 deep learning
algorithm. The test results showed that the mAP of the algorithm was 3.46% higher than
the original YOLOv7. A comparison with typical image recognition algorithms indicated
that the accuracy of our study was higher than Faster R-CNN, SSD, and YOLOv5 to verify
its accuracy and robustness for the sex identification of chicken eggs.

Further, the improved YOLOv7 was used to construct the sex identification models
for chicken embryos on day 3, day 4, and day 5 of incubation, respectively. The mAP
reached 88.79% on day 4 of incubation, with the correct discrimination rate of 87.91%
for male samples and 89.67% for female eggs. The results of this study show that the
combination of deep learning and blood vessel images can identify the sex of chicken
embryos. Future work will focus on time-varying methods for the sex identification of
chicken eggs and combine them with other non-destructive methods, such as near-infrared
and hyper-spectral, to improve the sex identification accuracy. Different species, different
days of preservation, different hatching conditions, and different shell qualities also need
to be considered in further experiments.
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