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Abstract: Stacked cage is the main breeding method of the large-scale farm in China. In broiler farms,
dead broiler inspection is a routine task in the breeding process. It refers to the manual inspection
of all cages and removal of dead broilers in the broiler house by the breeders every day. However,
as the total amount of broilers is huge, the inspection work is not only time-consuming but also
laborious. Therefore, a dead broiler inspection system is constructed in this study to replace the
manual inspection work. It mainly consists of an autonomous inspection platform and a dead broiler
detection model. The automatic inspection platform performs inspections at the speed of 0.2 m/s in
the broiler house aisle, and simultaneously collects images of the four-layer broilers. The images are
sent to a server and processed by a dead broiler detection model, which was developed based on the
YOLOv3 network. A mosaic augment, the Swish function, an spatial pyramid pooling (SPP) module,
and complete intersection over union (CIoU) loss are used to improve the YOLOv3 performance. It
achieves a 98.6% mean average precision (intersection of union (IoU) = 0.5) and can process images
at 0.007 s per frame. The dead broiler detection model is robust to broilers of different ages and
can adapt to different lighting conditions. It is deployed on the server with a human–machine
interface. By observing the processing results using the human–machine interface, the breeders could
directly find the cage position of dead broilers and remove them, which could reduce the workload
of breeders and promote the intelligent development of poultry breeding.

Keywords: stacked cage; inspection platform; YOLOv3; CIoU loss; dead broiler; positioning

1. Introduction

The broiler breeding industry is an essential part of animal husbandry. With the
increase in the global population, the demand for poultry products is increasing. China is
a country with a large population, poultry products in China has always been in a high
demand. Unlike Europe and the United States, intensive breeding is still the dominant
poultry breeding method in China. In recent years, agriculture in China has been develop-
ing towards mechanization, automation, and intelligence. Smart farming is an emerging
concept that refers to managing farms using technologies such as the Internet of Things
(IoT), robotics, drones, and artificial intelligence (AI) to increase the quantity and quality
of products while optimizing the human labor required by production [1]. In the poultry
breeding house, most of the breeding process has been automated, such as feeding, drink-
ing, and manure cleaning. However, there are still some breeding processes that need to be
mechanized and automated, such as the monitoring and management of the environment,
the weighing of poultry, and the detection of sick and dead poultry individuals [2].

Death and disease are the crucial issues in broiler breeding. In large-scale and intensive
broiler breeding farms, the frequent occurrence of poultry diseases and death will lead
to substantial economic losses and welfare problems. According to our experience, dead
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broilers will rot and stink after a certain amount of time, which may give rise to the
cross-infection of disease in the broiler flock and reduce broiler welfare. Infected broilers
are simply slaughtered to prevent the spread of disease and further economic damage.
Therefore, reducing the negative impact of the dead broiler and such a disease outbreak
has drawn significant attention [3]. Removing the dead broilers from the flock in time
can minimize the spread of disease and constrain the economic costs as much as possible.
In a large-scale broiler farm, broiler breeders need to observe each cage and manually
remove dead broilers on the basis of their breeding experience every day. As there are
thousands of cages within a poultry house, the inspection work is time-consuming and
laborious [4]. Especially in a stacked-cage broiler house, it is dangerous for the breeders
to inspect the broiler cages in the third and fourth layers. Moreover, the small particles
and irritant gas produced by broilers and manure are harmful to the breeders. Therefore,
replacing the manual inspection work with automation is vital in reducing economic losses
and improving farmers’ welfare.

In recent years, machine learning and digital image processing have been widely used
in the study of animal behavior [5–9]. Researchers have utilized machine learning and
image analysis schemes to identify the health of chickens. Some researchers have used the
supervised classifiers to classify the 2D posture shape descriptors and mobility features of
the walking broilers to analyze broiler lameness or Newcastle disease [10–13]. Accordingly,
other researchers have analyzed the posture of broilers based on the skeleton feature for
the early detection of sick broilers, and developed a sick-broiler detection method based
on deep learning [14–16]. Furthermore, the broiler chicken flocks’ activity levels and
optical flow changes have been found to correlate significantly with leg disease in broiler
chickens flocks [17–20]; the activity level and optical flow of flocks can also be used in the
disease prediction.

There are also some existing studies which have utilized machine learning methods
to identify dead broiler chickens. Zhu et al. [21] used the support vector machines (SVM)
classifier to classify the extracted features of chicken cockscomb and leg to identify dead
chickens. Li et al. [22] designed and constructed a chicken inspection robot to monitor
the chickens in the farm. The chicken inspection robot could walk in the corridor of the
chicken house and monitor chickens’ health and behavior with similar methods in real
time. Bao et al. [23] proposed a sensor detection method to detect sick and dead chickens:
by fastening a foot ring on each chicken, the three-dimensional displacement of chickens
was analyzed with a machine-learning classification method to detect the dead and sick
chickens in the flocks. Liu et al. [24] developed a small removal system for dead chickens
for a Taiwanese poultry house, which could walk in the flat chicken house and collect
dead chickens automatically. It had dimensions of 1.038 × 0.36 × 0.5 m and could remove
two dead chickens in a single operation. The system identified the dead chickens through
deep learning based on the YOLOv4 network, and achieved a good precision. The existing
studies mainly focused on the detection of dead chickens in flat breeding and single-layer-
cage breeding. The extension to death detection in stacked-cage broilers remained unclear.
As stacked cage is the main method of broiler breeding in China, and it is also the place
where automation is most urgently needed, it is necessary to realize the automatic detection
of dead broilers in a stacked-cage broiler breeding house. This study aims to develop a
method to detect dead broilers in an intensive stacked-cage broiler house automatically.
An autonomous inspection platform was developed in this study, which could walk in the
broiler house and capture images for each of the cages. A broiler detection model based on
the improved-YOLOv3 was deployed on the server to process the images and identify the
dead broilers in the flocks. The detection results were stored in an excel format and could
be checked in the human–machine interface. With this method, the breeding staff could
check the results to know the position of dead broilers without observing the cages one by
one, which could further reduce the labor burden of the breeders.
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2. Materials and Methods
2.1. Autonomous Inspection Platform
2.1.1. Configuration of the Platform

In order to automatically collect images of the broiler flocks, an autonomous inspection
platform was designed for the stacked-cage broiler house. It could automatically navigate
and capture images in the poultry house. The structure of the platform is illustrated in
Figure 1. It has a total length, width, and height of 53, 47, and 310 cm and is mainly
composed of a walking system with camera sensors mounted on it.
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Figure 1. The autonomous inspection platform. (a) Schematic. (b) Experimental setup. Figure 1. The autonomous inspection platform. (a) Schematic. (b) Experimental setup.

As the autonomous inspection platform mainly walks in the cement aisle of the broiler
house, the walking system is designed as a wheeled self-propelled vehicle. For stability
and to implement steering in the aisle, the vehicle adopts two 8-inch pneumatic tires as
driving wheels and two 4-inch universal wheels. Two DC servo motors (MD60, Wheel-
tec Co., Ltd, Guangzhou, China) are used as the drive and controlled by a motor drive
module (WSDC2412D, Wheeltec Co., Ltd, Guangzhou, China). To control the vehicle, a
computer (Dell OptiPlex 7090MFF, Dell Inc., Xiamen, China), motor controller (STM32,
STMicroelectronics, Shanghai, China), and magnetic navigation sensor (D-MNSVimah6-
X16, Guangzhou LENET Technology Co., Ltd, Guangzhou, China) are mounted on the
platform. A 24-V battery is used to provide power for the entire system. Voltage transform-
ers convert the voltage of the 24-V battery to the voltage required by the other components.
The magnetic navigation sensor is installed under the front of the vehicle to read the mag-
netic strip for navigation and positioning. Others are placed in the body of the vehicle.
As the main task of the platform is image acquisition, a hollow carbon fiber mast with an
internal diameter of 52 mm and an external diameter of 60 mm is fixed on the vehicle. Four
charge coupled device (CCD)cameras (Sony XCG-CG240C, Sony Corporation, Shanghai,
China) tilted down 60 degrees horizontally are then attached on the mast by connectors
which are 3D printed. Table 1shows the parameters of the camera and lens. The heights of
the cameras are set to 93.5, 171.5, 244.0, and 308.5 cm separately to monitor four layers of
the broilers at the same time. They are adjusted manually to ensure the quality of images.



Agriculture 2022, 12, 1176 4 of 16

Table 1. Parameters of the camera and lens.

Camera Sony XCG-CG240C

Imaging sensor 1/1.2-type Global Shutter CMOS
Camera resolution GigE Vision® Version 1.2/2.0

Output pixels (H × V) 1920 × 1200
Lens Ricoh FL-CC0614A-2M

Focus length 6.0 mm
Aperture F1.4–F16.0

Horizontal angle of view 71.2◦

2.1.2. Software and Control Procedure

The industrial computer, with an Ubuntu 18.04 and Robot Operation System 2 (ROS),
is the control center of the platform, which can be remote-controlled through the wireless
router (Huawei AX3pro, Huawei Device Co., Ltd, Guangzhou, China). The ROS is used to
receive, process, and send data with all peripherals. Figure 2 shows a computation graph of
the ROS. Nodes are contained in the ellipse shapes. Each node in the graph is responsible
for a single module purpose, such as the camera_capture_node for controlling the camera
and the meg_sensor node for controlling the magnetic sensor. Message exchange between
the nodes is realized by publishing and subscribing topics. In this graph, topics between
two nodes are displayed on their links. Take the vehicle_control_node as an example, the
vehicle_control_node subscribes the odom topic from the motion control node to acquire
the odometer data, and subscribes the meg_strip topic from the meg_sensoring node to
confirm the magnetic sensor data. The robot_node subscribes the tape_info topic, which
includes the waypoint data. The interpretation of each node and topic is shown in Table 2.
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Table 2. Interpretation of nodes and topics.

Node Name Description Topic Name Description

Velocity_smoother Smooth and limit the velocity Smoother_cmd_vel Smoothed output velocity data
Camera_capture_node Image acquisition Cam_capture Image acquisition command
Vehicle_control_node Behavior of the vehicle Tape_info Waypoint data

Meg_sensoring Magnetic navigation Meg_strip Magnetic sensor data
Wheeltec_robot Behavior of the motors Odom Odometer data

Robot_node Behavior of the platform Cmd_vel Velocity data
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Figure 3 illustrates the flowchart of the inspection procedure. After turning the switch
on at the start point, the magnetic navigation sensor identifies the magnetic guide strip laid
in advance on the aisle. While driving, the platform drives from one waypoint to another
along the magnetic strip, the industrial computer receives and processes feedback from
the magnetic navigation sensor and determines whether it has reached an image capture
waypoint according to the waypoint list. If an image capture waypoint is detected, the
platform will stop and capture images of the broiler flock, otherwise, the platform will
continue to drive. If the platform detects the last waypoint in the aisle, the platform will
turn in place and inspect the broiler flocks on the other side. Eventually, the platform
returns to the original position. In multiple-channel inspection, the same procedure is used
but with additional steps for two 90-degree turns.
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2.2. Dead Broiler Detection Model
2.2.1. YOLOv3 Network Structure

YOLOv3 [25] is a one-staged object detection network, it has the advantage of a fast
detection speed and ease of deployment. Figure 4 shows the structure of the YOLOv3
network. The structure of the YOLOv3 network can be divided into three parts: backbone,
neck, and head. YOLOv3 uses the darknet-53 network as its backbone to extract features,
which mainly consists of several convolution (conv) and residual (res) modules. Each conv
layer contains a convolution operation (conv2d), batch normalization (BN) operation, and
leaky rectified linear unit (Leaky ReLU)operation; two conv layers and a shortcut operation
constitute the res layer. In the neck part, a feature pyramid network (FPN) is selected. The
FPN structure mainly utilizes two up-sampling operations to fuse the features generated
by the backbone. It will generate three feature maps with different scales to the detection
head. The height, width, and channel of the feature maps are 19 × 19 × 21, 38 × 38 × 21,
and 76 × 76 × 21, respectively. In the detection head, the YOLOv3 network predicts boxes
at three different scales on these feature maps. The object loss and classification loss of the
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predicted and target boxes are calculated with the binary cross-entropy loss function; the
coordinate loss is calculated with a mean square error loss function.
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2.2.2. Improvement of the YOLOv3 Network

Mosaic enhancement: Mosaic enhancement refers to the random selection of four
images for zooming and stitching, which not only enriches the dataset but also reduces the
consumption of graphic processing unit (GPU) computing.

Swish: An activation function was the function added to the neural network which has
a significant effect on the training dynamics and task performance. Sigmoid, Tanh, rectified
linear unit (ReLU), Leaky ReLU, and parametric rectified linear unit (PReLU) are generally
used activation functions in convolutional neural network (CNN). In the YOLOv3 network,
the LReLU was used as the activation function to solve the gradient disappearance problem
of the ReLU function. The graph of the LReLU is plotted in Figure 5a. In this study, Swish
was selected instead of the LReLU activation function [26]. The Swish function is defined
as below:

σ(χ) = χ ∗ σ(βχ) =
χ

1 + e−βχ
(1)

where σ(z) = (1 + exp(−z))−1 is the sigmoid function and β is either a constant or a
trainable parameter. If β = 1, Swish is equivalent to the sigmoid-weighted linear unit.
If β = 0, Swish becomes the scaled linear function. As β → ∞, the sigmoid component
approaches a 0–1 function. The graph of the Swish is plot in Figure 5b. Swish is smooth
and nonmonotonic. It could achieve a stronger performance than ReLU, LReLU, or PReL.
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SPP: The SPP module was first proposed by He et al. [27]. In this study, the structure
of the SPP module is a concatenation of max-pooling outputs with kernel size k × k, where
k = {1; 5; 9; 13}, and the stride is equal to 1, which could effectively increase the receptive
field and distinguish the most significant context features. The SPP module reduces the
information loss in the up-sampling process of the network and integrates features of
different sizes, which can improve the model’s ability to identify objects of different sizes.

CIoU loss: In the YOLOv3 network, the binary cross-entropy loss function is used to
calculate the classification and confidence loss, and the mean square error loss function
is employed to calculate the center coordinates’ loss and width and height coordinate
loss. In this study, CIoU loss is used to replace the original loss function [28]. The CIoU
loss considers the overlap area, central point distance, and aspect ratio of the bounding
boxes, which could lead to a faster convergence and better performance, as presented in
Equations (2)–(4).

LossCIOU = 1− IoU +
d2

c2 + αv (2)

v =
4

π2

(
arctan

wgt

hgt − arctan
w
h

)2

(3)

α =
v

(1− IoU) + v
(4)

where IoU is the intersection and union ratio of the predicted box and the target box, c is
the diagonal length of the smallest enclosing box covering two boxes. W, h are the width
and height of the predicted box, wgt, hgt are the width and height of the target box, and d is
the box center distance of the predicted box and target box.

2.2.3. Model Training and Evaluation

All experiments were performed on an Intel(R) Core (TM) i7-9700k 3.60GHz CPU
(16 GB RAM) with a GeForce RTX 2080GPU (8 GB VRAM). The software environment
was Windows 10, Cuda 10.2, and Pytorch 1.6. Since the broiler was similar to the bird
of the MS COCO data set, we exploited the pretrained weight on the MS COCO data
set to apply transfer learning, significantly reducing the training time and improving the
detection accuracy. The training set had a batch size of 4, an initial learning rate of 0.01,
and 300 epochs.

To evaluate the model’s detection performance, this work utilizes the precision (P),
recall (R), average precision (AP), and mean average precision (mAP) evaluation indexes,
defined in Equations (5)–(8). Precision is the proportion of correctly predicted samples in
the predicted positive samples, recall is the proportion of predicted positive samples in the
positive samples, and average precision is the area under the P-R curve with recall as the
abscissa and precision as ordinate [29].

P =
TP

FP+TP
(5)

R =
TP

TP + FN
(6)

AP =
∫ 1

0
P(R)dR (7)

mAP =
AP
C

(8)

where TP is the number of positive samples correctly predicted, FP is the number of positive
samples wrongly predicted, FN is the number of negative samples wrongly predicted, and
C is the number of classes.
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2.2.4. Experimental Environment

Experiment was conducted in Minhe Farming Co., Ltd., Yantai City, Shandong
Province, China. The broilers were reared in stacked-cage houses, with 1632 sets of cages.
The broiler house adopted four overlapping layers, up and down, comprising eight layers.
Each cage was 240 cm long, 150 cm wide, and 37 cm high and was equipped with an
incandescent lamp, feeding trays, nipple drinkers, and conveyor-type manure cleaning
devices. The light intensity inside the cage ranged from 1.2 to 18.0 lux. Screw feeders
automatically supplied food in the feeding trays, and a water pipe supplied water to the
nipple drinkers throughout the day. About 70 broilers of the Ross308 breed were reared in
each cage.

2.2.5. Dataset

The dataset was collected from 1 October to 30 October 2020 and 1 August to 30 August
2021. From 1 October to 30 October 2020, the images were manually collected from the
cages on the first and second layer of the first floor between 07:00 and 10:00 every morning.
Equipment included a Sony camera with a fixed focus lens, a 12 V lithium battery, a tripod,
and a laptop computer. The camera was fixed on the tripod and powered by a 12-V battery.
The image acquisition software “XCCamViewer” was used to control and adjust the camera.
The equipment was set up in a quarter of the broiler cage to capture images of broiler
flocks. During this period, the experiment mainly collected images with dead broilers as the
training dataset. From 1 August to 30 August 2021, the autonomous inspection platform
inspected the broiler house and captured images at each image acquisition waypoint.
Figure 6 shows the image acquisition waypoint in the aisle, each waypoint was located
in a quarter of the cages. The platform simultaneously collected images of four layers of
cages in the selected aisle. Images collected during this period were used to supplement
and validate the dead broiler detection model.
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Figure 6. Image acquisition waypoint in an aisle.

A total of 1310 images (1920 × 1200 pixels) in jpg format were selected for annotation,
among which 626 images were selected from manual collection and 694 images from
autonomous inspection platform collection. Images were manually annotated utilizing
the “LabelImg” tool (Version 1.8.0) The dead broilers were labeled as “dead” and the
remaining ones as “live”. Data augmentation involved vertically and horizontally flipping
and randomly changing the brightness, contrast, and saturation to enhance the model’s
recognition ability and decrease over-fitting. Eventually, the dataset was increased to 4493
and divided into a training, validation, and test set (ratio of 8:1:1).

3. Results and Discussion
3.1. Evaluation of the Autonomous Inspection Platform Performance

The walking speed of the platform is of great importance for the inspection work. A
high inspection speed will cause the inaccurate positioning of the platform, blurred images,
and even disturbing the broiler flocks, which is not expected. However, a lower speed is
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also not desired. As the inspection time is limited, a lower speed will lead to the inefficiency
of the platform. Thus, a suitable inspection speed of the platform is very important for
stable driving and image acquisition. After several experiments in the broiler house, the
walking speed of the platform was determined to be 0.2 m/s, which was equivalent to a
quarter of the walking speed of people. During the inspection, the platform stopped at a
quarter of each cage, and each camera captured three images at an interval of 5 s. Therefore,
it took 38 s to capture images of four layers of cages simultaneously, and a total of 24 images
were captured by the four cameras.

The accuracy of the magnetic navigation has a great impact on the quality of the image
and the position of the platform. Unqualified images and incorrect position information
may lead to a poor and invalid detection result. Hence, a parking experiment was con-
ducted to test the navigation performance. The platform started from a starting point
and drove along the magnetic strip, parking at a distance of 60, 120, 180, or 240 cm away.
Offsets of the platform were recorded manually and are shown in Table 3. The front and
rear offsets of the platform are shown in the left part, ranging from a minimum of 0.6 cm to
a maximum of 3.7 cm, with an average offset of 2.1 cm. Statistical inference did not show
any difference in offset between position distances (p-value > 0.7). All the offsets were
positive in this experiment, this was due to the inertia of the platform causing the platform
to move forward a certain distance when parked. The left and right offsets are shown in
the right part of Table 3, where the minimum offset was 0.3 cm, the maximum offset was
2.3 cm, and the average offset was 1.26 cm, with no significant difference in the left and
right offset between different position distances (p > 0.7). The left and right offset is due to
the magnetic navigation of the platform. When the platform is driving along the magnetic
strip, the magnetic navigation sensor constantly corrects the direction of the platform, so
the platform will produce left and right offsets when parked.

Table 3. Deviations of the platform.

Offset Front and Rear/cm Left and Right/cm

60 120 180 240 60 120 180 240
1 +0.8 +3.1 +2.6 +1.5 −1.3 +1.8 +1.6 +0.9
2 +2.5 +1.1 +1.7 +0.6 +2.1 −1.3 +1.2 +0.7
3 +0.6 +0.9 +2.2 +2.3 −1.5 +0.6 −1.8 +1.3
4 +1.3 +2.3 +0.7 +3.7 +1.7 +2.1 +0.6 −1.1
5 +0.7 +3.4 +3.1 +0.9 +1.6 −1.8 −0.3 −0.3
6 +5.1 +3.6 +4.2 +1.4 −1.8 +1.6 +0.5 +1.2
7 +3.2 +1.5 +1.6 +2.3 +1.6 −1.3 +1.1 −0.5
8 +3.5 +2.8 +3.7 +0.8 +1.1 +2.2 −1.2 +0.7
9 +1.4 +0.7 +2.5 +1.6 +1.3 −0.5 −1.5 +1.9

10 +0.9 +1.3 +0.8 +2.1 −0.6 +1.5 +0.7 +2.3

3.2. Evaluation of the Dead Broiler Detection Model
3.2.1. Evaluation of Improved-YOLOv3 Models

Table 4 presents the precision, recall, and mAP of the YOLOv3 and improved-YOLOv3
models. The precision, recall, and average precision of the improved-YOLOv3 model
on dead broilers were 97.0%, 97.0%, and 98.2%, higher than those of YOLOv3 by 22.4%,
3.5%, and 5.5%, respectively. The precision, recall, and average precision of the improved-
YOLOv3 model on live broilers were 93.1%, 96.7%, and 99.0%, which were 16.5%, 3.4%,
and 8.7% higher than those of the YOLOv3 model. Processing an image with the improved-
YOLOv3 model only took 0.007 s, which was faster than the YOLOv3 model. Figure 7
shows the mAP curve of the improved-YOLOv3 and YOLOv3 models; the improved-
YOLOv3 model converged at about 25 epochs and had a faster convergence rate than the
YOLOv3 model. In addition, the improved-YOLOv3 model achieved a mAP of 98.6%,
higher than that of the YOLOv3 model. The faster convergence rate and higher index could
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be attributed to the improvement of the activation function and loss function, which led to
an overall improvement of the model.

Table 4. Comparison of the detection models.

Model Class Precision Recall AP mAP

YOLOv3
Dead 79.4% 93.5% 92.7%

91.5%Live 76.6% 93.4% 90.3%

Improved-YOLOv3 Dead 97.0% 97.0% 98.2%
98.6%Live 93.1% 96.7% 99.0%
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3.2.2. Evaluation of the Detection Effect of Broilers at Different Growth Stages

Figure 8 shows the broilers at 6 days old and 36 days old. In the breeding process,
the appearance of the broilers changes greatly with the increase in age. In order to test the
detection performance of the model on broilers of different ages, a total of 222 images from
6 to 40 days were selected and tested by the developed model. As shown in Table 5, the
improved-YOLOv3 model achieved a better detection performance on broilers in different
growth stages than YOLOv3, and could correctly identify dead broilers of different ages.
With the increase in age, the AP of the improved-YOLOv3 model for dead broilers decreased
gradually. This might be explained by two factors. Firstly, in the early inspection work
of the autonomous inspection platform, the young broilers would stay away from the
platform due to the fear of unfamiliar things, which exposed the dead broilers at the edge
of cage. Since there were few broilers in each image, and occlusion between chickens is
rare, the model could easily identify the dead broilers in the early stage (Figure 8a). As the
experiment processed, the broilers acclimated to the environment and no longer exhibited
avoidance behavior. Thus, the background of the dead broiler in an image became more
complicated. Secondly, as the space of the broiler cage was limited, the broilers crowded
each other, causing some dead broilers to be occluded by others (Figure 8b). It was difficult
for the model to identify the full features of broilers, which led to the missing of dead
broilers. As for the detection of live broilers, the AP of the improved-YOLOv3 model of
live broilers did not change significantly with broiler age. This may be attributed to the
number of live broiler samples (40,000) in the dataset which were sufficient to make the
model robust to the live broilers
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Figure 8. Broiler flocks in 6 days old (a) and 36 days old (b).

Table 5. Detection performance (AP) in different growth stage.

Model Class 6–12 Days (20) 13–19 Days (28) 20–26 Days (55) 27–33 Days (62) 34–40 Days (57)

YOLOv3
Dead 86.7% 83.9% 84.2% 55.5% 54.1%
Live 62.5% 72.7% 73.3% 77.6% 74.8%

Improved-YOLOv3 Dead 99.0% 99.4% 100% 97.4% 91.9%
Live 94.6% 92.3% 92.5% 93.3% 92.9%

3.2.3. Evaluation of Model Performance under Different Light Conditions

In this study, the stacked-cage broiler house used incandescent lamps to provide
light for the broilers. Incandescent lamps were installed in the center of the broiler cage,
which made the light intensity high in the center of the cage and low at the edges of
the cage. In addition, due to the properties of the incandescent lamps and the pecking
behavior of broilers, the brightness of an incandescent lamp decreases over time, which
results in variations in light intensity in different cages. Therefore, the brightness of the
collected images was also varied, which required the model to have a good adaptability to
images with different light intensities. Test images with different brightness were randomly
selected in this section. The detection performance of the improved-YOLOv3 model and
YOLOv3 model was tested on these images.

As shown in Figure 9, the dead broilers were located in the center of the image and
labeled by the red anchor boxes. Color and shape were the main features that distinguished
broilers from the background. Too high or too low of a brightness can change the original
features of the image to a certain extent, and affect the detection result. As shown in
Figure 8, the improved-YOLOv3 model successfully identified the dead broilers in both
high and low brightness images, while the YOLOv3 model missed dead broilers in the
low brightness images, which indicated the effectiveness of the improvement. For the
high brightness images, the improved-YOLOv3 model identified 19 live broilers, while the
YOLOv3 model only identified 15 live broilers, missing the broilers in the upper side. This
was likely due to the fact that the broilers in the upper side were relatively small; the SPP
module in the improved-YOLOv3 model could reduce the distortion in the up-sampling
operation and fuse the features of different size, which improved the detection ability of
the model to objects of different sizes. Thus, it could achieve a better performance on
the high brightness images. Additionally, the broilers of the improved-YOLOv3 model
showed a higher confidence compared with the YOLOv3 model. This may be because
the mosaic enhancement enriched the background of the detected object, which means
more samples with a high brightness were generated by the dataset. Thus, the improved-
YOLOv3 model was robust to different brightness and could identify the dead broiler in a
low brightness image.
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3.3. Evaluation of the Dead Broiler Detection System
3.3.1. Analysis of the Detection Result of the Dead Broiler Detection System

The dead broiler detection model was employed on the sever in the broiler house, and
a human–machine interface was developed using pyqt5 and Python language. By using the
human–machine interface, the operator can easily process the image with the developed
broiler detection model and determine the location of the dead broilers. Figure 10 shows
part of the processing result. The detection result of the dead broiler is marked by the red
rectangle. The first column shows the position of the dead broiler in the broiler house,
the second and third columns show the number of dead and live broilers detected by the
model, the fourth column shows if any dead broilers are detected. Breeders only need to
look up the results from the fourth column and then find the corresponding location of
dead broilers from the first column.

The processing results of dead broilers in days 31–36 are shown in Figure 11. An average
of 1664 images were collected and processed each day. Approximately 7–30 dead broilers
were identified by the developed model from days 31–36. Among them, 3–7 live broilers
were mistakenly identified as dead. Most of the correctly detected dead broilers had promi-
nent features of lying on the grid floor with pink or brownish-black breast exposed, and stiff
claws. These dead broilers made up the bulk of the training set. However, there were some
dead broiler samples similar to live broilers in the training dataset as shown in Figure 12a;
it was even difficult to distinguish them during the manual inspection according to our
experience. The developed model learned features of such dead broilers and misidentified
broilers with only partially exposed feathered bodies as dead. As shown in Figure 12b, these
falsely detected dead broilers received a low confidence score, which indicated that this
cohort of falsely detected broilers can be filtered by adjusting the confidence threshold of
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classification but, at the same time, more dead broilers will be missed. Therefore, in order
to further improve the detection performance of the model, the best method was to collect
more dead broiler samples similar to Figure 12a to improve the robustness of the model.
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3.3.2. Analysis of the Defects of the Dead Broiler Detection System

In this study, the proposed dead broiler inspection system could inspect the broiler
flocks and relay the dead broilers’ positions to breeders. Some problems were still found
during the experiment. In the late breeding stage, the manure of broilers increases greatly.
Despite the manure being cleaned with the manure belt once a day, there was still part
of the manure dropped on the aisle due to the design of the manure cleaning belt and
the locomotion of broilers. Manure mixed with cooling water, feathers, and dust particles
covered the magnetic strip or adhered to the tire, sometimes causing the platform to slip
and fail to turn. In this case, we have to remote control the platform to return to the origin
and restart it. Furthermore, in the last few days, the magnetic strip had partially fallen off
in the cleaning process, which led to false navigation and position errors. Attaining a better
fix of the magnetic strip in the aisle of the broiler house was still a problem. Considering the
dead broiler detection model, a higher model accuracy is expected, as any false or missed
dead broiler in the house may lead to the spread of disease in the broiler flock. It can be
also noticed that the image dataset was mainly collected from Ross 308 broilers; thus, the
developed model may not be robust to other breeds of broilers.

The ChickenBoy robot developed by the Big Dutchman company is an analysis robot
that can support the daily tasks of broiler producers. It moves along fixed rails above
the ground and gathers data on climate conditions in the chicken house, distinguishing
dead chickens by applying thermographic images [30]. Nevertheless, the ChickenBoy is
mainly designed for flat-breeding chicken houses and is not suitable for the stacked-cage
culture model for multiple reasons, such as the shielding of cages and multi-layer structures.
However, a fixed rail design in their system may be considered to fix the problem mentioned
above. Liu et al. [24] designed a dead chicken removal system for the flat-breeding chicken
house. The tracked vehicle of the dead chicken removal system reported in their research
seems to be maneuverable while waking on the litter, which is worth considering. The
dead chicken removal system achieves a walking speed of 3.3 cm/s, and could detect dead
chickens in front of the system. In our study, the autonomous inspection platform walks in
the aisle at a speed of 20 cm/s, and inspects four layers of broiler cages synchronously. Our
system is more efficient, despite the image capture interval during inspection.

Occlusions in the broiler house were the main causes of the false and missed detection
of dead broilers in this study. This was mainly due to two reasons, the camera’s posi-
tion and the breeding density. In most studies, the cameras were set directly above the
chickens [7,15,19,31], and the breeding density was relatively low [15,24]. However, as
broilers were reared in stacked cages in this study, the cameras were positioned outside the
cage and the occlusion of the broilers by the feed and water lines was avoided as much
as possible. Thus, the oblique shooting angle resulted in some broilers being obscured
by others. In addition, the high density of stacked-cage broilers (70 broilers/cage), and
the cluster characteristics of broilers make the occlusion more serious [31]. Bao et al. [23]
measured the three-dimensional displacement of the chickens by fastening a foot ring on
each chicken to identify dead and sick chickens in the flock. As the maximum displacement
and three-dimensional total variance of the dead chickens were almost 0, this method could
identify dead chickens in the flock with 100 percent accuracy. However, it did not need
to consider the occlusion problem in the flocks and has obvious drawbacks when used
in large-scale chicken farms. Binding the foot rings to more than 100,000 broilers is even
more laborious than the daily inspection work, and the foot rings may fall off during the
breeding process. Therefore, it is more feasible to use camera and image processing tech-
nology to identify dead broilers in large farms. To further improve dead broiler detection
performance and robustness, it is worth considering the selection of a more optimized
model and collect more samples of different breeds of dead broiler samples.

3.4. Future Work

Currently, most of the functionality of the autonomous inspection platform has been
implemented, but it still needs further improvement to facilitate use. Future work will
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focus on solving the problems mentioned above. In addition, images collected by the
autonomous inspection platform were transferred to the server manually. Uploading
images via wireless internet access or deploying the dead broiler detection model with
the OpenVINO inference engine on a computer (Dell OptiPlex 7090MFF) and uploading
the detection result to the CloudDB will be further explored to make the platform more
automatic and intelligent.

4. Conclusions

In this study, an autonomous inspection platform was designed to capture images
for the stacked-cage broiler house. It had a total length of 53 cm, width of 47 cm, and
height of 310 cm, and was designed as a wheeled self-propelled vehicle. A magnetic
navigation sensor was fixed on the platform to provide navigation and positioning. Four
CCD cameras were mounted on the platform to capture images of four layers of cage
broilers simultaneously. The autonomous inspection platform could walk in the broiler
house aisle at a speed of 0.2 m/s and stop at each image acquisition waypoint to capture
images of the broiler flocks.

A dead broiler detection model was developed with the improved-YOLOv3 network.
The improvement of the YOLOv3 network included mosaic enhancement, the Swish
function, an SPP module, and CIoU loss. The mAP of the dead broiler detection model
was 98.6%, the recall was 96.8%, and the precision was 95.0%. The developed model
could process images at a speed of 0.09 s/frame, and identify broilers of different ages. A
human–machine interface based on the dead broiler detection model was developed and
employed on the sever. Breeders only need to click the buttons successively according to
the prompts on the interface, and the position of dead broilers will be displayed on the
interface in the form of a table.

By using the autonomous inspection platform to collect images of broilers and pro-
cessing the images with the dead broiler detection model, breeders could easily obtain
the location of the dead broilers in the broiler house. In future work, the detection of
dead broilers using thermal infrared images and instance segmentation will be studied.
Moreover, we will continue to develop the platform to enable more functionality, such as
the automatic monitoring of broilers’ welfare, monitoring of the harmful gases, etc.
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