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Abstract: Due to complex environmental factors such as illumination, shading between leaves and
fruits, shading between fruits, and so on, it is a challenging task to quickly identify red jujubes
and count red jujubes in orchards. A counting method of red jujube based on improved YOLOvb5s
was proposed, which realized the fast and accurate detection of red jujubes and reduced the model
scale and estimation error. ShuffleNet V2 was used as the backbone of the model to improve model
detection ability and light the weight. In addition, the Stem, a novel data loading module, was
proposed to prevent the loss of information due to the change in feature map size. PANet was
replaced by BiFPN to enhance the model feature fusion capability and improve the model accuracy.
Finally, the improved YOLOvb5s detection model was used to count red jujubes. The experimental
results showed that the overall performance of the improved model was better than that of YOLOvb5s.
Compared with the YOLOvV5s, the improved model was 6.25% and 8.33% of the original network in
terms of the number of model parameters and model size, and the Precision, Recall, F1-score, AP,
and Fps were improved by 4.3%, 2.0%, 3.1%, 0.6%, and 3.6%, respectively. In addition, RMSE and
MAPE decreased by 20.87% and 5.18%, respectively. Therefore, the improved model has advantages
in memory occupation and recognition accuracy, and the method provides a basis for the estimation
of red jujube yield by vision.

Keywords: count red jujubes; red jujube; improved YOLOv5s; ShuffleNet V2 Unit; Stem; BiFPN

1. Introduction

Chinese red jujube is a kind of characteristic fruit which is famous for its various
nutritional ingredients [1]. With the increasing demand for red jujubes, it is more and more
important to count red jujubes so as to provide a basis for the estimation of jujube yield
through vision. Due to the increasing supply of red jujubes, the count of red jujubes will
play an important role in the planting and production management. Therefore, it is of great
significance to realize the count of red jujubes, and it will help improve the utilization rate
of red jujubes. However, the development of artificial intelligence, it provides a new way
to solve the problem of low fruit production efficiency [2].

It is an important task of orchard management to estimate the fruit yield by counting
the number of fruits. Deep learning has become a potential tool for counting the number
of fruits, and It enables automatic feature extraction from data sets. At the same time, by
extracting the basic parameters of crop growth, intelligent agricultural technology enables
farmers to estimate crop yield, thus reasonably arranging the production and processing
of red jujubes [3]. Machine learning methods, such as the Watershed algorithm [4] and
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the kalman filter algorithm [5], are widely used to count fruit. However, because the
supervised learning method in machine learning can’t capture the nonlinear relationship
between input and output variables and the uncertainty of the crop environment, it is
difficult for traditional machine learning methods to develop a reliable crop counting
model. However, in recent years, the progress of technology has made it possible to develop
advanced crop counting models by using deep learning. Shileiliu et al. [6] proposed a light
target detection YOLOv5-CS model, which could realize the object detection and accurate
counting of green citrus in the natural environment. The map of the model was 98.23%.
ZhangYanchao et al. [7] used the YOLOX target detection network to detect and count the
holly fruits, and the map was 95%.

Owing to the improvement of computer hardware and the development of computer
vision technology, deep learning has been widely used in various industries [8-10]. Object
detection algorithm based on deep learning mainly includes One-Stage and Two-Stage. The
first type is the detection algorithm based on candidate region, such as R-CNN (Region-
Convolutional Neural Networks) [11], Fast R-CNN (Fast Region-Convolutional Neural
Networks) [12], Faster R-CNN (Faster Region-Convolutional Neural Networks) [13]. The
second kind regards the detection of target position as a regression problem and directly
uses CNN (Convolutional Neural Network) for images, such as SSD (Single Shot Multi-Box
Detector) [14,15], YOLO (You Only Look Once) [16-19].

Computer vision technology has also been widely used in various fields [20-23]. The
image processing technology is one of the key technologies in precision agriculture, and it
is mainly used in classification, localization, and yield prediction [24]. Mulyono et al. [25]
proposed a texture extraction method based on a gray-level co-occurrence matrix that is
followed by a K-nearest neighbor for the classification of litchii. Sutarno et al. [26] adopted
similar ideas to extract texture information and then used the learning vector quantization
(LVQ) algorithm as the classifier to classify durian based on their color, shape, and texture.
The method was difficult to detect the subtle feature changes among different fruits, and the
accuracy of fruit classification was 89%. Zhao et al. [27] proposed a matching algorithm that
used the sum of absolute transformed differences (SATD) for fruit detection, followed by
the support vector machine (SVM) classifier. The accuracy of recognition reached more than
83%. Dorj et al. [4] proposed forecasting the yield of citrus yields. The method preprocessed
images by color space conversion and denoising then recognized and detected citrus and
counted citrus by the watershed segmentation algorithm. Other researchers have also
studied the fruit classification, identification, and count of fruits based on shape invariant
moments [28], decision trees [29], and Hough [30] combined with the texture and color of
fruits. The above methods use single features or multi-feature combinations with texture
features, shape size, and color differences of fruits to recognize fruits. The recognition
result is about 93% when the environment is complex, such as light changes, fruit overlap,
leaf occlusion, etc. In addition, the traditional machine learning algorithm is limited by the
result of the classifier of the algorithm itself, and it is difficult for the algorithm to complete
the object detection of fruit in a complex environment [31].

Due to the occlusion of fruit and leaves, the image transformation, and the background
switching in complex orchard environments, the deep learning-based object detection algo-
rithm can solve these problems quickly and effectively with its powerful learning ability and
feature representation capability. Fu et al. [32] proposed a deep convolutional neural network
detection model in which the improved Faster R-CNN was trained end-to-end by using back-
propagation, random gradient descent algorithm, and ZFNet (Zeiler and Fergus networks)
for kiwifruit detection. The experiment showed that the model could improve the accuracy of
fruit recognition to 96%. Liu et al. [33] fused RGB and NIR images to identify kiwifruit by
VGG16. The average detection precision of an image was 90.7%, and the detection time was
0.134 s on one image. Wang et al. [34] proposed an improved model of a lightweight detection
network of SSD. The model used a modified DenseNet network as the backbone to replace the
first three additional layers in SSD and incorporate a multi-level fusion structure. Compared
with the original model, the number of parameters of the improved model was reduced by
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11.14 x 10%, and the average precision was increased by 2.02%. The classical deep learning
networks have been successful in fruit identification and detection. There are advantages
of high accuracy and efficiency in the identification and detection of fruits. However, the
networks are relatively large, which is not conducive to the application of mobile equipment
in the agricultural field. Many researchers have already studied the lightweight model. For
instance, Li et al. [35] applied the adaptive spatial pyramid to detect the green peppers and
the accuracy reached 96.11% in YOLOv4_tiny. Zhang et al. [31] used MobileNet-v3 as the
feature extraction network of YOLOv4-LITE. The improved model reduced the model size
and improved the detection speed. Therefore, it is feasible to reduce the weight of the model
while ensuring the precision of model detection.

The lightweight model will be beneficial to the application of agricultural mobile
equipment and realize the intelligence of agricultural equipment. In order to ensure the
detection accuracy of the model in complex unstructured orchards and counting fruit, a
counting method of red jujube based on improved YOLOv5s was proposed. The main goal
of this research was to reduce the size of the model while ensuring its detection accuracy
and speed in an embedded device. The effectiveness of counting red jujubes in a complex
environment was comprehensively considered from four aspects in this research

(1) ShuffleNet V2 was used as the backbone of the network to extract the feature map and
make the model lightweight.

(2) The Stem, a novel data loading module, was proposed to reduce data information loss
and improve model detection accuracy.

(3) The original PANet (Path Aggregation Network) structure was improved to BiFPN
(Bidirectional Feature Pyramid Network) for multi-scale feature fusion to enhance the
model feature fusion capability and improve the model accuracy.

(4) The improved YOLOv5s detection model was used to count red jujubes.

The second section introduced the method of making the dataset, the improved red
jujubes detection algorithm, the counting method of red jujubes, and the training of the
network. The third section introduced the test results of the model and the analysis
compared with other algorithms. In the last section, the counting methods of red jujubes
were summarized and prospect.

2. Materials and Methods

In this section, the acquisition and production of the dataset were mainly introduced.
Then, a detection algorithm based on the improved yolov5s of red jujube was proposed,
and a counting method for red jujubes was presented. Finally, the training method of the
network was introduced, as shown in Figure 1.

Making dataset A red jujube ﬂetection algorithm A c?uyting method of
based on improved yolovbs red jujube based on ROS
i Stem Construction BiFPN

Backbone

The training network and evaluation
of model performance

Figure 1. A counting method of red jujube based on improved YOLOvb5s.
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2.1. Image Data Acquisition

The dataset of red jujube, including Jun jujube and Gray jujube, in this study, was col-
lected from a red jujube orchard from 5 October to 9 October in Alar City, Xinjiang, China.

Images of Jun jujube and Gray jujube were taken in a jujube orchard of the 13th
company of a group in Alar City, Xinjiang Uygur Autonomous Region. In order to ensure
the reliability of the experimental results, the jujube image dataset was collected, which
was under different illumination at 9:00 a.m., 3:00 p.m., and 9:00 p.m. for red jujubes.
The resolution of the images was 1080 x 1920 pixels, with a total of 1026 original images,
which included illumination changes, leaf shading, and fruit overlap. In order to improve
the robustness of this model, each image contained one or more different scenarios. The
distribution of the dataset is shown in Table 1.

Table 1. Distribution of dataset of red jujubes.

Dataset Grey Jujube Jun Jujube Total Number
illumination change images 136 190 326
leaf shading images 132 225 357
fruit overlap images 139 204 343
Total Number 407 619 1026

2.2. Data Preprocessing and Augmentation

The collection of data sets would affect the recognition effect of the target detection model.
The more sufficient and comprehensive the data set is, the better the generalization ability
and robustness of the model. Therefore, the number of samples could be expanded by data
amplification. In order to truly simulate the shooting of red jujube in a complex environment
and apply it to the detection network, this research used Opencv in python to compress and
cut the images into 640 x 640. Then, the images were randomly enhanced by different image
processing methods [36], such as rotating 180, mirroring, adding salt and pepper noise which
set the threshold to 0.5, and changing the image brightness by setting the threshold to 1.3 and
0.7, as shown in Figure 2. Repeated random image processing on an image many times. After
enhancement, a total of 10,000 images were obtained as the data set of the model.

(d) (e) ®

Figure 2. Image sample after data preprocessing and augmentation. (a) original image, (b) rotating

by 180°, (c) Increasing brightness, (d) mirroring image, (e) adding noise, (f) reducing brightness.
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2.3. Images Annotation and Dataset Division

In this research, Labellmg was used to label red jujube in the data set with artificial
rectangular boxes, as shown in Figure 3. The dataset was divided into 80% training datasets,
10% validation datasets, and 10% test datasets. The final image samples of the training set,
verification set, and test set are 8000, 1000, and 1000 respectively.
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Figure 3. Labellmg data set annotation.

2.4. Methodologies

The Yolo series are effective in single-stage object detection, and their miniature de-
tection models guarantee higher accuracy, taking into account faster speed and fewer
parameters. Therefore, the lightweight detection models of the Yolo series are more suitable
to be applied to embedded devices to develop mobile agricultural equipment. However,
due to the complexity of the agricultural production environment and the harsh working
environment, it is difficult to meet the agricultural production for the simple detection
algorithm. Based on YOLOV5s, the original backbone network was replaced by the Shuf-
fleNet V2 backbone network in this research, which significantly reduced the number of
parameters of the network. The Foucs were replaced by the Stem to resist partial informa-
tion missing from the feature map. PANet was replaced by BiFPN to enhance the model
feature fusion capability and improve the model accuracy. Finally, the improved YOLOv5s
detection network was used to identify the image and count red jujubes.

2.4.1. Yolov5s Network

YOLOVS is improved by adding some new ideas on the basis of YOLOv4, and its
detection accuracy and speed have been greatly improved. The YOLOV5 can be divided
into four types according to the size of the model: YOLOv5s, YOLOv5m, YOLOVS5], and
YOLOV5x, among which the YOLOv5s model is the smallest. YOLOv5s mainly consists of
four parts: Input, Backbone, Neck, and Prediction.

In order to improve the speed and accuracy of the network, the Mosaic data augmen-
tation is used in the YOLOVS5 to stitch images by random cropping, scaling, and lining up.
YOLOvV5s uses adaptive anchor box calculation to set the initial anchor boxes for different
datasets and calculates the difference between the bounding boxes and the ground truth.
YOLOv5s updates the anchor boxes in the reverse iteration to adaptively calculate the best
anchor box for different training sets. To adapt different sizes of images in the dataset,
YOLOV5 uses adaptive image scaling to fill the scaled image with the least amount of black
edges, which reduces the computation and improves the speed. Backbone will perform
information extraction on the feature maps. It mainly includes Focus, CBS, and C3. The
input image is sliced by the Focus and convolved by one convolution with 32 kernels, as
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shown in Figure 4. CBS consists of a convolution, a batch normalization, and the SiLU. The

SiLU is defined as follows: x

SiLU(x) = T (D

)

where, x represents the feature map.

—

Figure 4. Foucs structrue.

As a new structure of BottlenneckCSP, C3 contains 3 CBS modules and several Bottle-
necks. The C3 is used repeatedly in YOLOvVS5s to extract more information. As shown in
Figure 5, the SPP (spatial pyramid pooling) introduces three different pooling kernels of
5% 5,9 x 9,and 13 x 13, and it connects different feature maps to expand the respective
field, which effectively separates the most important features and improves the accuracy of

the model.
Input
13x13x640
5x5 l 9x9 13x13’
L 4
13x13x6401 13x13x640] 13x13x640,l,
1 I

13x13x640‘

R

Qutput

Figure 5. SPP structure.
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To utilize most of the backbone information, the Neck of YOLOv5 uses the FPN + PAN.
Feature Pyramid Network (FPN) solves the problem of different input feature map sizes by
constructing an image pyramid on the feature map. PAN, as the innovative point of path
aggregation network (PANet) [37], downsamples the image from FPN and then performs
concat on the image. To improve the ability of image recognition and localization, FPN
acquires the semantic features of the image from the top, while PAN gets the localization
features of the image from the bottom.

There are some regression loss functions used in object detection tasks, such as the
Smooth Loss function [16], IOU Loss function [38], GIOU Loss function [39], DIOU Loss
function [40], and CIOU_Loss function [41]. In the Prediction, YOLOv5 uses CIOU_Loss as
the loss function of the Bounding box. The CIOU_Loss function is defined as follows:

2 b bst
Lciou = 1*IOU+%+QU (2)

where, IOU represents the intersection ratio of the prediction box to the object box. b
represents the center point of the prediction box. b$! represents the center point of the
object box. p?(b, b8*) represents Euclidean distance squared between the center point of the
prediction box and the center point of the object box. c represents the diagonal length of the
two closed boxes. a represents a positive trade-off parameter. v represents the consistency
of the aspect ratio.

2.4.2. ShuffleNet V2 Backbone

YOLOV5s reduces the parameters of the model by C3 and improves the speed of the
model, but the C3 is very complicated, with a large amount of calculation and still needs
a lot of memory. The YOLOVS5 lightweight model based on ShuffleNet V2 was designed,
which greatly reduced the model parameters. The ShuffleNet V2 backbone was designed
by using ShuffleNet V2 Units [42], and the backbone of the original model was replaced by
the ShuffleNet V2 backbone.

As a lightweight convolutional neural network that is suitable for application to
mobile devices, ShuffleNet V2 was first proposed in 2018. Compared with ShuffleNet V1,
ShuffleNet V2 adopts the way of channel Shuffle, which divides the characteristic channels
into two parts, ensuring that the input and output channels are the same, One part enters
the bottleneck, and the other part does not run. Excessive point convolution will increase
computational complexity. ShuffleNet V2 replaces the grouped point convolution with the
standard point convolution. ShuffleNet V2 puts the channel shuffle after the dimensional
stacking to prevent fragmentation of the model. ShuffleNet V2 replaces element-wise
operators with concat to reduce the time of model detection. The basic model units of
ShuffleNet V2 are divided into two types. The ShuffleNet V2 Units are shown in Figure 6.
ShuffleNet V2 introduces channel shuffle. First, the channels of the input feature map are
divided into two branches. The two branches directly connect to the concat. There are two
1 x 1 point convolution layers and a 3 x 3 group convolution layer with a stride size of 2
in the other branch. The convolution layers contain a batch normalization layer and ReLu.
The other basic model unit of ShuffleNet V2 differs from the previous model, where two
convolution layers: a 3 x 3 group convolution layer with a stride of 2 and a 1 x 1 point
convolution layer. Finally, two images of branches of the same size were spliced together.
In order to extract information on different-size feature maps, the ShuffleNet V2 backbone
was designed to replace the backbone by using 16 ShuffleNet V2 Units in YOLOvb5s.
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Figure 6. The structure of ShuffleNet-v2 Units. (a) the structure of ShuffleNet-v2 Unitl. (b) the
structure of ShuffleNet-v2 Unit2.

2.4.3. Stem Construction

Inception-v4 [43] was proposed in 2017, which confirmed that residual connectivity
largely accelerated the training speed of Inception networks. With reference to the design
idea of Inception-v4, the Stem was proposed to rapidly reduce the resolution of the input
feature maps, ultimately achieving a top-5 error rate of 3.08% on ILSVRC. The feature map
is continuously reduced from 299 x 299 to 35 x 35 by Stem in the InceptionV4 network,
and it has many convolution layers, which is better for complex task feature extraction.
However, the task is simpler to detect a single target of red jujube, which will cause
excessive calculation. The Stem is shown in Figure 7. In order to reduce the parameters of
the model, the model could be pruned. Inspired by the idea of fast feature map resolution
reduction, four CBS were adopted to make the size of the feature map to be suitable for the
network, where 3 x 3 convolutions with the stride of 2 were used in the first and third CBS
and 1 x 1 convolution was used in the second and fourth CBS. In contrast to the Foucs,
which sliced the feature map into 32 small feature maps before image concat, the Stem used
two 3 X 3 convolutions with the stride of 2 to reduce the feature map sizes and concated
it with the feature map of the maximum pooling layer, so that the number of parameters
was reduced while improving the feature extraction ability of the network and improving
the accuracy.

2.4.4. BiFPN

With the deepening of the network level, the semantic information of image features
gradually changes from a low dimension to a high dimension. As shown in Figure 8,
the PANet structure was used to fuse the multi-scale features of images in the original
YOLOVvb5s detection network. In order to improve the detection accuracy of red jujubes,
the BIFPN network, a weighted bidirectional feature pyramid network, was applied to the
detection of red jujubes. Compared with the traditional feature fusion network, BiFPN
introduced weight to make it more sensitive to important features and makes better use of
feature information of different sizes.
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Figure 8. Bi-directional feature fusion network. (a) PANet with bi-directional feature fusion network,
(b) BiFPN with bi-directional feature fusion network.

In this research, BiFPN was introduced in the neck of YOLOvV5s, as shown in Figure 9.
Because the node, which had only one input edge and no ability of feature fusion, made
little contribution to the feature fusion of the network. Therefore, deleting this node had
little effect on network feature fusion. When the original input node and the output node
were in the same layer, an extra edge was added between the output node and the input
node, and feature fusion was realized without increasing too much computational overhead.
Different from the PANet structure of YOLOv5s, when performing feature fusion, each
bidirectional path was used as a feature network layer, and the feature network layer was
reused at the same layer, thus realizing a higher level of feature fusion.
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2.4.5. Counting Method of Red Jujube
The counting method of red jujubes was based on the improved jujube target detection
algorithm. This research used ROS to count red jujubes. The detection steps were as follows:
(1) Starting ROS core and publishing topics; (2) the improved YOLOv5s were used to detect
the target of jujube fruit, and the target detection frame and corresponding features were
obtained; (3) counting the number of target detection frames, as shown in Figure 10a. The
detection results are shown in Figure 10b.
P RO Red jujubes counting
Objective box
Publish topic statistics
qyc@qyc-MS-7C98:~/ /yolov5-master$ rostopic echo redjujube
Input red jujube Objective box
mage filtering
Red jujube detection
network

Is it red jujube?

(a) (b)

Figure 10. Counting method of red jujube. (a) the process of the red jujube counting method; (b) the
results of the jujube counting method.
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2.5. Test Platform

The experiment was conducted on an improved YOLOv5s architecture with Pytorch
based on Python 3.8. The details of the experimental setup are shown in Table 2.

Table 2. Experimental environment.

Configuration Parameter

CPU Intel(R) Core(TM) i7-10700K
GPU NVIDIA GeForce RTX 3070
Accelerated environment CUDAI11.1 CUDNNS.2.1
Development environment Pycharm2021.3.2

Operating system Windows 10

The batch size was 4, and the epochs were 400. The adaptive matrix estimation
algorithm (Adam) was used to optimize the model. The initial learning rate was 0.001, and
the momentum was 0.9. The weight of the model was saved once every training session,
and the best weight was also saved.

2.6. Evaluation of Model Performance

In order to evaluate the performance of our model of red jujube, Precision (P),
Recall (R), Average Precision (AP), Parameters, Model Size, and detection speed (Fps)
were chosen in the article, root mean square error (RMSE) and average absolute percentage
error rate (MAPE) were used as evaluation indexes of jujube quality where Recall, Precision,
Fl-score, RMSE, and MAPE were defined as follows:

Precision = % x 100% 3)
Recall = TPTF% % 100% )
>
RMSE = [ 13" (y, — 9, ©)
i=1
MapE =y 10 =30/l _Izi)/ il s 100% %)
i=1

where, TP represents the number of true positive samples, FP represents the number of false
positive samples, and FN represents the number of false negative samples. The variable y;
represents the actual number of red jujubes in each image, §; represents the number of red
jujubes predicted by each image model, and m represents the number of image samples.

3. Results and Discussion
3.1. Performance Comparison Using the Different Improve Method

As shown in Table 3, Recall and Precision were based on a 0.5 threshold. As one of the
important indicators for evaluating the model, the area of the Precision-Recall curve was
larger, and the AP of the model was higher.
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Table 3. The model performance with a different module.

Model Precision (%) Recall (%) F1-Score (%) AP (%) Parameters Model Size (KB)  Fps
YOLOv5s 89.10 90.30 89.70 95.60 7,063,542 14,052 35.10
YOLOv5s + Stem 87.60 93.90 90.60 96.00 7,281,341 14,026 38.40
YOLOV5s + BiFPN 88.60 90.90 89.70 95.30 7,063,542 14,052 39.40
YOLOV5s + ShuffleNet V2 83.80 91.60 87.50 94.00 490,205 1322 35.50
YOLOvb5s + Stem + BiFPN 89.70 94.50 92.00 96.20 7,281,341 14,026 39.40
YOLOVSs + Stem + 93.70 89.20 91.40 95.90 441,606 1149 36.30
ShuffleNet V2 ’
YOLOVv5s + BiFPN +
ShuffleNet V2 83.40 92.10 87.50 94.10 490,205 1322 35.50
Our model 93.40 92.30 92.80 96.20 441,606 1149 36.50

ShuffleNet V2 was used as the backbone network of the network, resulting in a
reduction in model parameters by 14.41 times and an increase in Fps from 35.10 to 35.47. The
improved network could reduce model parameters and increase detection speed. BiFPN
was applied to the red jujube detection network. The experimental result showed that
BiFPN improved the average accuracy of the network without increasing the parameters
of the network. At the same time, it improved the detection speed of the model, with the
average accuracy increased by 0.20% and the Fps increased to 39.40. Therefore, BiFPN could
enhance the feature fusion ability of YOLOv5s and speed up the detection speed of the
model. The Focus was replaced by the Stem, and the improved network has been improved
in Recall, F1-score, AP, model size, and Fps, among which the Recall has increased by
3.600%. So, Stem is more effective than Focus in jujube detection. Compared with YOLOvb5s,
the AP increased by 0.6%, but the parameters increased, which increased the calculation
pressure of testing equipment when Stem and BiFPN were used at the same time. When
Stem and ShuffleNet V2 were applied at the same time, compared with YOLOVS5s, the
parameters were greatly reduced, but the detection accuracy was also lower. Our method
not only reduced the model parameters but also improved the detection accuracy. The
parameters and model size of the improved model was 6.25% and 8.33% of the original
network, respectively. The Precision, Recall, F1-score, AP, and Fps were increased by 4.30%,
2.00%, 3.10%, 0.60%, and 3.99%, respectively.

As a lightweight network model, YOLOv5s has high accuracy and can meet the
detection of small targets in complex environments, but it is difficult to be satisfied with
the identification and localization of red jujubes under limited computation. When locating
and recognizing overlapping fruits, the original YOLOv5s tended to easily identify two red
jujubes that were mutually obscured as the one red jujube, as shown in Figure 11b. The
main reason was that the differences were small between mutually obscured fruits, and the
original YOLOv5s did not extract enough feature information about them, causing false
detection. In recognition of small red jujube targets, the original YOLOv5s easily missed
the red jujubes that were obscured by a large area of leaves or caused by the camera being
too far away, as shown in Figure 11e. The main reason was that the environment of outdoor
was complex, and the discrimination of the red jujubes was large. The improved model
could accurately detect red jujubes and could also accurately identify the blocked jujubes,
as shown in Figure 11c, and the number of missed jujubes was obviously less than the
original YOLOvb5s, as shown in Figure 11f.
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Original image Yolov5s Our model

Figure 11. The results of different algorithms for the recognition of red jujube. (a) the original image
of a dense jujube sample. (b) the original model to dense jujube detection image. (c) the improved
model to dense jujube detection image. (d) the original image of leaf-obscured jujube. (e) the original
model to leaf-obscured jujube detection image. (f) the improved model to leaf-obscured jujube
detection image. Where the red boxes are the label boxes marked manually, and the blue boxes are
the test results of model test.

3.2. Performance Comparison Using the Different Lightweight Backbone Networks

In order to embed mobile devices, the ShuffleNet V2 backbone network was used
in YOLOvb5s in this research. MoblieNet V3, as the improved version of MoblieNet V1
and MoblieNet V2, has a large improvement in detection efficiency. In order to verify the
detection performance of the improved model, the MoblieNet V3 network was used as the
backbone of YOLOV5s to compare the improved YOLOv5s, which used the ShuffleNet V2
backbone network and YOLOvb5s. The results show that after adding MoblieNet V3 as the
backbone, the network has a large improvement in Precision, but a large decrease in Recall,
resulting in the improved YOLOv5s, which is used the MoblieNet V3 backbone network
and the original YOLOV5s in the same AP, as shown in Table 4. In addition, there is a
phenomenon of missing the detection of jujube fruit, as shown in Figure 12. The improved
YOLOvb5s, which is used in the MoblieNet V3 backbone network, has a significant reduction
in parameters and Model Size with YOLOvVb5s. Therefore, using a lightweight network as
the backbone reduces the size of the model while maintaining accuracy.
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Table 4. The comparison of different backbone networks.

Model Precision (%) Recall (%) AP (%) Parameters Model Size (KB) Fps
YOLOV5s 89.1 90.3 95.6 7,063,542 14,052 35.1
MoblieNet V2-YOLOv5s 81.2 90.3 93.6 2,917,046 5423 234
MoblieNet V3-YOLOv5s 94.2 85.8 95.6 3,538,532 7189 22.2
Ghost-YOLOv5s 85.4 92.3 93.4 3,897,605 8492 232
ShuffleNet V2-YOLOv5s 83.8 91.6 94.0 490,205 1149 35.5
ShuffleNet V2- MoblieNet V2- MoblieNet V3-
Original image YOLOv5s Ghost-YOLOvb5s

7 YLQV_SS )

YOLOV5 YOLOV5

Figure 12. Test results of different lightweight backbone networks. Where the blue boxes are the test
results of model test.

The Precision and AP of using ShuffleNet V2 as the backbone network were slightly
lower than that of the original YOLOv5s and the improved YOLOv5s using MoblieNet V3
as the backbone network. However, using ShuffleNet V2 as the backbone network could
provide a more comprehensive red jujube detection. When MoblieNet V2 and GhostNet
were used as a backbone, some red jujubes were missed, as shown in Figure 12. Compared
with the other four detection models, the number of parameters using ShuffleNet V2
as the backbone network was only 7.14% of YOLOv5s, and the number of parameters
was obviously smaller than other networks. The detection speed using the ShuffleNet V2
backbone network model was also faster than other detection networks, as shown in
Table 4. using ShuffleNet V2 as a backbone not only greatly reduced the number of model
parameters but also improved the detection speed, which was more suitable for red jujubes
counting and related embedded mobile devices.

3.3. Performance Comparison in Counting Jujubes Using the Different Algorithms

To verify the effectiveness of improved YOLOvb5s for target detection, YOLOv3-tiny,
YOLOV4-tiny, Faster R-CNN, SSD, YOLOvx-tiny, and YOLOv7-tiny were selected to com-
pare with improved YOLOvb5s. This research experimented with the selected comparison
models using datasets of the same size and the same training and test sets. In order to ensure
the reliability of the test, the epoch was set to 400, and the batch size was set to 4. In this
research, three orchard jujube images were selected to test the yield estimation method. The
comparison results are shown in Table 5. The P-R curve of the models is shown in Figure 13.
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Table 5. Detection results of red jujubes with different target detection algorithms.
The Number of Actual The Number of Model
Model Jujube Predicted Jujube Precision Recall AP RMSE MAPE Size
(%) (%) (%) (%) (KB)
1 2 3 4 5 6 1 2 3 4 6
YOLOv5s 9 16 14 8 8 6 89.10 90.30 95.60 1.15 9.07 14,052
YOLOv4-tiny 10 15 11 9 8 6 91.60 89.40 95.90 1.83 7.78 103,012
YOLOv3-tiny 100 14 11 7 8 6 92.30 88.70 95.50 2.04 12.59 481,391
YOLOvx-tiny 0 15 15 9 10 6 8 10 11 7 7 6 86.60 91.30 95.70 3.11 22.04 19,901
YOLOvV7-tiny 10 11 12 7 8 6 89.20 90.50 95.10 2.35 14.81 23,674
SSD 8 11 14 7 8 6 88.30 87.10 90.50 2.19 15.93 92,782
Faster R-CNN 9 12 13 7 7 6 64.00 89.30 87.90 2.12 15.93 110,773
Our Model 100 15 13 9 9 6 93.40 92.30 96.20 0.91 3.89 1149
our model =Y OLOv7-tiny YOLOvx-tiny YOLOv5s
1.0+~ YOLOv3-tiny YOLOv4-tiny Faster R-CNN ———S8SD
| §
0.8 \\
c 0.6
2
b
8
& 0.4 1
0.2
0.0 T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0
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Figure 13. The PR curve of red jujubes with different target detection algorithms.

The P-R curve is a curve with recall as the horizontal coordinate and precision as the
vertical coordinate out of the curve, whose area can show the comprehensive performance
of the target detection model for red jujubes. Figure 13. shows that the curve areas of
YOLOv3-tiny, YOLOv4-tiny, YOLOv5s, YOLOvx-tiny and YOLOvV7-tiny are larger than
those of SSD and Faster R-CNN. It illustrates that the Yolo series detection networks have
higher accuracy and better recognition of red jujubes. YOLOvV5s is used as an improved
detection network for YOLOv3-tiny and YOLOv4-tiny, but the best detection result is not
obtained for red jujubes, as shown in Table 5. The YOLOv4-tiny has better detection results,
but the YOLOV5s are smaller in model size and more suitable for being used in agricultural
mobile devices. Compared with the classical networks, the improved network not only
maintains a better detection performance but also greatly reduces the model size.

Different detection algorithms were used to count red jujubes. YOLOvx-tiny, YOLOv5s,
SSD, and Faster R-CNN all showed that the counting results of red jujubes were less than
the actual number, as shown in Figure 14 imagel. YOLOv7-tiny, YOLOvbs, and Faster
R-CNN caused repeated recognition in the process of counting red jujubes, which led to
the counting results being higher than the actual number, as shown in Figure 14 image2
and image3. Error counting occurred when SSD counted red jujubes, as shown in Figure 14
image3. When counting image4, only YOLOv4-tiny and Our Model counted accurately.
However, Our Model also missed the detection of red jujubes, but compared with other
algorithms, the number of missed detection was less, as shown in Figure 14 image5.
When counting the Shaded red jujubes, all algorithms could count effectively, as shown in
Figure 14 image6.
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Faster R-
CNN

Figure 14. Test results of different algorithms. Where the blue boxes are the test results of model test.

According to the experimental results, In the detection of red jujube, YOLOv5s,
YOLOv4-tiny, and Faster R-CNN all miss the detection, which leads to a decrease in
the number of red jujubes. YOLOv3-tiny, SSD, and Faster R-CNN all have error recognition,
which leads to the increase in the estimation error of jujube yield by the model, as shown
in Figure 14. Faster R-CNN, as one of the representative networks of the two-stage detec-
tion model, has good overall detection performance for red jujubes, but the AP is lower
compared with other detection networks, And RMSE and MAPE are the maximum values,
as shown in Table 5. This difference is mainly manifested in the recognition difficulty of
fruits with large leaves shading and poor recognition of overlapping fruits. The reason
for the difference is that Faster R-CNN does not build an image feature pyramid and
cannot sufficiently extract features for small targets, resulting in insensitivity to small target
recognition. For both the single-stage detection model Yolo series and SSD, the overall
performance is better than Faster R-CNN. Comparing SSD and YOLOvS5s, the Precision
is reduced by 0.80%. The recall is reduced by 3.20%, and AP is reduced by 5.10%, RMSE
is increased by 45.75%, MAPE is increased by 6.86%. The main reasons are: (1) Since
YOLOVvS5s introduces the FPN + PAN, while the detection layer is fused by three levels
of feature layers, while all six feature pyramid layers of SSD come from the last layer of
FCN, YOLOv5s is better than SSD in detecting red jujubes. (2) Due to the limited number
of red jujube and the severe occlusion between red jujubes, it is difficult for the model to
learn the various states. Compared with YOLOvx-tiny and YOLOv7-tiny, the AP of the
improved network increased by 0.50% and 1.10%, respectively, RMSE decreased by 2.2 and
1.44 respectively, and MAPE decreased by 18.15% and 10.92% respectively. Comparing
YOLOv5s, we introduce the ShuffleNet V2 backbone to reduce the size of the model, but the
feature extraction ability of the model is limited. The idea of resizing images by convolution
layer was adopted, and the Stem was added to enhance the feature extraction ability of the
network. The improved model overall outperforms YOLOvV5s, with Precision, Recall, and
AP improving by 4.3%, 2.0%, and 0.6%. In addition, the model size, RMSE, and MAPE
decreased by 91.82%, 20.87%, and 5.18%, respectively. The improved model has the highest
Precision, Recall, F1-Score, and AP, and the smallest in model size, RMSE, and MAPE
among the comparison networks.

4. Conclusions

In this research, a counting method of red jujube based on improved YOLOv5s was
proposed for achieving accurate detection and counting red jujubes while reducing the
model size in a complex environment. In order to reduce the number of parameters,
ShuffleNet V2 was used as the backbone to make the model lightweight. In addition, the
Stem module was designed as an intermediate module between the input and backbone to
prevent the information loss caused by the change in feature map size. PANet was replaced
by BiFPN for multi-scale feature fusion to enhance the model feature fusion capability and
improve the model accuracy. Finally, the improved YOLOvb5s detection model was used
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to count red jujubes. In order to verify the efficiency of the proposed model, YOLOV5s,
YOLOv3-tiny, YOLOv4-tiny, SSD, Faster R-CNN, YOLOvx-tiny, and YOLOvV7-tiny were
used to compare with the improved model. The results showed that the improved model
not only greatly reduced the model size but also had better performance in detection results
than the comparison networks. Compared with yolov5s, Precision, Recall, and AP are
improved by 4.3%, 2%, and 0.6%, respectively. In addition, the model size, RMSE, and
MAPE decreased by 91.82%, 42.21%, and 11.47%, respectively. Therefore, the improved
YOLOv5s model can not only effectively improve the detection performance of red jujubes
but also finish the task of counting red jujubes in agricultural production. The method can
provide a basis for estimating the yield of jujube by vision.

In summary, a counting method of red jujube based on improved YOLOv5s was
proposed in this research, and the counting effectiveness of the method was verified by
experiments. The future work of the red jujube counting method is as follows:

(1) Expand the types of data sets and increase the robustness of the model. There are only
two kinds of jujube in the data set used in this research, so it is necessary to add more
kinds of jujube fruit data to enhance the robustness of the model.

(2) Construct the model of jujube fruit size and quality. Further, the counting method of
red jujubes was used to accurately estimate the yield of red jujubes.
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