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Abstract: The identification of corn leaf diseases in a real field environment faces several difficulties,
such as complex background disturbances, variations and irregularities in the lesion areas, and large
intra-class and small inter-class disparities. Traditional Convolutional Neural Network (CNN) models
have a low recognition accuracy and a large number of parameters. In this study, a lightweight
corn disease identification model called DFCANet (Double Fusion block with Coordinate Attention
Network) is proposed. The DFCANet consists mainly of two components: The dual feature fusion
with coordinate attention and the Down-Sampling (DS) modules. The DFCA block contains dual
feature fusion and Coordinate Attention (CA) modules. In order to completely fuse the shallow and
deep features, these features were fused twice. The CA module suppresses the background noise
and focuses on the diseased area. In addition, the DS module is used for down-sampling. It reduces
the loss of information by expanding the feature channel dimension and the Depthwise convolution.
The results show that DFCANet has an average recognition accuracy of 98.47%. It is more efficient
at identifying corn leaf diseases in real scene images, compared with VGG16 (96.63%), ResNet50
(93.27%), EffcientNet-B0 (97.24%), ConvNeXt-B (94.18%), DenseNet121 (95.71%), MobileNet-V2
(95.41%), MobileNetv3-Large (96.33%), and ShuffleNetV2-1.0× (94.80%) methods. Moreover, the
model’s Params and Flops are 1.91M and 309.1M, respectively, which are lower than heavyweight
network models and most lightweight network models. In general, this study provides a novel,
lightweight, and efficient convolutional neural network model for corn disease identification.

Keywords: corn leaf disease; real scene; lightweight model; DFCANet

1. Introduction

Corn is the world’s third largest food crop, playing an important role in the agricultural
economy [1]. Plant diseases cause significant losses in corn yields [2]. Due to similar disease
characteristics, it is hard to distinguish between diseases with the naked eye. Inexperienced
growers often misjudge the disease, which leads to the incorrect use of pesticides, affecting
the yield and quality of corn and endangering the environment [3]. Having experienced
plant pathologists visit the planting site for guidance is costly and difficult to achieve.
A lightweight CNN model can be expediently deployed through mobile phones or edge
devices. Therefore, automatically identifying leaf diseases through image processing
techniques would be of great help to farmers.

With the advancement of digital image processing technology and deep learning
methods, humans can automatically identify crop leaf diseases through machine learning
algorithms and CNN methods. Increasing studies have been conducted regarding this issue.
For instance, Aravind et al. [4] proposed a multi-classification Support Vector Machine
(SVM) based on feature bags, which classified leaf spot disease, rust, leaf blight, and
healthy leaves in the Plantvillage dataset with an accuracy rate of 83.7%. In addition,
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Budiarianto et al. [5] found that RGB features are the most accurate of most classifiers in
the commonly used machine learning algorithms.

Using machine learning algorithms to identify crop diseases requires the manual
design of features, which is laborious and inconvenient. It is difficult to cope with the
identification of multiple crop diseases with different characteristics. Since the CNN method
can seamlessly integrate pattern classification while extracting features and improving the
efficiency of automatic disease identification, it has been adopted extensively in recent
years. By optimizing the LeNet model, Ramar et al. [6] achieved the best accuracy (equal to
97.89%) in classifying three types of diseases in corn in the Plantvillage dataset. Panigrahi
et al. [7] proposed a CNN model with both convergence speed and accuracy. The improved
CNN model achieved 98.78% of average accuracy. Mohanty et al. [8] obtained 99.35%
accuracy in Plantvillage by fine-tuning migration learning on Googlenet. Mishra et al. [9]
proposed a CNN model for hardware devices with 88.46% accuracy for the real-time
detection of maize diseases in raspberry pi 3.

In the above studies, the crop disease dataset images usually have a simple back-
ground. It is significantly different from the real environment. Saleem et al. [10] pointed to
the importance of datasets with realistic conditions in plant disease detection and classi-
fication. Similarly, in Ferentinos’s study, it was demonstrated that the model trained by
a simple background image dataset does not work under real conditions [11]. Noise and
interference in images collected in natural light make it difficult to distinguish disease
features. Therefore, it is difficult to achieve the accuracy of exact disease identification using
previous models. Thus, to enhance the details of corn disease characteristics and reduce
the complex background noise, Lv et al. [12] proposed an image preprocessing algorithm,
called WT-DIR, for a dataset under real conditions. It has an accuracy rate of 98.62% in the
DMS-Robust AlexNet network model. Moreover, Zeng et al. [13] improved the ResNet50
method by replacing convolutional kernels, activation functions, and loss functions. The
proposed CNN algorithm, called SKPSNet-50, achieved an accuracy of 92.6% in the corn
disease dataset taken in real environments.

Furthermore, for complex background images, the attention mechanism can increase
the pertinence of the model to focus on the disease area, improving the model’s ability to
learn the characteristics of diseases. Hence, Akshay et al. [14] proposed an Attention Dense
Learning (ADL) mechanism. By stacking five ADLs into a CNN, called DADCNN-5, the
simulation achieved a 97.33% accuracy rate in the dataset of complex background images
captured by mobile phones. In addition, Zhu et al. [15] achieved an accuracy of 96.58%
in a dataset of complex backgrounds by using a transformer-embedded convolutional
neural network.

Although the above deep learning models show satisfying accuracies in plant dis-ease
identification, they are heavyweight and require abundant computational resources. There-
fore, it is necessary to design lightweight neural networks. For instance, Chen et al. [16]
simplified the DenseNet algorithm by replacing the standard convolutions with depthwise
separable convolutions and proposed a neural network called MS-DNet. The number of
parameters in MS-DNet is approximately 0.36M, which is less than the parameter number
of existing DenseNet. The proposed model obtained an accuracy rate of 98.32%. Based
on MobileNet v2 as the backbone, Chen et al. [17] embedded the attention modules and
optimized the loss function. The improved model achieved 98.48% accuracy in rice dis-
ease identification under complex background conditions. Meanwhile, the lightweight
model named DISE-NET was proposed for the classification of maize small leaf spots by
Yin et al. [18]. The dilated inception module and the attention module were designed to
enhance the multi-scale feature extraction capability of DISE-NET. Recently, Zeng et al. [19]
proposed a lightweight model for mobile deployment called LDSNet, which obtained
an accuracy of 95.4% in classifying corn leaf diseases in the field. In addition, Lin et al. [20]
presented a lightweight CNN model named GrapeNet based on residual blocks, Resid-
ual Feature Fusion Blocks (RFFBs), and Convolution Block Attention Modules (CBAMs)



Agriculture 2022, 12, 2047 3 of 22

for grape leaf disease identification. The experiment result showed the GrapeNet model
achieved the best classification performance with an accuracy of 86.29%.

In general, large-scale data are necessary to ensure the performance of deep learning
models [21]. In routine computer vision tasks, researchers have built large-scale datasets,
such as ImageNet [22] and COCO [23]. However, due to the time-consuming nature of
collecting and annotating datasets, there are few large-scale and open-access datasets for
crop disease. Thus, data augmentation is an efficient way to mitigate data shortfalls. For
example, Pan et al. [24] expanded 985 images of corn northern blight and healthy corn leaf
to 30,655 through traditional offline data enhancement methods, such as image segmen-
tation, sizing, cropping, and transformation. Richey et al. [25] used various photometric
and geometric enhancements to expand the number of images. Nevertheless, offline data
augmentation could result in low diversity in crop disease images and lead to overfitting
of the model. Alternatively, augmenting data using the Generative Adversarial Network
(GAN) method is very efficient. It could enrich the disease characteristics of the dataset [26].
Chen et al. [27] used boost DCGAN and traditional data augmentation methods combined
to obtain a better featured-image dataset of corn diseases. However, GAN requires high
computational power from the computer and the process is complex. Online data aug-
mentation is a random augmentation of the original data before each training epoch; this
method is flexible and simple, and the data are different for each epoch. Traditional online
augmentation helps to create many virtual images by randomly rotating, moving, cropping,
and flipping the original image. For example, Albarrak, Gulzar, and Hamid et al. [28–30]
achieved good results in augmenting datasets, such as seeds and fruits, by traditional
online data augmentation. However, the traditional data augmentation method based on
geometric transformation loses some feature information about the lesion area. Hence, it is
necessary to explore novel approaches for crop disease image online data augmentation.

Table 1 summarizes the main work of the above literature.

Table 1. Comparative analysis of the related work on plant disease identification.

Method Dataset Selected
Plant/s

Performance
Metrics/Accuracy Ref

SVM Plantvillage Corn 83.7% [4]
SVM Plantvillage Corn 83.7% [5]

Improved LeNet Plantvillage Corn 97.89% [6]
Improved CNN Plantvillage Corn 98.78% [7]

GoogleNet Plantvillage 38 classes 99.35% [8]
CNN Plantvillage Corn 88.46% [9]

DMS-Robust
AlexNet

Plantvillage, AI
challenge, Google web

of site and
Self-collected

diseases

Corn 98.62% [12]

SKPSNet-50 Own practical
database Corn 92.9% [13]

DADCNN-5 Own practical
database 44 classes 97.33% [14]

MobileNet-V2 +
Transformer Kaggle datasets 3 classes 96.58% [15]

MS-DNet Own practical
database Rice 98.32% [16]

Mobile-Atten Self-collected
diseases Rice 98.48% [17]
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Table 1. Cont.

Method Dataset Selected
Plant/s

Performance
Metrics/Accuracy Ref

DISE-NET Self-collected
diseases Corn 97.12% [18]

LDSNet

Plantvillage, public
website and

Self-collected
diseases

Corn 95.4% [19]

GrapeNet AI challenge Grape 86.29% [20]

The identification of corn leaf diseases in a real field environment faces several dif-
ficulties, such as complex background disturbances, variations and irregularities in the
lesion areas, and large intra-class and small inter-class disparities. In addition, in crop
recognition tasks, traditional CNN models with a large number of parameters require more
computational resources and are difficult to widely scale up.

To address the above issues, we designed a lightweight CNN model called DFCANet.
Inside, the DFCA block improves the feature extraction ability by fusing low-level charac-
teristic information and high-level feature information together. Meanwhile, in order to
focus on the lesion area in a complex background, the attention mechanism was applied.
Moreover, the DS block can retain useful information better while effectively suppressing
noise information by extending the channel dimension and using different down-sampling
methods. The main aims of the study are as follows:

(1) Proposing a lightweight convolutional neural network model, called DFCANet,
based on DFCA blocks and DS blocks, which are used to identify corn diseases in
real environments.

(2) Exploring an online data augmentation method for images of corn leaf diseases.
(3) Comparing the DFCANet with other classical network models to prove the per-

formance advantages of DFCANet and conduct ablation experiments to verify the
validity of the different module designs.

2. Materials and Methods
2.1. Data Acquisition and Preprocessing

We acquired corn disease data from four different pathways, including three public
datasets and web collections. The three public datasets were CD&S [31], PlantDoc [32], and
Corn-Disease (https://github.com/FXD96/Corn-Diseases, accessed on 10 August 2022).
In addition, we collected some images from a search engine (https://image.baidu.com/).
We obtained images of three types of corn diseases images from the CD&S [31] dataset,
namely Northern Leaf Blight (NLB), Gray Leaf Spot (GLS), and Northern Leaf Spot (NLS).
The CD&S dataset was acquired under field conditions at Purdue University’s Agronomy
Center for Research and Education (ACRE) in West Lafayette, Indiana. We obtained images
of corn rust leaves under real conditions from the PlantDoc [32] dataset. Additionally, we
obtained images of corn leaves infected by the fall armyworm on Corn-Disease. Finally,
we crawled the web of healthy corn leaves and a small number of other disease images
to balance the data distribution. To summarize, we collected 3271 images, including
537 images of healthy leaves, 688 images of NLB disease, 551 images of NLS disease,
618 images of GLS disease, 445 images of corn rust, and 432 images of corn leaf infected by
the fall armyworm. Figure 1 shows a sample corn disease dataset in a real environment.

The data distribution of the dataset in this paper is shown in Figure 2. The training
set, the validation set, and the test set were divided in the ratio of 8:1:1. In more detail, the
validation set was used to save the model files with the highest accuracy in training, and
the test set was used to test the performance of the model.

https://github.com/FXD96/Corn-Diseases
https://image.baidu.com/
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Figure 2. Data distribution of corn leaf disease images.

Careful screening and supplementary data make its distribution more balanced, thus
avoiding the overfitting of a certain type of disease in model training. The learning of
deep learning models requires a large amount of data, but under real-world environmental
conditions, the cost of collecting data is high, and the incidence of some crop diseases
is low, resulting in a small number of crop disease images collected. Therefore, the data
augmentation of the images is necessary. In deep learning, this process can be split into
offline data augmentation and online data augmentation. On the one hand, offline data
enhancement simply expands the amount of data by manipulating it (e.g., rotating, scaling,
and contrasting). However, this method has poor flexibility, requires a vast storage capacity,
and is prone to overfitting when the scaling up is too large. On the other hand, online
data augmentation is carried out simultaneously in each batch of training, providing high
flexibility and enhancing the generalization ability of the model. Figure 2 shows the data
distribution of corn leaf disease images.
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This article used a data augmentation method called KeepAugment [33], which avoids
the disadvantages of traditional Cutout [34] and Random Erasing [35] that might erase
diseased areas. Figure 3 illustrates some of the commonly used online data augmentation
approaches, which can be seen to potentially mask out diseased areas of corn leaves.
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Figure 3. Classical online data augmentation with (a) original image, (b) Cutout, (c) GridMask [36]
and (d) Random Erasing.

As shown in Figure 4, the KeepAugment data augmentation method detects important
areas through a saliency map and preserves important areas in the image during the
augmentation process, avoiding the erasure of disease features. The saliency map region
was determined by calculating the backpropagation gradient to obtain the gradient of each
pixel value and thus establishing the degree of influence of each pixel value on the category.
Additionally, the division of the most important region and the least important region was
determined by the sum of all the gradient values of this region being greater or lower than
the corresponding threshold value.
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2.2. DFCANet Model

Figure 5 presents the structure of the DFCANet. It consists of a DFCA block, two dif-
ferent DS blocks, a depthwise convolution layer, an adaptive average pooling layer, and
a classifier. All parts will be presented, in detail, in the remainder of this section.

2.2.1. DFCANet

As already shown, the DFCANet mainly consists of two blocks: A Double Fusion
with Coordinate Attention [37] (DFCA) and a Down-Sampling block (DS). The complete
architecture of DFCANet is shown in Table 2. The DFCA block is used to extract features,
taking into consideration that the size of the feature map and the number of channels does
not change. The DS block is used for down-sampling, expanding the number of channels
and reducing the size of the feature map.
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Table 2. Architecture of DFCANet.

Input Operator Output

2242 × 3 DS 1122 × 12
1122 × 12 DFCA 1122 × 12
1122 × 12 DS 562 × 48
562 × 48 DFCA 562 × 48
562 × 48 DS 282 × 96
282 × 96 DFCA 282 × 96
282 × 96 DS 142 × 192

142 × 192 DFCA 142 × 192
142 × 192 DS 72 × 384
72 × 384 DFCA 72 × 384
72 × 384 Depthwise Conv 72 × 384
72 × 384 AdaptiveAvgPool2d 12 × 384
12 × 384 FC -

2.2.2. DFCA Block

The DFCA block is shown in Figure 6. It mainly consists of three parts, namely,
an inverted bottleneck, coordinate attention, and double fusion. Inspired by ConvNeXt [38],
the inverted bottleneck was designed to better extract corn disease characteristics. The
coordinate attention module looks for areas of disease characteristics and suppresses noise
by recalibrating the channel weights of the input image. The feature information, extracted
by CNN in several layers, is different and the feature fusion is to combine low-level
extracted features with high-level extracted features to improve the recognition capability
of the DFCA block. As shown in Figure 6, the low-level features are input features with
a higher resolution and texture information. These features are transformed into mid-
level features using feature extraction in the inverted bottleneck and recalibration in the
attention module. The mid-level features have information on the location of diseased areas
extracted by convolutional feature extraction in order to obtain high-level features with
abstract semantic information. ResNet [39] completes the feature fusion by introducing
quick identity connections and achieving widespread applications. Unlike ResNet, which
only performs feature fusion in one stage, we performed two feature fusions to make
it more thorough: The first phase consists of the fusion of low-level features with mid-
level features, which can effectively locate the lesion area and ignore the background
information, whereas the second phase involves low-level features with high-level features,
which greatly enhances the model’s ability to extract subtle disease features.
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2.2.3. Depthwise and Pointwise Convolution

This study replaced ordinary convolution with depthwise convolution and pointwise
convolution for lightweight. As shown in Figure 7, depthwise convolution convolutes each
channel grouped into convolutions, allowing for a better collection of spatial features while
significantly reducing the number of parameters. Additionally, point-by-point convolution
sets the height and width of the convolutional kernel to one and the depth to the number
of input channels. A lower parameter volume is maintained after being cascaded by deep
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convolution. The ratio of depthwise convolution and pointwise convolution calculation
and ordinary convolutional calculation is as follows:

M•D2
k•D2

F + M•N•D2
F

M•N•D2
K•D2

F
=

1
N

+
1

D2
k

(1)

where DK represents the height and width of the convolutional kernel, DF represents the
height and width of the input feature map, M represents the number of the channel, and N
represents the number of channels of the output feature map. From the above equation, it
is easy to see that depthwise convolution and pointwise convolution greatly reduce the
computational effort of ordinary convolution.
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2.2.4. Inverted Bottleneck

The 1 × 1 pointwise convolution can extend the channel dimension. The inverted
bottleneck structure can enrich the feature information, and it has been widely used since
it was proposed in MobileNet V2 [40]. Drawing on ConvNeXt, we designed an inverted
bottleneck structure as shown in Figure 8, placing the depthwise convolution in front of
the pointwise convolution, which saved a considerable amount of computation time.

1 
 

 
Figure 8. Block designs for inverted bottleneck.
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2.2.5. Coordinate Attention Module

Figure 9 shows the details of the CA module.
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Specifically, the coordinate attention module is decomposed in the vertical and hori-
zontal directions and is transformed into a pair of one-dimensional feature codes as shown
in the equation below:

zc =
1

H ×W

H

∑
i=1

W

∑
j=1

xc(i, j) (2)

where xc denotes the input of the CA module. H and W denote the height and width of the
pooling kernel, respectively. zc represents the c-th channel’s output.

The global pooling of the above formula can encode spatial information globally, but
it retains location information with difficulty. Thus, the pooling along in both directions
is decomposed. After the horizontal decomposition, the output of the first channel with
a height h is as follows:

zh
c (h) =

1
W ∑

0≤i<W
xc(h, i) (3)

Equally, after applying the vertical decomposition, the output of the c-th channel with
a width of w is as follows:

zw
c (w) =

1
H ∑

0≤j<H
xc(j, w) (4)

The transformation of the attention module, described above, captures long-term
dependencies along one spatial direction while saving position information in the other
spatial direction. Finally, the convolution is fed after being spliced together by the feature
diagram of the aggregation above:

f = δ
(

F1

([
zh, zw

]))
(5)

where f ∈ RC/r×(H+W) represents a feature map encoded in the horizontal and vertical
directions, δ denotes a nonlinear activation function, and F1 represents the 1× 1 convolu-
tion layer.

Then, we used the 1× 1 convolution to compress the channels. After that, we used the
sigmoid function for normalization, from which we can obtain two outputs:

gh = σ
(

Fh

(
fh
))

(6)

gw = σ(Fw(fw)) (7)

where gw and gh denote the attention weights of the two spatial directions.
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The final output can be expressed as:

yc(i, j) = xc(i, j)× gh
c (i)× gw

c (j) (8)

As shown in Figure 6, the CA module is added after the inverse bottleneck in the DFCA
block. It not only ensures that the network is lightweight, but also makes the allocation
of resources more reasonable, and the coordinate attention module can quickly find the
area of interest in the disease image, ignoring the background and the noise information.
Specifically, the coordinate module can use the sigmoid activation function, described
above, to weight the characteristic map of the convolutional network (mainly learning
to weight the coefficient) in order to obtain a new salient feature map. This new map
is integrated with the original feature map, which can effectively emphasize the disease
area and suppress noise and background information, heightening the learning ability of
the network.

2.2.6. DS Block

The down-sampling operation, by reducing the size of the feature map, can not only
increase the receptive field but also reduce the amount of computation. Usually, the down-
sampling operation leads to the loss of some feature information; so, in this paper, the DS
block used a 1× 1 pointwise convolution to extend the channel dimension to reduce the loss
of information during the down-sampling process. Two different DS modules were used in
this work. Disease images acquired in real scenarios often contain complex backgrounds
and noise; thus, they affect the recognition accuracy of CNN. In response to this problem,
the Max-Pooling operation remains an important feature to remove distracting information
in the initial stages of DFCANet. Depthwise convolution is used to down-sample the
feature map, which preserves more useful information than pooling in the later stages.
Simultaneously, the characteristics of the disease can be further extracted, and the network
performance can be enhanced. Figure 10 illustrates the structure of the two proposed
DS blocks.
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2.3. Experimental Environment and Hyperparameter Setting

The experimental hardware in this study was the Windows 10 Operation System and
the Intel(R) Xeon(R) W-2235. The GPU model was NVIDIA GeForce RTX 2080Ti and the
software environment adopted was Python 3.8.8 and the Pytorch 1.11.0 framework. The
hyperparameters were set as follows: The cross-entropy loss function (CE) was used as
the loss function and the Adam optimizer [41] was used to optimize the model. The initial
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learning rate and batch size during training were set to 0.002 and 32, respectively. The
number of iterations was set to 100.

2.4. Evaluation Indexes

In this study, the accuracy, precision, recall, and F1 score were utilized to perform the
evaluation metrics to measure the model’s performance.

3. Results

The experiment consisted of three parts: The first was to explore the effects of different
data enhancement methods on corn disease identification; the second was to compare
different network models; and the third was the ablation experiment of DFCA.

3.1. Impact of Different Data Augmentation Methods on the Model

To explore the online data augmentation methods applicable to corn leaf disease under
real environmental conditions, we conducted the experiments as shown in Table 3. The
experimental results indicate that most online augmentation methods can increase the
diversity of the data, enhance the generalization ability of the DFCANet, and improve
the recognition accuracy of the model. The data augmentation strategy using the Keep-
Augment method, while training DFCANet, eventually led the DFCANet model to reach,
respectively, the values of 0.9785, 0.9817, 0.9792, and 0.9803 when computing the average
accuracy, precision, recall, and F1 score. Thus, using the KeepAugment data augmentation
method leads to an increase in the accuracy by 2.44% compared to the same simulation
launched without the use of the data augmentation method. While using the GridMask
data augmentation method, we found that the recognition accuracy of the model was re-
duced by approximately 0.61% because the feature areas of corn diseases might be masked
during the application of this data augmentation algorithm.

Table 3. Results of different data augmentation methods when applying the DFCAnet algorithm.

Method Accuracy Precision Recall F1-Score

Without augmentation 0.9541 0.9535 0.9573 0.9547
Cutout 0.9694 0.9720 0.9720 0.9720

Random Erasing 0.9633 0.9659 0.9671 0.9665
GridMask 0.9480 0.9504 0.9541 0.9516

KeepAugment 0.9785 0.9817 0.9792 0.9803
Note that the random masks of some regions in data augmentation approaches, such as Cutout, Random Erasing,
and GridMask, are not necessarily suitable for crop leaf disease datasets.

3.2. Comparative Experiment of Different Network Models

The above results demonstrate the effectiveness of the KeepAugment online augmen-
tation strategy on the corn leaf disease dataset, and the strategy was used by default in all
the subsequent experiments.

The proposed DFCANet model was compared with the classical CNN models. As
shown in Table 4, DFCANet’s average classification accuracy, precision, recall, and F1 score
reached 0.9785, 0.9817, 0.9792, and 0.9803, respectively, which are all superior to other
CNN methods’ performances. The DFCANet model’s Params and Flops (Floating points
of operations) have far lower values than heavyweight CNN models (VGG16, ResNet50,
EffcientNetV2_b0 and ConvNeXt-base). The accuracy of the DFCANet model is 5.19%
higher than that of ResNet50. EffcientNet-B0 performs better because its network structure
is based on the Neural Architecture Search (NAS) technique to obtain the optimal set of
parameters. In addition, EffcientNet has higher accuracy while having lower Flops. The
number of model parameters (Params) of DenseNet121 is only 6.96M, but, as this method
connects all channels to each other for feature reusing, it helps the model to retain the
background noise information in the complex environment of the dataset easily and affects
the classification accuracy of the model. Due to the redundant connection mechanism of
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DenseNet121, the model has 2.88G Flops. ShuffleNet V2 reduces the complexity of the
model by channel splitting and channel disruption, so the Params and Flops of ShuffleNet
V2 are lower than those of DFCANet, but the evaluation metrics, such as the accuracy and
recall of the model, are lower than those of DFCANet. MobileNet-V2 and MobileNet-V3
have similar network structures, but MobileNet-V3′s structure is derived from NAS and has
lower Flops. DFCANet’s Params are lower than those of MobileNet-V2 and MobileNetV3-
large. In general, lightweight network models are better suited to smaller datasets than
heavy models. This indicates that lighter models are more effective in small samples.

Table 4. Results of the comparative experiment of corn leaf disease classification performance using
the proposed and classic CNN models.

Model Accuracy Precision Recall F1-Score Params
(M) Flops

VGG16 [42] 0.9480 0.9483 0.9491 0.9485 134.29 15.50G
ResNet50 [39] 0.9266 0.9314 0.9299 0.9298 23.51 4.12G

EffcientNet-B0 [43] 0.9571 0.9565 0.9591 0.9568 40.09 398.02M
ConvNeXt-B [38] 0.9296 0.9271 0.9336 0.9289 89.00 15.40G
DenseNet121 [44] 0.9357 0.9383 0.9383 0.9383 6.96 2.88G
MobileNet-V2 [40] 0.9480 0.9488 0.9500 0.9485 2.22 318.96M

MobileNetV3-Large [45] 0.9480 0.9453 0.9516 0.9476 4.20 226.43M
ShuffleNetV2-1.0× [46] 0.9449 0.9440 0.9483 0.9460 1.26 149.57M

DFCANet 0.9785 0.9817 0.9792 0.9803 1.91 309.1M

GLS, FA, NLB, H, NLS, and R represent, respectively, corn gray leaf spot, corn leaf
infected by fall armyworm, corn northern leaf blight, corn healthy leaf, corn northern
leaf spot, and corn rust leaf. Figure 11 shows the confusion matrix for the nine models.
DFCANet leads other network models in the number of true positive samples in each
category of the test set. This model achieves all correct predictions in three categories
(FA, NLB, and NLS). In the test set of NLB, other network models predicted the highest
number of errors, e.g., ConvNeXt-B predicted 10 errors, and most of the models incorrectly
predicted NLB as GLS, because NLB and GLS have very similar disease characteristics (the
symptoms of GLS include multiple greyish-brown and narrow rectangular lesions and the
symptoms of NLS include multiple brown spots with circular concentric lesions). In the
test set of FA, many models were able to complete all the correct predictions due to the fact
that, unlike the complex characteristics of the disease, the insect pest caused the corn leaves
to have more distinctive characteristics of mutilation. All obtained results demonstrate the
effectiveness of our proposed network model for corn disease identification when dealing
with complex backgrounds.

3.3. Ablation Experiments

Table 5 shows a comparison of the results of adding different attention modules (the
Squeeze-and-Excitation (SE) module, the CBAM module, and the Coordinate Attention
(CA) module). All three attention mechanisms are lightweight, so they do not significantly
increase the number of parameters of the model. The accuracy of DFCANet with the CA
module is 1.52% and 2.75% higher than that of the SE and CBAM modules, respectively.
This is due to the fact that the CA module can capture not only cross-channel information
but also direction perception and location perception information. This combination helped
the model to accurately locate and identify disease areas and disease features in corn leaves.



Agriculture 2022, 12, 2047 14 of 22

Agriculture 2022, 12, x FOR PEER REVIEW 14 of 22 
 

 

GLS, FA, NLB, H, NLS, and R represent, respectively, corn gray leaf spot, corn leaf 

infected by fall armyworm, corn northern leaf blight, corn healthy leaf, corn northern leaf 

spot, and corn rust leaf. Figure 11 shows the confusion matrix for the nine models. 

DFCANet leads other network models in the number of true positive samples in each 

category of the test set. This model achieves all correct predictions in three categories (FA, 

NLB, and NLS). In the test set of NLB, other network models predicted the highest num-

ber of errors, e.g., ConvNeXt-B predicted 10 errors, and most of the models incorrectly 

predicted NLB as GLS, because NLB and GLS have very similar disease characteristics 

(the symptoms of GLS include multiple greyish-brown and narrow rectangular lesions 

and the symptoms of NLS include multiple brown spots with circular concentric lesions). 

In the test set of FA, many models were able to complete all the correct predictions due to 

the fact that, unlike the complex characteristics of the disease, the insect pest caused the 

corn leaves to have more distinctive characteristics of mutilation. All obtained results 

demonstrate the effectiveness of our proposed network model for corn disease identifica-

tion when dealing with complex backgrounds. 

 

Figure 11. Confusion matrix for the nine models. 

3.3. Ablation Experiments 

Table 5 shows a comparison of the results of adding different attention modules (the 

Squeeze-and-Excitation (SE) module, the CBAM module, and the Coordinate Attention 

(CA) module). All three attention mechanisms are lightweight, so they do not significantly 

increase the number of parameters of the model. The accuracy of DFCANet with the CA 

module is 1.52% and 2.75% higher than that of the SE and CBAM modules, respectively. 

This is due to the fact that the CA module can capture not only cross-channel information 

Figure 11. Confusion matrix for the nine models.

Table 5. Comparison of the results of different attention mechanisms.

Attention
Mechanism Accuracy Precision Recall F1-Score Param (M) Training Time

(Seconds)/Epoch
Test Time

(Seconds)/Epoch

SE [47] 0.9633 0.9631 0.9650 0.9638 1.89 70 33
CBAM [48] 0.9510 0.9503 0.9561 0.9526 1.89 68 33

CA 0.9785 0.9817 0.9792 0.9803 1.91 68 33

As shown in Figure 12, the class activation maps of the Grad-cam [49] visualization
model vividly demonstrate the regions on which the model focused with different attention
mechanisms. It is easy to find that all three attention mechanisms can effectively ignore the
background and focus on the lesion area in the images of the real scene; however, compared
to the SE and CBAM modules, the CA module can more accurately locate the lesion region
of the corn leaves and focus on the disease characteristics more precisely.

To better illustrate the effect of different modules on the model, we designed ablation
experiments. First, we simplified DFCANet to a baseline. Specifically, the CA module and
the double feature fusion branch were removed from DFCANet, and the DS block was
replaced by a common down-sampling module. As shown in Table 6, the accuracy of the
model increased by 1.22% after adding the CA module to the baseline network, indicating
that the CA attention mechanism can effectively improve the recognition ability of the
model. After adding the double-feature fusion branch, the model recognition accuracy
increased by 1.53%, indicating that the second double-feature fusion can effectively fuse
both the shallow feature information and the deep feature information. Finally, the DS
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module designed in this paper improved the model recognition accuracy by 2.44%, which
proves that the DS Block can retain effective information and filter interference information
at the same time. Compared to the baseline, the subsequent modules do not increase the
Params too much, and the increase in Flops is within limits.
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Table 6. Results of the ablation experiments.

Accuracy Precision Recall F1-Score Param (M) Flops

Baseline 0.9266 0.9263 0.9319 0.9281 1.89 302.1M
+CA 0.9388 0.9413 0.9423 0.9413 1.91 304.6M

+Double Fusion 0.9541 0.9605 0.956 0.9576 1.91 304.6M
+DS Block 0.9785 0.9817 0.9792 0.9803 1.91 309.1M

3.4. Simulation of Real Weather Data Augmentation Experiments

To simulate more realistic scenarios, we need to consider the weather conditions of the
real environment, which are ignored in the existing datasets. Therefore, we algorithmically
added rain, fog, and stronger sunlight effects to the images. As shown in Figure 13, the
data augmentation of simulated real weather introduced noise and interference, which
has higher requirements on the feature extraction ability of the model and the ability to
suppress noise. Data augmentation expanded the number of images to twice the original.
In the above experiments, we demonstrated the effectiveness of KeepAugment, so the
augmentation of KeepAugment was performed after simulating the data augmentation of
real conditions.
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Simulating data augmentation under real conditions inevitably causes the image to
introduce considerable noise and interference. These disturbances are also commonly
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encountered in images taken in real environments, so this affords good robustness to the
model. As shown in Table 7, the accuracy, recall, and other evaluation metrics of each
model improved after the data enhancement of the simulated real environment. It is worth
noting that MobileNetv3-Large performs well in data enhancement with noise interference
due to the addition of the SE attention module in MobileNetv3-Large. This shows the
effectiveness of the attention module for noise suppression.

Table 7. Comparisons of the recognition accuracy of different models.

Model Auccary Precision Recall F1-Score Params
(M) Flops

VGG16 [42] 0.9663 0.9656 0.9655 0.9643 134.29 15.50G
ResNet50 [39] 0.9327 0.9341 0.9359 0.9338 23.51 4.12G

EffcientNet-B0 [43] 0.9724 0.9738 0.9748 0.9736 40.09 398.02M
ConvNeXt-B [38] 0.9418 0.9430 0.9460 0.9440 89.00 15.40G
DenseNet121 [44] 0.9571 0.9560 0.9591 0.9568 6.96 2.88G
MobileNet-V2 [40] 0.9541 0.9580 0.9576 0.9571 2.22 318.96M

MobileNetV3-Large [45] 0.9633 0.9620 0.9665 0.9638 4.20 226.43M
ShuffleNetV2-1.0× [46] 0.9480 0.9501 0.9528 0.9508 1.26 149.57M

DFCANet 0.9847 0.9853 0.9853 0.9853 1.91 309.1M

Figure 14 shows the validation curves in the validation set for different models. As
the data augmentation of simulating real environment poses challenges to model training,
in order to achieve a better convergence, we increased the training epoch to 200. It can be
found that our proposed DCFCANet achieved the most advanced performance compared to
other network models. DFCANet’s accuracy after curve smoothing averaged approximately
97%, ahead of other networks throughout the training period. Noise and disturbances
were introduced in the data enhancement for simulating severe weather, which tested the
robustness of the model. From the perspective of the magnitude of the curve fluctuations,
the proposed model DFCANet has strong robustness. In addition, DFCANet is substantially
ahead of the other models in the initial stage of training, at approximately 73% accuracy
(other models are around 45%), which indicates that DFCANet has excellent fitting ability.

3.5. Comparative Experiments of the Public Datasets

To further verify the superiority of the model in this paper, we conducted the experi-
ments in the public dataset Plantvillage (https://github.com/spMohanty/PlantVillage-
Dataset, accessed on 10 August 2022), as shown in Table 8. Plantvillage provides the
same training and validation sets, so the experimental results in the literature are highly
comparable. In recent years, numerous researchers have made significant contributions to
the identification of plant diseases. In the task of maize disease identification, Aravind and
Budiarianto et al. used machine learning algorithms for feature extraction and classification,
so the recognition accuracy was lower than that of CNN models. Ramar and Panigrahi et al.
obtained a better performance by improving a CNN model. The CNN model designed by
Mishra et al. performed excellently in hardware. The DFCANet designed in this paper
achieved the highest recognition accuracy of 99.47% in maize disease identification. In the
task of identifying all diseases in Plantvillage, Mohanty, Mohameth, and Huang et al. all
achieved high accuracy after fine-tuning by transfer learning. The CNN model designed in
this paper was not pre-trained by ImageNet, yet it obtained the highest accuracy, which
reflects that DFCANet has excellent feature extraction ability and fitting ability.

https://github.com/spMohanty/PlantVillage-Dataset
https://github.com/spMohanty/PlantVillage-Dataset
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Table 8. Comparisons of the recognition accuracy of different models on PlantVillage.

Method Plant Accuracy/% Ref

SVM Corn 83.7% Aravind et al. [4]
SVM Corn 83.7% Budiarianto et al. [5]

Improved LeNet Corn 97.89% Ramar et al. [6]
Improved CNN Corn 98.78% Panigrahi et al. [7]

CNN Corn 88.46% Mishra et al. [9]
DFCANet Corn 99.74% -
GoogleNet Plantvillage 99.35% Mohanty et al. [8]

VGG16 Plantvillage 97.82% Mohameth et al. [50]
NasNet Plantvillage 99.15% Huang et al. [51]

DFCANet Plantvillage 99.58% -

The images in the Plantvillage dataset were collected under laboratory conditions
with simple background images. To further validate the accuracy of DFCANet in field
conditions, we performed comparison experiments in the CD&S dataset. The CD&S dataset
was the main source of data for this paper and includes images of three types of maize
diseases (NLS, GLS, and LB). As with Plantvillage, CD&S provides a fixed training and
validation set, which has high comparability. As shown in Table 9, numerous classical
models achieved excellent accuracy due to the balanced data distribution of the CD&S
dataset. DFCANet achieved the highest accuracy, further verifying its superiority.

Table 9. Comparisons of the recognition accuracy of different models on CD&S dataset.

Model Accuracy Precision Recall F1-Score Params
(M) Flops

VGG16 [42] 0.9529 0.9632 0.9528 0.9530 134.29 15.50G
ResNet50 [39] 0.9745 0.9739 0.9746 0.9743 23.51 4.12G

EffcientNet-B0 [43] 0.9847 0.9850 0.9846 0.9846 40.09 398.02M
ConvNeXt-B [38] 0.9477 0.9473 0.9483 0.9476 89.00 15.40G
DenseNet121 [44] 0.9681 0.9680 0.9683 0.9680 6.96 2.88G
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Table 9. Cont.

Model Accuracy Precision Recall F1-Score Params
(M) Flops

MobileNet-V2 [40] 0.9757 0.9756 0.9756 0.9756 2.22 318.96M
MobileNetV3-Large [45] 0.9719 0.9730 0.9716 0.9720 4.20 226.43M
ShuffleNetV2-1.0× [46] 0.9808 0.981 0.9813 0.981 1.26 149.57M

DFCANet 0.9923 0.9926 0.9923 0.9923 1.91 309.1M

4. Discussion

Crop disease recognition is a challenging task in fine-grained classification, mainly
because of the small number of crop disease samples, the difficulty of recognizing the
type of diseases in complex scenes, and the large intra-class variation and small inter-class
variation of crop disease features [52]. In addition, in crop recognition tasks, traditional
CNN models with a large number of parameters require more computational resources
and are difficult to scale up widely [6,53]. Hence, in this study, we designed a novel model
structure to meet the challenges encountered in the real environment when capturing corn
leaf photos in order to detect and classify diseases.

To address the problem of a large number of parameters in the traditional CNN
model, we replaced ordinary convolution with deep separable convolution. It was demon-
strated in Equation (1) that the computation of deep convolution and point convolution
is 1/N + 1/D2

K times that of ordinary convolution. The authors of [16] used the same ap-
proach to simplify DenseNet, but our custom-designed CNN structure is more specialized
and lightweight. Generally, attention mechanisms allow for better resource allocation and
effective focus on crop disease areas. The authors of [20,54] introduced CBAM and SE
modules to improve the model by 3% and 4.26%, respectively. In this study, we introduced
the CA module, and the above-presented ablation experimental results (see Table 5) show
that adding the CA modules improved the accuracy of the baseline by 1.22%. Additionally,
the visualization results (see Figure 12) show that the CA module focuses better on the
lesion area than the SE and CBAM modules. As the complexity of the disease situation
increases, a bottleneck emerges in the role of attention mechanisms, which requires models
with stronger feature extraction capabilities. The fusion of features is an effective way to
enhance the model’s ability to extract features. Inspired by the different feature fusion
methods of ResNet [39] and DenseNet [44], we discarded the redundant connection method
of DenseNet and adopted a deeper fusion method than ResNet. The low-level features
were fused to the middle-level and high-level layers, respectively. The experimental results
show that our DFCA improved the accuracy of ResNet and DenseNet by 5.17% and 4.28%,
respectively. Feature fusion enriches the diversity of features, but the way to retain informa-
tion in down-sampling has been neglected by researchers [55,56]. Therefore, we designed
a DS block to reduce the loss of feature information, and the model accuracy was improved
by 2.44% in the ablation experiment. However, most previous studies use traditional offline
data augmentation methods or simple online augmentation methods [19,20,28–30]. The
experimental results obtained in this study show that the wrong data augmentation method
can mask the disease area and reduce the accuracy of the model. For example, the accuracy
of using GridMask is 0.61% lower than that of not using data augmentation. Our study
validated an online data augmentation method named KeepAugment for crop diseases
with a 4.2% higher accuracy than without augmentation. These findings provide implica-
tions for future studies on crop disease identification. In addition, despite pixel-based data
enhancement methods such as random erasure and masking, we also took full account of
what may happen in real environments and performed data enhancement by simulating
severe weather. After this data augmentation, DFCANet model was improved to 98.47%
accuracy. The experimental results show that data enhancement by simulating real weather
not only improves the accuracy of the model but also improves the robustness of the model.

In addition to performing extensive experiments to verify the superiority of each
module in DFCANet, we also compared it to the other literature and models in pub-
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lic datasets. In the public dataset Plantvillage, for disease identification of corn leaves,
DFCANet achieved 99.74% classification accuracy, and the highest accuracy of 98.78%
in [4–7,9], which is 0.96% lower than this study. Our method achieved the highest accuracy
of 99.58% in the identification of all categories in Plantvillage. The accuracy of our method
was 0.23%, 1.76%, and 0.43% higher than that of Mohanty et al. [8], Mohameth et al. [50],
and Huang et al. [51], respectively. In addition, DFCANet achieves 99.12% accuracy in
CD&S (public dataset with complex background), surpassing other classical CNN models.

Overall, the DFCANet proposed in this study is lightweight and effective for crop
disease identification in complex backgrounds. Moreover, our study provided an insightful
exploration of the effectiveness and robustness of data enhancement methods for crop
disease datasets, which provided a reference for future crop disease data enhancement.

5. Future Work

In the future, our research will focus on the following aspects: (1) Collecting datasets
and solving data imbalance problems; (2) exploring more ways to augment data for agri-
cultural imagery; (3) changing the input size of the model; and (4) deploying models to
mobile or other edge devices.

The datasets collected in the field environment are critical. However, due to the
differences in seasons and regions, the collected datasets showed a long-tail distribution.
In this study, we balanced the data volume of each category by artificially supplementing
other data sources. In future work, we will focus on solving the problem of the long-tail
distribution of data.

For agricultural images, we will explore more data augmentation approaches, such
as GAN.

The input image size in this paper was 224 × 224, which can be applied to the
general CNN model and lightweight model. However, such an input size ignores some
information, so in the follow-up research, we will adopt a larger input size or slice the
image into a path. Further, we will adapt the learnable Resizer Model to learn a more
appropriate resizing method.

We also need to deploy the model on mobile phones or other edge devices for users to
identify disease types.

6. Conclusions

In this study, a lightweight CNN model, called DFCANet, was designed based on the
DFCA block and the DS block. DFCA blocks are used to pinpoint disease areas on corn
leaves and extract subtle differences to identify and classify different diseases. DS blocks
are designed to reduce the loss of disease signature information. The experimental results
showed that the accuracy, precision, recall, and F1 score of the proposed model, when used
in the classification of corn leaf disease images in real environments, reached 0.9847, 0.9853,
0.9853, and 0.9853, respectively. The accuracy was 1.84%, 5.20%, 1.23%, 4.19%, 2.76%,
3.06%, 2.14%, and 3.67% higher than the VGG16, ResNet50, EffcientNet-B0, Con-vNeXt-
B, DenseNet121, MobileNet-V2, Mo-bileNetv3-Large, and ShuffleNetV2-1.0× methods.
Furthermore, the Params and Flops of DFCANet were 1.91M and 309.1M, respectively,
which are more lightweight than those of other CNN models. We validated the effectiveness
of KeepAugment and simulated real-weather data augmentation approaches in crop disease
identification. In summary, DFCANet has the advantage of being lightweight and efficient
for corn disease identification.
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