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Abstract

:

Every nation’s development depends on agriculture. The term “cash crops” refers to cotton and other important crops. Most pathogens that significantly harm crops also impact cotton. Numerous diseases that influence yield via the leaf, such as powdery mildew, leaf curl, leaf spot, target spot, bacterial blight, and nutrient deficiencies, can affect cotton. Early disease detection protects crops from additional harm. Computerized methods perform a vital role in cotton leaf disease detection at an early stage. The method consists of two core steps such as feature extraction and classification. First, in the proposed method, data augmentation is applied to balance the input data. After that, features are extracted from a pre-trained VGG-16 model and passed to 11 fully convolutional layers, which freeze the majority and randomly initialize convolutional features to subsequently generate a score of the anomaly map, which defines the probability of the lesion region. The proposed model is trained on the selected hyperparameters that produce great classification results. The proposed model performance is evaluated on two publicly available Kaggle datasets, Cotton Leaf and Disease. The proposed method provides 99.99% accuracy, which is competent compared to existing methods.
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1. Introduction


The primary cause of the decline in cotton productivity is cotton diseases. Approximately 80 to 90% of cotton diseases, including Alternaria spot in leaves and bacterial leaf blight, mostly affect the leaves of cotton plants. Many people rely on the crop of cotton, either for its production or for its processing. Due to rising domestic and global demand, the productivity of cotton has recently become more goal-oriented [1]. Experts typically use their own eyes to assess symptoms. However, in the case of large farms, this calls for ongoing expert monitoring, which is costly. Farmers interpret symptoms based on their own experiences; inaccurate diagnosis results in incorrect control measures, such as the overuse of pesticides at the wrong time. By making cotton fields more productive and complicated, detecting these illnesses by sight reduces the accuracy of identification efficiency. With such a poor method, even a medical professional would be unable to examine and identify the infections with their own eyes, further wasting crops of cotton. These erroneous inferences frequently lead to the application of superfluous pesticides that negatively impact healthy leaves of cotton. Even a brief absence from the farm will have an impact on the GDP of the entire country [2]. Deep learning integrates data analysis and image processing to make more likely discoveries. Because it has been a successful application, it is being used in agriculture. Many deep learning-based programs, including RNNs, DBNs and CNNs, are currently capable of accurately performing tasks [3]. CNNs, however, are the research’s most well-known applications. CNN approaches are being utilized to identify various objects and generate automatic diagrams of directions for evaluation. Deep learning attracts attention as it is used to improve performance on a variety of tasks that offer data from human involvement [4,5,6,7]. Deep learning is being used extensively in the real world to decode the functions of the brain [8,9]. Several methods have been proposed for cotton disease detection, but there are still limitations in the existing work because of poor contrast, the association between the texture patterns of the symptoms and healthy pixels, variations in the shape, texture, and color of leaves, redundant features, and class imbalance problems [10,11]. To overcome such limitations, the one-class explainable neural network method is proposed. The core contribution steps of the proposed method are as follows:




	
Data augmentation is applied in terms of rotation and scaling to balance the data on cotton leaves.



	
The features are extracted from the VGG-16 and passed as input to a model with eleven fully convolutional layers. Said model is trained on selected hyperparameters after extensive experimentation for optimum training.








The article organization is as follows: Section 2 discusses the related work; the steps of the proposed method are explained in Section 3; the obtained outcomes written in Section 4; and conclusion is provided in Section 5.




2. Related Works


The discrete wavelet transform has been applied with k-means clustering for segmentation [12]. Classification between normal and abnormal images has been performed through neural networks and achieved an accuracy of 90% [13]. The color features were extracted through color-based histogram and shape features by Canny and Sobel methods to compute the location/variance of the edges. The texture skew divergence was computed through a Gabor filter [14]. The features were extracted through a self-organizing map and classify the cotton leaf images based on neural network [15]. A median filter was used for image smoothing and segmenting the cotton diseases using fuzzy c-means clustering [16]. The VGG-16 model has been used for cotton disease classification. The optimum features were selected using PCA, and the performance of this method was tested on 2204 images [17]. The texture and color features, as well as SVM, NB and multi-layer perceptron classifiers, were used to provide 96.69% accuracy [18]. The cotton leaf images were converted into grayscale, and GLCM features were extracted; then three convolutional layers were applied vertically, horizontally and in a grid manner. The extracted feature vectors were passed to softmax for the classification of the normal/abnormal cotton leaf images, attaining 80% accuracy [19]. A mask-RCNN model was applied with transfer learning for cotton disease detection with 94% accuracy [10]. A CNN model was trained on selected parameters, such as 300 training epochs, and a dense layer was added with flattening for optimization. This method provides 99.38% classification accuracy [20]. A bilateral filter was used for noise reduction. The level set and Chan-Vese techniques were applied for the segmentation of cotton disease, attaining a 0.96 precision rate [21]. The pre-trained efficient-net-b0 was applied for disease detection and found to provide 99.95% accuracy [11]. An SVM model was used with regression for cotton disease classification with 83.26% accuracy [22]. A 3D-CNN model was applied for the detection of infections [23].The pre-trained VGG-16, ResNet-50, VGG-19, DenseNet-121, NasNetlarge, Xception, inceptionresnetv2 and inceptionv3 models were fine-tuned for classification. The Densenet-121 model provided the highest accuracy, attaining values of 98.77% [24].




3. Materials and Methods


A cotton leaf disease classification method is proposed, which consists of two core steps: feature extraction and classification. Data augmentation is used during the preprocessing phase to balance the input data. Following that, features are retrieved using two convolutional neural networks, FCDD and VGG-16, which are then trained using the chosen hyperparameters that improve classification outcomes.



Figure 1 shows the suggested model’s overall layout.



In the study being presented, two publicly accessible datasets are being used: Cotton Disease [25] and Leaf [26].



These datasets are downloaded from the Kaggle website. The Cotton Disease dataset contains two classes, normal and abnormal, and the Cotton Leaf dataset comprises four classes: curl virus (CV), Fusarium wilt (FW), healthy, and bacterial blight (BB).



The cotton leaf dataset contains three folders: training, testing and validation. The training comprises 288 diseased and 427 healthy samples, while testing and validation have 25/26 and 43/66 samples, respectively. The multi-class data contain four classes, in which there are 434/334/335/340 training and 90/84/84/85 testing images of BB, CV, FW and healthy samples, respectively.



Data augmentation was applied through rotation, scaling (configure image data augmentation—MATLAB (mathworks.com (accessed on 9 October 2022))) and translation (translate an image using imtranslate function—MATLAB and Simulink—MathWorks India) to increase and balance the size of the images [27]. The images were resized into dimensions of   200 × 200 × 3  .



All experiments were implemented on an 11th-generation Intel i7 core and a 2070 RTX on a Windows operating system running MATLAB toolbox R2022a.



Features Extraction Using Convolutional Neural Networks


The input cotton leaf data was augmented in terms of rotation and scaling to balance the data, which was then passed to the deep learning models for feature extraction and classification.



In the proposed model, VGG-16 is used; it consists of 24 layers, including 10 convolutional, 10 ReLU, and 3 maxpooling layers, which are passed to the additional 11 fully connected layers, including 3 convolutional layers, 2 batch-normalization layers, 1 functional layer, 1 FCDD loss layer, 1 2D resize layer, 1 average pool layer, and 2 ReLU layers. One-class deep classification is used to perform lesion detection through learning the neural model in which mapped samples of nominal that are close to the c-centre in the space of the output [28]. The hypersphere classifier is a modified version of semi-supervised DSVDD. Let    u 1  , …  u n    represent the number of input samples and    v 1  , …  v n    represent the labels in which vi = 1 is an infected region and    v i  = 0   represents a nominal sample. The objective of HSC is:


      min       w , c      1 n    ∑   i = 1  n   (  1 −  v i   )  h  (  φ  (   u 1  ; w  )  − c  )  −  u 1  log  (  1 − exp  (  − h  (  φ  (   u 1  ; w  )  − c  )   )   )   



(1)







Here,   c ∈  R d    denotes the center, and   φ :      R    c × h × w →    R d    denotes the neural model with w weights.



The Huber pseudo-loss h(a) =      ‖ a ‖    2 2  − 1     is a robust function of loss which interpolates quadratic to the penalization of linear. The loss of HSC  φ  encourages mapped normal samples that are close to c and infected samples far from the c center. The c-centre relates to the bias from the last network layers, such as the  φ  network. The objective FCDD is defined as follows. The HSC is used with FCN; a method is proposed known as a one-class deep network in which output features maintain spatial information and serve to downsample the heatmap of the anomaly. The up-sampling process is used to preserve the full resolution of the heatmap. The FCDD model is trained on the infected and normal cotton imaging data. With FCN    φ  :      R    c × h × w →    R  u × v    , the objective of FCDD uses Huber pseudo-loss on the FCN output   A  ( u )  = (    p φ    ( u ; w )  2  + 1   − 1  ), where all element-wise operations are applied. The FCDD objectives are:


      min      w     1 n    ∑   i = 1  n   (  1 −  v i   )     1  l . m    ‖ A     (   u i   )  ‖  1  −  v i  log ( 1 −  exp     (  −  1  l . m    ‖ A     (   u i   )  ‖  1   )  )  



(2)







Here,    A     (   u i   )   1    represent the sum of    A   (   u i   )    positive entries. FCDD is used with FCN in conjunction with novel HSC loss adaptation. The main objective is to maximize    ‖ A     (   u i   )  ‖  1    for infectious samples and minimize normal samples.    ‖ A     (   u i   )  ‖  1    is used as the infection score.    A   ( u )    entries contribute to    ‖ A     (   u i   )  ‖  1   , which relates to input regions that are added to the anomaly scores. The region shapes are the dependent receptive field of the FCN. The proposed model training parameters with error rate are mentioned in Table 1.



The hyperparameters mentioned in Table 1, including a batch size of 16 with the Sgdm optimizer, were utilized for model training and provided a 0.1 error rate.





4. Results and Discussion


In this work, three experiments were performed for cotton disease classification, including binary and multi-classification.



4.1. Experiment #1: Cotton Diseases Classification


In this experiment, cotton images were classified into the binary classes of infected and normal. The classification outcomes are computed in terms of different measures such as accuracy, precision, F1-scores, and recall, as depicted in Table 2. As shown in Figure 2, the categorization outcomes are displayed in a confusion matrix.



In Table 2, the classification results are computed on cotton diseases in terms of 5- and 10-fold cross-validation, where we achieved 99.58% accuracy, 1.0 precision, on 5-fold. Similarly, on 10-fold, the achieved results are 98.89% accuracy, 0.99 precision, and 0.98 recall. The computed results are graphically presented in Figure 3.




4.2. Experiment #2: Classification of Cotton Leaf


The cotton leaf classification was performed using normal and abnormal classes. The classification results are computed in terms of 5- and 10-fold cross-validation, as depicted in Table 3.



Table 3 depicts the classification results of cotton leaf based on 5- and 10-fold cross-validation. On 5-fold, we achieved accuracy of 95.89%. On 10-fold, the achieved accuracy is 99.91%. The achieved ROC is graphically plotted in Figure 4.



The suggested leaf classification methods are contrasted with those obtained using the cutting-edge techniques listed in Table 4.




4.3. Multi-Classification of Cotton Leaf Infection


The cotton leaf infections were classified as normal, bacterial blight, curl virus, and Fusarium wilt using 5- and 10-fold cross-validation, as mentioned in Table 4. The classification results are graphically shown in Figure 5.



Table 4 depicts the classification outcomes, in which we achieved an accuracy of 100% on CV, 99.95% on FW, 99.75% on BB and 99.70% on the normal class based on 5-fold cross-validation. However, on 10-fold cross-validation, we achieved an accuracy of 100% on CV, 99.92% on FW, 99.74% on BB and 99.66% on the normal class. Table 5 depicts the comparison of the results.



The pre-trained VGG-16, ResNet-50 and custom CNN were used for classification and provided accuracies of 98.10%, 95.37% and 98.32% [29]. The k-means clustering method iwas used with the OTSU method for segmentation. Then, GLCM and LBP features were derived and passed to the classifiers, attaining 92.2% accuracy [30]. The transfer learning model was used with mask-RCNN for cotton disease detection with 94.0% accuracy [31]. The pre-trained Alex-net model was used for the classification of cotton leaves with 97.98% accuracy [32]. The cotton diseases were classified into four classes based on the deep learning features, attaining 96.4% accuracy [11].




4.4. Visualization of the Classification Heatmap Results Based on Explainable One-Deep Class Model


Heatmaps of the infected class predicted through a network helped to explain why the image was classified into either the healthy or abnormal class. This method is helpful for the detection of patterns in false positives and negatives. Images selected as being correctly classified as the abnormal class are shown in Figure 5. The classification is a true positive. The heatmap of the abnormal images through extract activation upsample heatmap and resize two-dimensional layer of the model. The resize network layer returns a heatmap of lesion scores, the size of which is similar to the input. The heatmap is predicted through the model over the input by using the heatmap overlay function, in which the display range of the heatmap is set to the 0 and 80th percentile.



The false negative images are abnormal, but the network detected them as normal. Heatmaps of false negative images are presented in the Figure 6.



The false-positive images are without infection, but the model classifies them as an infection. The false-positive and negative images are visualized using the network, as shown in Figure 7 and Figure 8.





5. Conclusions


A major threat to agriculture worldwide is plant disease. The accurate detection of leaf disease is essential to preventing further crop damage. Therefore, in this research, an explainable deep-one class model is used for infected/normal cotton images classification. and trained on the selected hyperparameters that provide excellent results. The proposed model provides binary classification results with 99.91% accuracy on the cotton leaf and 99.58% on the cotton disease datasets. The proposed model performance is also evaluated by performing a multi-classification experiment in which we achieved an accuracy of 100% on CV, 99.92% on FW, 99.74% on BB and 99.66% on normal classes. The testing classification results are also visualized using heatmaps. The obtained classification outcomes are also compared to existing techniques to authenticate the effectiveness of the proposed methodology.
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Figure 1. Cotton disease detection model. 
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Figure 2. Confusion matrix of the cotton disease classification results. 
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Figure 3. Classification results. (a) ROC-AUC curve; (b) mean lesion scores. 
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Figure 4. ROC of the proposed cotton leaf classification model. 
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Figure 5. Multi-class confusion matrix of cotton leaf infection. 
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Figure 6. True-positive classification. (a) Input image. (b) Heatmap scores. 






Figure 6. True-positive classification. (a) Input image. (b) Heatmap scores.



[image: Agriculture 12 02029 g006]







[image: Agriculture 12 02029 g007 550] 





Figure 7. False-negative classification results. (a) Input image. (b) Heatmap. 
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Figure 8. False-positive classification results. (a) Input image. (b) Heatmap. 
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Table 1. Proposed model training parameters.
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Parameters

	
Size

	
Optimizer

	
Error rate






	
Batch size

	
8

	
Sgdm

	
0.5




	
4

	
0.7




	
16

	
0.1




	
100 training epochs
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Table 2. Classification results of cotton disease.
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Cross-Validation

	
Accuracy

	
Precision

	
Recall

	
F1 Score






	
5-fold

	
99.58%

	
1.0

	
1.0

	
1.0




	
99.58%

	
1.0

	
0.99

	
0.99




	
10-fold

	
98.89%

	
0.99

	
0.98

	
0.99




	
99.09%

	
0.99

	
0.99

	
0.98
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Table 3. Classification results of cotton leaf using Kaggle datasets.
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Cross-Validation

	
Accuracy

	
Precision

	
Recall

	
F1 Score






	
5-fold

	
95.89%

	
0.94

	
0.99

	
0.97




	
95.89%

	
0.99

	
0.91

	
0.95




	
10-fold

	
99.91%

	
0.99

	
0.99

	
0.99




	
99.97%

	
0.99

	
0.99

	
0.99
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Table 4. Multi-classification of cotton leaf infection.
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Cross-Validation

	
Classes

	
Accuracy

	
Precision

	
Recall

	
F1 Score






	
5-fold

	
CV

	
100%

	
1.00

	
1.00

	
1.00




	
FW

	
99.95%

	
1.00

	
1.00

	
1.00




	
BB

	
99.75%

	
0.99

	
1.00

	
1.00




	
Normal

	
99.70%

	
1.00

	
0.99

	
0.99




	
10-fold

	
CV

	
100%

	
1.00

	
1.00

	
1.00




	
FW

	
99.92%

	
1.00

	
1.00

	
1.00




	
BB

	
99.74%

	
0.99

	
1.00

	
0.99




	
Normal

	
99.66%

	
1.00

	
0.99

	
0.99
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Table 5. Comparison of the proposed cotton disease classification results.
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Ref#

	
Year

	
Model

	
Dataset

	
Result (Accuracy%)






	
[29]

	
2022

	
Custom CNN, VGG16, ResNet50

	
Local

	
98.53




	
[30]

	
2022

	
LBP and GLCM

	
Kaggle

	
92.2




	
[31]

	
2022

	
Mask-RCNN

	
Local

	
94




	
[32]

	
2022

	
Alex-network

	
Kaggle

	
97.98




	
[11]

	
2021

	
Deep Features

	
Local

	
96.4




	
Proposed Model

	
Kaggle (Cotton diseases)

	
99.58




	
Kaggle (Cotton leaf)

	
99.91




	
Kaggle (leaf infection)

	
99.97
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