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Abstract: Crop disease diagnosis is of great significance to crop yield and agricultural production.
Deep learning methods have become the main research direction to solve the diagnosis of crop
diseases. This paper proposed a deep convolutional neural network that integrates an attention
mechanism, which can better adapt to the diagnosis of a variety of tomato leaf diseases. The network
structure mainly includes residual blocks and attention extraction modules. The model can accurately
extract complex features of various diseases. Extensive comparative experiment results show that the
proposed model achieves the average identification accuracy of 96.81% on the tomato leaf diseases
dataset. It proves that the model has significant advantages in terms of network complexity and
real-time performance compared with other models. Moreover, through the model comparison
experiment on the grape leaf diseases public dataset, the proposed model also achieves better
results, and the average identification accuracy of 99.24%. It is certified that add the attention
module can more accurately extract the complex features of a variety of diseases and has fewer
parameters. The proposed model provides a high-performance solution for crop diagnosis under the
real agricultural environment.

Keywords: tomato leaf disease; deep learning; convolutional neural network (cnn); attention mecha-
nism; classification

1. Introduction

Tomato is an important vegetable crop in the world, with a per capita consumption
about 20 kg per year, accounting for around 15% of the total vegetable consumption [1].
The global annual output of fresh tomato exceeds 170 million tons, ranking first in vegetable
crop production [2]. The United States, India, Turkey, Egypt and China are the main
producers of tomatoes [3]. According to the survey data of the Food and Agriculture
Organization of the United Nations, tomato disease is the main reason for the decrease in
global tomato production, with an annual loss rate of as high as 8%–10% [4]. However,
most tomato diseases start from the leaves and then spread to the entire plant [5]. Automatic
identification of tomato leaf diseases accurately can help to improve the management of
tomato production and provides a good growth environment.

Traditional expert diagnosis on tomato leaf disease has a high cost and has a subjective
misjudgment risk. With the rapid development of computer technology, computer vision,
machine learning, and deep learning are widely used in crop disease detection [6,7].
Traditional machine vision methods segment the RGB images of crop diseases by color,
texture, or shape features. However, the characteristics of different diseases are similar,
so it is difficult to judge the types of diseases, and the accuracy of disease recognition is
poor in a complex natural environment. The Convolutional Neural Network (CNN) is a
high-performance deep learning network; it abandons complex image preprocessing and
feature extraction operations, and adopts an end-to-end structure, which greatly simplifies
the recognition process compared to its learning [8–10]. Nowadays, CNN is widely used in
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crop disease recognition for real agriculture environments [11–14]; the automatic detection
of tomato leaf diseases combined with CNN is conducive to improving the accuracy of
diagnosis and reducing labor costs.

Several studies have been carried out to use deep learning technology to improve
the survival rate of vegetables, fruits, and field crops through early disease detection and
subsequent disease management. Wang et al. [15] apply transfer learning to the original
Alex Net network, and the average recognition rate of 10 categories of tomato leaves is
better. Rangarajan et al. [16] use the original AlexNet, VGG16 network structure, combined
with migration learning to obtain an accuracy of about 97% on the seven segmented tomato
diseased leaves. The effects of weight, deviation, and learning rate on the accuracy and
speed of disease detection are analyzed. Alcaro et al. [17] use cameras with different
resolutions to capture images of 9 tomato diseases and insect pests, and use Faster R-
CNN, R-FCN, and SSD for training. Long et al. [18] trained AlexNet and GoogleNet
networks by using transfer learning technology for Camellia oleifera diseases identification.
Kaur et al. [12] use a pre-trained ResNet network to classify 7 tomato diseases with an
accuracy rate of 98.8%. Karthik et al. [19] proposed a deep detection model structure for
tomato leaf diseases, optimized and improved the residual network, and used transfer
learning to obtain important disease classification features. Although transfer learning
can achieve better recognition results, the original AlexNet and VGG16 networks have
complex structures and numerous parameters, which cannot meet the actual application
and deployment of the model.

Based on the previous investigations, CNNs have more potential than the traditional
feature extraction methods. Razavi et al. [20] used the improved CNN network to train
the disease detection model for the open source disease dataset, and compared them
with traditional classifiers such as SVM, LBP, and GIST, which proved that the model
is higher than other classifications in terms of classification accuracy. Yang et al. [21]
used the saliency analysis of the image to locate the pests in tea gardens, reduced the
number of network layers and convolution kernels for AlexNet, and combined with the
Dropout model optimization algorithm to improve the accuracy. The optimized model is
effective against 23 pests in tea gardens. The average recognition accuracy rate reaches
88.1%. Sun et al. [22] improved the Alex Net network model by reducing the size of the
convolution kernel, which improved the disease accuracy and reduced the parameters
required for the model. Liu et al. [7] improved a CNN model based on AlexNet to identify
four apple leaf diseases, and the model could achieve an average recognition accuracy
of 97.62%. Grinblat et al. [23] developed a powerful neural network for the successful
identification of three different legume species based on the morphological patterns of the
leaves’ veins. In the real agriculture environment, the above mentioned study provides a
lot of reference for the diagnosis of tomato leaf diseases.

In recent years, due to the characteristic of extracting discriminative features of the
area of interest, the attention network began to be widely used in machine translation,
generative adversarial, and so on [24,25]. However, it is still in the exploratory stage in
the field of agriculture diseases detection. Tang et al. [26] added the attention module
into ShuffleNet, which improved the recognition rate of grape diseases in the PlantVillage
dataset to 99.14%. Zhong et al. [27] based on the ResNet18 added a group attention module,
and the pixel accuracy of semantic segmentation of cucumber diseased leaves in the natural
environment reached 93.9%.

For tomato leaf disease diagnosis, the diseased area only occupies a part of the leaf
image size. So, this study adds an attention module to the original CNN network model to
automatically extract important disease feature information from a complex environment.
The feature extraction is focused on the disease feature channel, and the invalid feature
channel information is eliminated. In this paper, an improved CNN network model is
proposed to diagnosis tomato multiple leaf disease accurately.

The main contributions of this paper are summarized as follows:
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• In order to meet the diagnosis requirements of various tomato leaf diseases in the
natural environment, this paper constructs a dataset of 9 tomato leaf diseases and
healthy leaves. Furthermore, through data enhancement methods, the generalization
ability and adaptability of the model in practical applications are improved.

• This paper proposes a multi-scale CNN network structure for the diagnosis of tomato
leaf diseases. Based on the residual block, a multi-scale feature extraction module is
added. The SE module is deeply integrated into the ResNet-50 network model.

• This paper established a multi-dimensional dependency relationship between the
three dimensions (C, H, W) of the extracted tomato leaf disease feature map and
used channel and spatial information with a small amount of calculation. In this way,
effective features of lesions can be obtained in a complex background, and contextual
information can be discriminated.

The rest of the paper is organized in the following manner. Section 2 introduces tomato
leaf disease dataset augmentation and tomato leaf disease diagnosis model improvement.
Section 3 conducted comparative experiments on the proposed model performance and
verified the applicability of the model on other crop disease datasets. Section 4 compares
the model results of this study with other researchers in detail. Finally, the conclusion is
provided in Section 5.

2. Materials and Methods
2.1. Build the Dataset

The image data of tomato leaf health and disease in this paper comes from the PlantVil-
lage open source database [22]. The database contains a large number of plant disease
images and is the world’s largest crop database. After initially acquiring the image of
tomato leaves, the image data needed for the research is manually screened to avoid prob-
lems such as image duplication and classification errors in the dataset. Finally, a dataset
contained 4585 tomato leaf images is obtained, and the size of each picture is fixed at
224 × 224. The dataset contains a total of 10 tomato leaf categories, such as bacterial spot,
early blight, healthy, late blight, leaf mold, mosaic virus, septoria leaf spot, target spot, two-
spotted spider mite, and yellow leaf curl virus. The images of tomato leaves in 10 categories
are shown in Figure 1.
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leaf curl virus.

2.2. Data Augmentation

In deep learning, the diversity of the data set can enhance the generalization ability and
robustness of the model [28]. Therefore, this paper used a variety of image enhancement
techniques, and enhanced image data in combination with OpenCV under the Pytorch
framework.

1. Spin: Rotated the picture randomly by 0◦, 90◦, 180◦, and 270◦ will not change the
relative position of the diseased spot and the healthy part, simulated the randomness
of the shooting angle under natural conditions.

2. Zoom: Reduced an image according to a certain ratio helps to identify targets at
multiple scales. For the zoomed image, the resolution of the image is expanded to
224 × 224 pixels by filling 0 pixels.

3. Add noise: Added salt and pepper noise or gaussian noise to the image to simulate
images with different definitions taken in the natural environment.

4. Color jitter: Changed the brightness, saturation, and contrast of the image to simulate
the image difference caused by the light intensity when shooting in the natural
environment.

Using the above data enhancement method, the number of samples in each cate-
gory was expanded by 4 times, and the enhanced tomato leaf disease data set contained
22,925 images. The trainset and validationset are randomly divided into 8:2. The detailed
information of the dataset is shown in Table 1.
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Table 1. Tomato leaf diseases dataset.

Type Class Origin Images Augmentation Images Trainset

bacterial spot 0 425 2125 1700
early blight 1 480 2400 1920

healthy 2 481 2405 1924
late blight 3 463 2315 1852
leaf mold 4 470 2350 1880

mosaic virus 5 448 2240 1792
septoria leaf spot 6 436 2180 1744

target spot 7 457 2285 1828
two-spotted spider mite 8 435 2175 1740

yellow leaf curl virus 9 490 2450 1960

Total 4585 22,925 18,340

2.3. Deep Learning Models
2.3.1. The Feature Extraction Network

Feature extraction is the key to deep learning, the different feature extraction networks
have different parameters, speeds, and performance. Nowadays, some wide range of
convolutional neural network models have been proposed, such as AlexNet [29], VG-
GNet [30], and GoogleNet [31]. However, these CNN models reduced the speed of training
and detection due to the large numbers of parameters and computational operations [26].
He et al. [32] proposed a residual network with 101 layers to effectively solve the prob-
lem of gradient degradation, and won the 2015 ImageNet Large-scale Visual Recognition
Challenge. Compared with AlexNet, VGGNet, and GoogLeNet, ResNet has less compu-
tation and higher performance. In this paper, ResNet-50 with less calculation and better
performance is used as the feature extraction network.

In Figure 2, the tomato leaf disease image is input into the ResNet-50 network structure,
first passes through convolutional layer, BN layer, and activation layer, and then the
obtained feature map is maximized pooling. The ResNet50 model mainly includes Stage
1–4, and each stage consists of 1 sampling module and multiple identity mapping modules.
The output feature map undergoes an AVG pooling operation, and then passes through the
Flatten layer to make the output multi-dimensional features one-dimensional, and finally
output through the fully connected layer. When deepening the number of network layers,
if the internal characteristics of the network have reached the optimal level in a certain
layer, the subsequent superimposed network layers will not change the characteristics.
The residual module (Figure 3) in ResNet-50 can effectively solve the problem of identity
mapping [32] and can also reduce network parameters and calculations.
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2.3.2. Attention Module

Multiple small disease lesions can occur on the tomato leaf, which are usually of
various shapes. Using channel dependency is an important way to improve CNN model
performance. To boost the performance of existing state-of-the-art models with slight com-
putation cost. As shown in Figure 4, Hu et al. [33] mentioned the Squeeze-and-Excitation
Networks in the CVPR 2017 ImageNet Workshop speech. The weights of different channels
are trained through the cost function, and the weight coefficients of each feature channel
are automatically obtained. Then, according to the size of the weight coefficient of each
feature channel, the effective feature channel is enhanced, and the invalid feature channel
is suppressed.
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2.4. Tomato Diagnosis Model of ResNet Fused of the SE Module

Due to the flexibility of the SE Module, it can be directly applied to existing network
architectures. In this paper, SENet is added to the original model structure of ResNet-
50 to obtain the SE-ResNet50 mode. The network architectures of improved ResNet-
50 are depicted in Figure 5. In the SE-ResNet50 network structure, SENet-block uses
global average pooling to compress feature maps. Connect the two fully connected layers
together to form a modular structure to express the correlation and dependence between
the characteristic channels and keep the number of characteristic channels unchanged at
the input and output of the two fully connected layer modules.
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The upper parts of the frameworks shown in Figure 5 are the SE module. When the
input feature map reaches the first fully connected layer, the feature dimension is reduced
to 1/R of the input. Then it is processed by the ReLu activation function, and then input to
the second fully connected layer. At this time, the zoom ratio is R, that is, the number of
feature channels is changed back to the input size (1 × 1 × c).
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Global average pooling is used in the compression stage, and the H × W spatial
dimensions of the whole image are shrunk to F ∈ Rc. The compression process follows
Equation (1):

Fsq(uc) =
1

H ×W

H

∑
i=1

W

∑
j=1

uc(i, j) (1)

After compression, a feature map of 1 × 1 × c2 is obtained, a parameter W is in-
troduced, and a weight is generated for each feature channel through W. The different
parameters represent the different importance of the characteristic channel, which is the
core of the entire SENet module. These weights are allocated to the input feature maps.
This process is called feature recalibration, namely and gating mechanism. The excitation
process follows Equation (2):

Fex(z, W) = σ(g(z, W)) = σ(W2δ(W1 z)) (2)

where z is the result of the compression process; σ is the ReLU function, W1 ∈ R
C
r ∗C and

W2 ∈ RC∗ C
r : a dimensionality-reduction layer with parameters W1 with reduction ratio r,

a ReLU and then a dimensionality-increasing layer with parameters W2. Reweight is a
re-calibration process, which uses the output weight of excitation as the importance of each
feature channel after feature selection. According to the degree of importance, the channel
is added to the original feature through the Equation (3) and keeping the number of feature
channels unchanged and not introducing new feature dimensions.

x = Fscale(uc, sc) = uc × sc (3)

where x and Fscale refers to the channel wise multiplication between the scalar sc and the
feature map uc ∈ RH×W.

The above is the complete structure and operation process of SENet module. This sub-
network structure is embedded in ResNet50. The combination of characteristic channel
recalibration strategy and residual network can effectively improve the network perfor-
mance, and thus does not need to increase the computational cost much. Through feature
refinement, the learning ability of complex disease features is enhanced. The entire tomato
leaf disease diagnosis network structure is shown in Figure 6.
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channel is added to the original feature through the Equation (3) and keeping the number 
of feature channels unchanged and not introducing new feature dimensions. x = Fscale(uc,sc) = uc × sc (3) 

where⎯x and Fscale refers to the channel wise multiplication between the scalar sc and the 
feature map uc∈RH×W. 

The above is the complete structure and operation process of SENet module. This 
sub-network structure is embedded in ResNet50. The combination of characteristic chan-
nel recalibration strategy and residual network can effectively improve the network per-
formance, and thus does not need to increase the computational cost much. Through fea-
ture refinement, the learning ability of complex disease features is enhanced. The entire 
tomato leaf disease diagnosis network structure is shown in Figure 6. 

 
Figure 6. The structure of tomato leaf disease diagnosis.
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2.5. Experiment Setup

The operating platform for this experiment is a Dell T7920 graphics workstation,
the operating environment is Windows 10, the CPU is two Intel Xeon Gold 6248R, and the
GPU is two NVIDIA Quadro RTX 5000, 64GRAM, 1T solid state drive. The training
environment is created by Anaconda3, and the environment configuration is Python 3.6.13
and Pytorch 1.4.0, torchvision 0.5.0 artificial neural network library. At the same time
CUDA 10.1 deep neural network acceleration library is used.

The weight value of the feature extraction network uses the parameters of the pre-
trained ImageNet classification model. This method can greatly reduce the model calcula-
tion cost and calculation time. After each training, the validationset is tested and the model
is saved, and the model with the highest accuracy is selected.

2.6. The Evaluation Index

In order to evaluate the performance, the proposed network is compared with several
famous CNN networks: VGG-19, Xception, ResNet-101, and GoogleNet. The average
accuracy evaluation index recognized in the field of image classification is used to evaluate
the classification results, including Precision (PPV), Recall (TPR), F1 Score (F1), and Detection
speed (TA).

PPV =
TP

TP + FP
(4)

TPR =
TP

TP + FN
(5)

F1 = 2× PPV × TPR
PPV + TPR

(6)

where TP (true positive) is the number of positive samples predicted as positive samples,
FP (false positive) is the number of negative samples considered to be positive samples, and
FN (false negative) is the number of negative samples considered to be negative samples.

TA =
T
N

(7)

where T is the total detection time for validationset and N is the total number for the
validationset.

3. Results
3.1. Comparison of Various Convolution Neural Networks

The comparison of various CNN model test accuracy curves of different networks
is shown in Figure 7. The training iteration epochs are plotted on the X axis and the
corresponding training accuracy is plotted on the Y axis.
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The evaluation results of different approaches on the tomato leaf disease are obtained
in Table 2. Under the same experimental conditions, the SE-ResNet50 model proposed
in this paper has the highest average accuracy, with an accuracy of 96.81%. Compared
with GoogleNet, ResNet-101, Xception, and VGG-19 models, the average accuracy is 9.54%,
6.68%, 8.65%, and 6.39% higher, respectively, significantly ahead of the 4 mainstream CNN
networks. At the same time, it can be seen from Figure 7 that the SE-ResNet50 model
starts to converge after 150 iteration epochs, the convergence rate is the fastest among all
models. Also, the model tends to be stable after convergence, and the fluctuation range is
smaller. Moreover, the SE-ResNet50 model proposed in this paper has the fastest average
diagnosis time for a single disease image, which is only 31.68 ms. Compared with the
second-ranked Xception model, the time is reduced by 1.23 ms, which meets the needs of
real-time diagnosis of tomato leaf diseases. Synthesizing the above analysis, the proposed
model achieves the best performance in terms of accuracy and convergence speed.

Table 2. The evaluation results.

Model Input PPV TPR F1 TA (ms) Accuracy (%)

GoogleNet 224 0.8716 0.8709 0.8712 33.56 87.27
ResNet-101 224 0.8995 0.9013 0.9004 39.53 90.13

Xception 224 0.8825 0.8814 0.8819 32.91 88.16
VGG-19 224 0.9039 0.9047 0.9243 40.26 90.42

SE-ResNet50 224 0.9677 0.9681 0.9679 31.68 96.81

Figure 8 shows the confusion matrixes for 9 tomato leaf diseases and health leaf using
our SE-ResNet50 model.
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The SE-ResNet50 model proposed in this paper has an accuracy of over 97% for the
diagnosis of healthy tomato leaves, and over 98% for the three diseases of bacterial spot,
mosaic virus, and yellow leaf curl virus. The diagnosis accuracy of early blight, target spot
and two-spotted spider mite is low, but they have reached 93%, 94%, and 94% respectively,
which meets the accuracy requirements in actual diagnosis operations.

To better understand the learning capacity of the channel-wise mechanism, the vi-
sualizations with several tomato leaf disease feature maps of proposed SE-ResNet50 are
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shown in Figure 9. The proposed model can retain more image details due to important
feature reuse.
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3.2. Comparison of Diagnosis Performance with Attention Module

In order to prove the effect of adding attention mechanism on model accuracy, keeping
the experimental conditions and parameters consistent, a comparison experiment of the
performance of the SE-ResNet50 and ResNet50 models was carried out. The results of the
comparative experiment of the proposed model and the ResNet50 model without attention
module on tomato leaf disease are represented in Table 3.

Table 3. The results of SE-ResNet50 compared with ResNet50 without attention module.

Model PPV TPR F1 TA (ms) Accuracy (%)

ResNet-50 0.9251 0.9256 0.9253 33.85 92.56
SE-ResNet50 0.9677 0.9681 0.9679 31.68 96.81

It can be seen from Table 3 that the results of the model are improved after adding the
attention module. Adding the attention mechanism, the accuracy of the model is increased
by 4.25%, the average detection time of a single disease is shortened by 2.17 ms, and the
model parameters are only a little bit. It can be concluded that the proposed network
is effective.

Based on the above results, it can be seen that the SE-ResNet50 model proposed in this
paper can well complete the task of tomato leaf disease diagnosis and has high robustness
and accuracy. This model can be a very useful detection tool in the field of crop diseases.
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3.3. The SE-ResNet50 Effectiveness on Other Corp Disease Dataset

In order to verify the practical application performance of the SE-ResNet50 model
proposed in this paper, we conducted experiments on the public dataset of grape leaf
diseases. The public dataset contains 2750 grape leaf disease images, including black
measles, black rot, brown spots, healthy, and leaf blight. Sample images are shown in
Figure 10.
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Under the same experimental conditions, this paper selected Googlenet, Resnet-50,
and Xception for comparative experiments on grape leaf diseases. As shown in Figure 11,
the convergence times of the four models are similar, but the final convergence accuracy
of the SE-ResNet50 model is higher than that of the GoogleNet, ResNet-50, and Xception
models. At the same time, the SE-ResNet50 model proposed in this paper has a small
convergence accuracy fluctuation range. The convergence accuracy of GoogleNet, ResNet-
50, and Xception models has a large fluctuation range.
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The evaluation results of approaches on the grape leaf disease are obtained in Table 4.
The SE-ResNet50 model proposed in this paper has an average diagnostic accuracy of
99.24% for the four classifications of grape leaves. Compared with tomato leaf diseases,
the accuracy of diagnosis is increased by 2.43%, mainly due to the decrease of 6 kinds
of diseases. Compared with ResNet-50, GoogleNet and Xception models, the average
accuracy is 5.33%, 6.46% and 6.61% higher, respectively. Moreover, the SE-ResNet50 model
proposed in this paper has the fastest average diagnosis time for a grape leaf image, which is
only 31.42 ms. Compared with the second-ranked Xception model, the time is reduced
by 0.55 ms. Synthesizing the above analysis, the proposed model for grape leaf diseases
diagnosis also achieves the best performance in terms of accuracy and convergence speed.

Table 4. The results of SE-ResNet50 compared with ResNet50 without the attention module.

Grape Input PPV TPR F1 TA (ms) Accuracy (%)

SE-ResNet50 256 0.9918 0.9924 0.9921 31.42 99.24
ResNet-50 256 0.9388 0.9392 0.9390 33.27 93.91
GoogleNet 256 0.9274 0.9269 0.9271 32.89 92.78
Xception 256 0.9261 0.9263 0.9262 31.97 92.63

The identification result is represented by confusion matrix in Figure 12; the diagnostic
accuracy of black measles exceeds 98%, the diagnostic accuracy of brown spots and leaf
blight exceeds 99%, and the diagnostic accuracy of healthy leaves is 100%. It is proven that
the proposed method has a wide range of applicability and has better performance relative
to deep based methods on other crop public datasets.
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4. Discussion

Crop diseases are a major threat to global vegetable supply security, and the latest
technologies need to be applied to the agriculture field to control diseases. Due to the long-
term continuous operations, ease of data acquiring, good robustness, and quick computing
of deep-learning-based disease detection, it is widely investigated.

According to the complex characteristics of tomato leaf diseases, this study designed a
diagnosis model for multi-scale extraction of disease features. In this study, the dataset was
divided into 10-class classification (bacterial spot, early blight, healthy, late blight, leaf mold,
mosaic virus, septoria leaf spot, target spot, two-spotted spider mite, and yellow leaf curl
virus). The SE-ResNet50 model proposed in this paper reaches an average detection
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accuracy of 96.81%, which is 4.25% higher than the original ResNet50 network accuracy.
The diagnostic accuracy of this model for the four diseases exceeds 97%, and the detection
accuracy for early blight is the worst, but it also exceeds 93%. The average diagnosis time
of a single disease image is only 31.68 ms, and the diagnosis speed is faster to meet the
needs of real-time operations.

The results in this study are compared with study results as summarized in Table 5.
As shown in Table 5, Durmuş et al. [13], Wang et al. [15], Agarwal et al. [30], and Tm et al. [34]
used the same dataset as this study. The accuracy of all these studies is lower than the
model proposed in this paper. Even the accuracy of model designed by Guo et al. [29] for
eight-class tomato leaves is 4.11% lower than our study. It is found that the proposed model
accuracy of Kaur et al.[12], Rangarajan et al. [16], Karthik et al. [19], and Kaushik et al. [35]
are higher than our results, which are attributed to the less classification classes of diseases
(at most 7 classes). Overall, our model has good general performance and high diagnostic
accuracy for tomato leaf diseases.

Table 5. Results in the paper compared with other state-of-the-art results.

Paper Dataset Model Classification Precision Recall F1-Score Accuracy

Durmuş et al. [13] Plant Village AlexNet 10-class — — — 95.65%
Wang et al. [15] Plant Village AlexNet 10-class — — — 95.62%

Agarwal et al. [30] Plant Village Vgg-16 10-class 90% 92% 91% 91.2%
Tm et al. [34] Plant Village LeNet 10-class 94.81% 94.78% 94.8% 94%

Our model Plant Village ResNet-
50+SeNet 10-class 96.77% 96.81% 96.79% 96.81%

Kaur et al.[12] Plant Village ResNet-101 7-class 98.8% 98.8% 98.8% 98.8%
Rangarajan et al. [16] Plant Village AlexNet 7-class — — — 97.49

Karthik et al. [19] Plant Village ResNet +
Dense 4-class — — — 98%

Guo et al. [29] Plant Village AlexNet 8-class — — — 92.7%
Kaushik et al. [35] Plant Village ResNet-50 6-class — — — 97.01%

5. Conclusions

In this work, we successfully developed a multi-scale feature extraction model for
tomato leaf diseases diagnosis. The model deeply integrates the residual block and the
attention module and is trained for the detection of healthy and different unhealthy tomato
leaf images. The obtained results show that our model outperforms some recent deep learn-
ing studies by using the most popular publicly available PlantVillage dataset.It was also
found that the SE-ResNet50 was best suited for the diagnosis of tomato leaf diseases com-
pared to other model. Besides, the performance of the SE-ResNet50 model generally further
improved when trained with more different environment images. The trained models can
be used in the early automatic diagnosis of tomato and other crop diseases. Thus, this work
can be beneficial in early and automatic disease diagnosis of tomato crops enabled by the
latest technologies such as smartphones, drone cameras, and robotic platforms.

In the next step, we will deploy the proposes model to the greenhouse inspection robot
independently developed by the team to realize the automatic identification of tomato leaf
diseases in the real agricultural environment. At the same time, we will also establish a
dataset of tomato leaf diseases in a real agricultural environment to improve the diagnostic
performance of the inspection robot. It can help farmers accurately identify diseases, carry
out corresponding agricultural tasks such as applying pesticides and fertilizing according to
the types of diseases, and successfully realize agricultural modernization and intelligence.
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