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Abstract: Crowdsourcing has the advantages of being cost-effective and saving time, which is a
typical embodiment of collective wisdom and community workers’ collaborative development.
However, this development paradigm of software crowdsourcing has not been used widely. A very
important reason is that requesters have limited knowledge about crowd workers’ professional
skills and qualities. Another reason is that the crowd workers in the competition cannot get the
appropriate reward, which affects their motivation. To solve this problem, this paper proposes a
method of maximizing reward based on the crowdsourcing ability of workers, they can choose tasks
according to their own abilities to obtain appropriate bonuses. Our method includes two steps: Firstly,
it puts forward a method to evaluate the crowd workers’ ability, then it analyzes the intensity of
competition for tasks at Topcoder.com—an open community crowdsourcing platform—on the basis of
the workers’ crowdsourcing ability; secondly, it follows dynamic programming ideas and builds game
models under complete information in different cases, offering a strategy of reward maximization
for workers by solving a mixed-strategy Nash equilibrium. This paper employs crowdsourcing data
from Topcoder.com to carry out experiments. The experimental results show that the distribution
of workers’ crowdsourcing ability is uneven, and to some extent it can show the activity degree of
crowdsourcing tasks. Meanwhile, according to the strategy of reward maximization, a crowd worker
can get the theoretically maximum reward.

Keywords: software crowdsourcing; reward; game; Topcoder.com

1. Introduction

Crowdsourcing is used to find high-quality workers in the masses through the Internet; workers
can get paid when they complete tasks. Crowdsourcing makes use of people’s cognitive advantages to
solve difficult problems that computers are unable to, such as data collection and data analyses [1,2]
for data mining and knowledge acquisition [3]; it can be used to select high-quality workers
from a large number of people at a small cost. Furthermore, such services from people of the
group only cost a small amount of money. Software development is rarely done in an isolated
environment [4,5]; instead, it increasingly depends on the collaboration among different groups of
stakeholders. However, such cooperative development processes frequently face challenges from
rapidly evolving requirements, conflicting stakeholders needs and constraints, as well as other factors.
In software development, on the one hand, crowdsourcing is attributed with significant cost-savings
and quicker task completion time; on the other hand, the crowdsourcing platforms allow software
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companies to recruit excellent software developers; therefore, software crowdsourcing has achieved
a rapid growth in recent decades. Crowdsourcing platforms emerge one after another, such as
Topcoder.com, zbj.com, make8.com, epwk.com, and so on. However, for online workers (they seek
software-related part-time work on the web to get paid; most of these tasks are coding, software
requirements analysis, code review, and software integration; they communicate through the Internet,
not offline), people always lack a "face-to-face" meeting and the confidence that stems from that; at the
same time, as the workers’ performance is not clear to see, the crowdsourcing platforms and the
requesters who host crowdsourcing tasks do not know who is better. As a result, requesters cannot
get better software crowdsourcing services. Some previous studies have shown that some popular
workers’ attributes, such as geographical location and education level, can be used to ascertain the
workers’ trustworthiness [6–8]. Mok, R.K.P. et al. [9] presented a unique approach to identify low
quality workers via QoE crowdtesting and conducted QoE assessment on crowdsourcing Amazon
Mechanical Turk and CrowdFlower, through video, so as to collect worker behaviors. Hina Gul
Afridi and Mohammad Imran Faisal [10,11] used linear regression to analyze the factors affecting
task compensation and workers’ reputation, and only the attributes of crowdsourcing tasks were
analyzed. These kinds of studies usually only took unilateral factors into consideration, and few of
them considered the correlation between crowdsourcing platforms and crowd workers. At the same
time, they have not put forward any good solution to solve the most concerning problem, that is,
the reward issue. Therefore, studies on crowd workers can help software crowdsourcing platforms
fully understand the workers’ capacities and their sensitivity to tasks, which will aid managers to
design better crowdsourcing strategies. Meanwhile, as for the most concerning issue, about reward,
we analyze the intensity of competition for crowdsourcing tasks on the basis of crowd workers’
capacities, and provide a strategy of reward maximization for workers, a win-win purpose for both
platforms and workers. The paper proceeds from the crowdsourcing capacity and puts the priority on
the strategies of reward maximization at different levels of competition intensity.

The rest of the chapters of the paper are organized as follows: The second chapter introduces
the related work; the third chapter elaborates on the method design; the fourth chapter shows the
experimental data and the analysis of results; and the fifth chapter draws a conclusion.

2. Background and Related Work

2.1. Crowdsourcing in Software Engineering

A large number of netizens are not only users of various software services, but they also make
great contributions to various types of network data and service applications, which makes software
crowdsourcing possible. For an open network environment, how to effectively manage and coordinate
the use of the crowd to maximize the benefits is important, especially in software engineering [12,13].

With the application of crowdsourcing techniques in software engineering [14,15], this has led to
the emergence of a new field, named crowdsourcing software engineering (CSE). LaToza and van der
Hoek [16] proposed three CSE (i.e., peer production, competitions, and micro-tasking) models based
on key factors, such as the number of workers and the expected time needed to solve the issue at hand.
Harel D et al. [17] raised a development environment that allows the crowd to observe the work plan of
the earlier version and then contribute their wisdom, in a voting-type platform, to achieve the purpose
of affecting the program structure and process. Winkler D et al. [18] introduced a crowdsourcing-based
inspection (CSI) process with tool support, with the focus on inspection teams and the quality of defect
detection. Guzman E et al. [19] used the software and demand evolution information contained in
tweets, and presented a survey, with 84 software engineering practitioners and researchers, that studies
the tweet attributes that are most telling of tweet priority when performing software evolution tasks.
However, at present, the crowd research on the crowdsourcing platform is limited. Our work focuses
on the research of workers on Topcoder.com [20].
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2.2. Topcoder.com

Topcoder.com is a famous software crowdsourcing platform with more than one million registered
users, seven thousand challenges hosted per year, and up to 80 million dollars in challenge payouts
and high prizes, and a large number of tasks provide data support for our research. It also has its
own community and social networks; members compete with each other and cooperate to gain money
and honors [21]. In this paper, we use Topcoder.com as a case study to study the workers’ abilities.
Figure 1 is the flow chart of the crowdsourcing software development (CSD) mechanism.

Appl. Sci. 2019, 9, x FOR PEER REVIEW 3 of 16 

2.2. Topcoder.com  

Topcoder.com is a famous software crowdsourcing platform with more than one million 
registered users, seven thousand challenges hosted per year, and up to 80 million dollars in challenge 
payouts and high prizes, and a large number of tasks provide data support for our research. It also 
has its own community and social networks; members compete with each other and cooperate to 
gain money and honors [21]. In this paper, we use Topcoder.com as a case study to study the workers’ 
abilities. Figure 1 is the flow chart of the crowdsourcing software development (CSD) mechanism.  

 
Figure 1. The flow chart of the crowdsourcing software development mechanism. Manager 
decomposes a large software project to several components as requested, posts these components on 
Topcoder.com, and get high quality solutions by crowdsourcing. 

As shown in Figure 1, according to the requirements, the platform decomposes a large software 
project to several components, posts these components on Topcoder.com as tasks, and obtains high 
quality solutions through competition. For online workers, they choose their tasks of interest to get 
payment. Workers need to submit their own solutions online, which will be reviewed next if some of 
them meet the requirements. During the review, three reviewers will evaluate the workers’ 
submissions and give scores on “scorecards”. The examination covers contents such as whether the 
submission meets the requirements, whether the interface design is beautiful and friendly, whether 
the code is concise, and whether the corresponding code comments are given. After reviewers publish 
scores, a worker can revise his or her submission to get a higher score. By doing this repeatedly, the 
final score will be obtained. According to the final scores, generally the top three will be paid a large 
amount of money and will gain the corresponding Topcoder.com points. With the accumulation of 
points, developers with top-ranking points will be more likely to get future crowdsourcing 
opportunities and considerable rewards. The whole software development process, architecture, 
prototyping, coding, testing, and even code reviews are all assigned to the platform as crowdsourcing 
tasks. Crowd workers choose tasks on the basis of their own abilities and professional skills. 

2.3. Research on Crowd Workers  

Some of the existing studies on developers in crowdsourced software development focus on the 
statistical analysis of developers’ behavior data [22–24]. In the literature [25], Dubey A et al. analyzed 
crowd developer’s characteristics on Topcoder.com and upwork.com to predict the quality of tasks 

Figure 1. The flow chart of the crowdsourcing software development mechanism. Manager decomposes
a large software project to several components as requested, posts these components on Topcoder.com,
and get high quality solutions by crowdsourcing.

As shown in Figure 1, according to the requirements, the platform decomposes a large software
project to several components, posts these components on Topcoder.com as tasks, and obtains high
quality solutions through competition. For online workers, they choose their tasks of interest to get
payment. Workers need to submit their own solutions online, which will be reviewed next if some of
them meet the requirements. During the review, three reviewers will evaluate the workers’ submissions
and give scores on “scorecards”. The examination covers contents such as whether the submission
meets the requirements, whether the interface design is beautiful and friendly, whether the code is
concise, and whether the corresponding code comments are given. After reviewers publish scores,
a worker can revise his or her submission to get a higher score. By doing this repeatedly, the final score
will be obtained. According to the final scores, generally the top three will be paid a large amount
of money and will gain the corresponding Topcoder.com points. With the accumulation of points,
developers with top-ranking points will be more likely to get future crowdsourcing opportunities and
considerable rewards. The whole software development process, architecture, prototyping, coding,
testing, and even code reviews are all assigned to the platform as crowdsourcing tasks. Crowd workers
choose tasks on the basis of their own abilities and professional skills.
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2.3. Research on Crowd Workers

Some of the existing studies on developers in crowdsourced software development focus on the
statistical analysis of developers’ behavior data [22–24]. In the literature [25], Dubey A et al. analyzed
crowd developer’s characteristics on Topcoder.com and upwork.com to predict the quality of tasks
completed by them. Furthermore, they put forward the trustworthiness of software crowdsourcing to
help enterprises get rid of certain risks [26]. Alelyani T and Yang Y [27] discussed the reliability that
different workers showed on different tasks, so as to find out certain behavioral characteristics of the
crowd developers. Hu Z and Wu W [28,29] studied the offense–defense mechanism of Topcoder.com
contests, constructed a game theoretical model, and calculated the Nash equilibrium to deduce these
developers’ specific behavior decisions. Kuang L, Zhu Y, Li S, et al. [30] used game theory in data
privacy protection. Other studies paid attention to the correlation between developers and the reward
of tasks. Hina Gul Afridi [11] found, by employing multiple linear regression, that on the contest-based
software crowdsourcing platform, a developer’s incentive to participate was highly correlated with
the reward of the task. Mohammad Imran Faisal [10] also used linear regression to find out the factors
that affect tasks and predict the quality of the crowdsourcing tasks. Research by Machado L et al. [31]
showed that Topcoder.com’s contest mechanism is a great challenge for developers who were used
to traditional software development, when they engage themselves in software crowdsourcing for
the first time, indicating that crowdsourcing development is not friendly to the newcomer. For them,
contest-based incentive mechanism puts them on the unfavorable side, whereby they cannot get
suitable reward, leading to a loss of fresh blood for the platforms.

In conclusion, in the studies on crowd workers, workers tend to be concerned about their reward
the most. Therefore, analyzing and studying the worker’s reward strategy can not only help the
platform to distribute crowdsourcing tasks in a reasonable and proper way, but also help the workers
choose their suitable tasks.

3. Research Design

3.1. Study Overview

In fact, when there are many workers involved in the same task and the “top three win prizes”,
this is actually based on the competitive incentive model; but there is also a problem here, because if
the workers’ ability and numbers are different, the intensity of competition is also different. Therefore,
for the worker, choosing a task becomes important because he/she wants to get paid, so he/she needs
to consider the ability of other participants. In order to maximize a worker’s reward, the ability of
workers and the competition are the key factors.

In order to study the strategy of maximizing the worker’s reward, a model of crowdsourcing
ability assessment is proposed in this paper. This model firstly analyzes the competition intensity
of tasks on the Topcoder.com platform. According to different task intensities, we use the knapsack
algorithm and solve the mixed-strategy Nash equilibrium to obtain the strategy of maximized reward,
providing references for workers when they choose tasks. There are three major contributions in
this paper.

3.1.1. Build a Model of Crowdsourcing Ability Assessment for Crowd Workers

Combined with many factors affecting the workers’ success, we build a model of crowdsourcing
ability assessment, with the aim of getting a more visual understanding of the workers’ comprehensive
performance in completing crowdsourcing tasks of various types.

3.1.2. Analyze the Competition Intensity of Tasks Posted on a Crowdsourcing Platform

The main purpose of this work is to get workers better acquainted with their sensitivity to
crowdsourcing tasks, and help the platform to work out a strategy of proper task distribution at the
same time.
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3.1.3. Research on the Strategy of Reward Maximization for Workers

According to the competition intensity of tasks, this paper carries out modeling analysis of the
reward maximization. In consideration of each worker’s actual situation, it offers the strategies of
reward maximization to targeted developers. The research steps are shown in Figure 2. In the research
on workers’ crowdsourcing ability, most of the symbols and attributes used in formula definition,
derivation, and algorithm construction are shown in Table 1.

Table 1. Notations used in crowdsourcing ability model.

Symbol Description

Tp

(
wi, vj

)
The worker i’s participation in tasks type j.

SR
(

wi, vj

) The submission ratio of a worker i in task type j. It is obtained by dividing the
number of submissions divided by the number of participants.

S
(

wi, vj

)
Number of worker i’s submissions in task type j.

Sq

(
wi, vj

)
The overall quality of the worker i’s submission in task type j.

PR
(

wi, vj

)
Number of worker i’s pass reviews in task type j.

RR
(

wi, vj

) The pass review ratio of a worker i in task type j. It is obtained by dividing the
number of reviews by the number of submissions.

Or

(
wi, vj

)
The worker i’s overall ranking in task type j.

WP
(

wi, vj

) The win ratio of worker i in task type j. It is obtained by dividing the number of
wins by the number of reviews.

W
(

wi, vj

)
Number of worker i’s wins in task type j.

Ap
(

wi, vj

)
The average placement of worker i in task type j.

CA
(

wi, vj

)
The crowdsourcing ability of worker i in task type j
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3.2. Methodology

This article mainly carries out research in the following three aspects.
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3.2.1. Build a Model of Crowdsourcing Ability Assessment for Crowd Workers

For the crowd workers, the process of crowdsourcing software development is to find the task
distributed by the platform, register the task, submit programs, review of programs, publish the notice,
and collect the reward. In the process, the worker’s work of each stage can directly determine whether
he or she can win the monetary reward in the end. In order to build a model of crowdsourcing ability
assessment for workers, we collected the worker’s information at different stages. According to the
development process, a worker’s crowdsourcing ability mainly shows in three aspects: 1) the ratio
of true participation in the crowdsourcing task, 2) the overall quality of the submissions, and 3) the
worker’s overall ranking. Before building the model, we needed to define some indicators.

Definition 1. Ratio of true participation, an indicator to measure the true involvement of a worker in
crowdsourcing development, rather than merely registering tasks and being an observer. The ratio of true
participation is calculated as below:

Tp
(
wi, vj

)
= SR

(
wi, vj

)
× S

(
wi, vj

)
(1)

In Equation (1), SR
(
wi, vj

)
stands for the ratio of solutions submitted to crowdsourcing tasks

of different types (generally the crowdsourcing tasks fall into four types: Code, F2F, Assembly,
Architecture) of the worker i, where the ratio of true participation is in direct proportion to submission
ratio and times of participation, which can not only measure the worker’s attention paid to the
crowdsourcing tasks, but also ensure that his participation times are sufficient.

Definition 2. The overall quality of the submissions, the main purpose of which is to judge whether the
crowdsourcing tasks are completed in good quality. The specific calculation is shown in Equation (2).

Sq
(
wi, vj

)
= PR

(
wi, vj

)
× RR

(
wi, vj

)
(2)

In Equation (2), RR
(
wi, vj

)
stands for the ratio of the worker i’s submissions that have passed

the review when he/she takes part in tasks of certain types. We can see that the overall quality is the
product of the number of submissions that have passed the review, multiplying the ratio of submissions
passed the review. The use of product was to avoid the consequence that a single attribute may have a
great effect on the results.

Definition 3. The overall ranking. It can, most directly, show the worker’s winning situation in a certain type
of crowdsourcing task, and indirectly reflect the worker’s overall income. The calculation is shown as below:

Or
(
wi, vj

)
= WP

(
wi, vj

)
×W

(
wi, vj

)
(3)

In Equation (3), WP
(
wi, vj

)
represents the proportion of the crowd worker’s submissions, from

the passage of the review to winning the final. W
(
wi, vj

)
represents the number of times that the

worker has won the crowdsourcing tasks. After some indicators were well defined, the model of
crowdsourcing ability assessment was calculated in detail, as below:

CA
(
wi, vj

)
=

√
Tp
(
wi, vj

)2
+ Sq

(
wi, vj

)2
+ Or

(
wi, vj

)2

Ap
(
wi, vj

)
+ µ

(
wi, vj

) (4)

In Equation (4), Ap
(
wi, vj

)
is the worker’s average ranking. In the process of building the model,

we found out that the average ranking of some workers had been lost. In order to eliminate the
assessment inaccuracy caused by the loss of average rankings, a parameter µ

(
wi, vj

)
was employed.

If the crowd worker had the average ranking, it was zero; if not, its value would be replaced by
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the average value of the ranking he/she earned in participating crowdsourcing tasks, which was
calculated as below:

µ
(
wi, vj

)
=

∑
D(vj)

d Ns
(
wi, vj

)
∑

D(vj)

d n
(
wi, vj

) (5)

In Equation (5), Ns
(
wi, vj

)
stands for the number of the crowd worker’s submissions, n

(
wi, vj

)
is

the times he/she takes part in completing crowdsourcing tasks, and D
(
vj
)

means type j tasks in all
crowdsourcing tasks.

3.2.2. Research on the Competition Relations among the Crowd Workers

After the model was built, analysis of the competition among the workers on the basis of workers’
ability can help online developers choose suitable crowdsourcing tasks. Firstly, we classified workers
into different groups via the crowdsourcing ability model and analyzed the competition intensity in
detail. When classifying workers, we considered the points ranking information on Topcoder.com.
The competition index for worker n and worker m in completing crowdsourcing tasks of type vj was
calculated as follows:

CI(wn, wm) =
CA
(
wn, vj

)
− CA

(
wm, vj

)
CA
(
wn, vj

)
+ CA

(
wm, vj

) (6)

According to the calculation, when the absolute value of competition index was closer to zero,
the competition was fiercer; when it was closer to one, the competition was weaker; when there is only
one worker choosing the crowdsourcing task, there is no competition. The analysis of competition
relations is the precondition of the strategy of reward maximization. When the competition was weak,
the worker can only took his own actual situation into consideration in decision-making, which means
he/she has more freedom to choose crowdsourcing tasks. However, when the competition was fierce,
the worker not only needed to consider his own situation, but also to consider if the participation of
other competitors affects the final results and the prize distribution.

3.2.3. Research on the Strategy of Reward Maximization for Workers

After the analysis of the workers’ ability and their competition relationship, we built a model
of the strategy of reward maximization. When the workers win, they will get money and points as
remuneration. According to the competition analysis, the optimal strategy is closely correlated to the
competition intensity. We analyzed two separate situations according to the competition intensity and
the detailed information is described as below.

A. The Competition is Weak.

Before discussing the reward strategy, we carry out reasonable assumptions and describe
the question.

Assumption 1. When the competition was weak, developers with a strong crowdsourcing ability can get
rewarded. At the same time, crowdsourcing tasks were relatively abundant during this period (in fact,
crowdsourcing tasks are added dynamically).

Question 1. When the number of crowdsourcing tasks is n, completion of crowdsourcing task i consumes the
time ti, and its reward is vi, and the duration of the contest season is T, then how would one choose the best
crowdsourcing task during a certain period if the worker wants to get the most reward?

Formal description: Given T > 0, ti > 0, vi > 0, 1 ≤ i ≤ n, we need to find n vectors, in which
xi ∈ {0, 1}, satisfying the condition ∑n

i=1 tixi < T to make the ∑n
i=1 vixi the largest, namely:

max
n

∑
i=1

vixi (7)
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s.t


n
∑

i=1
tixi < T

xi ∈ {0, 1} , 1 ≤ i ≤ n
(8)

From the question description we can see that in weak competition the strategy of reward
maximization for workers is the 0–1 knapsack problem. Dynamic programming can be used to figure
out the equation, and the process of which includes two statuses:

Status 1: There remains time after the i− 1 tasks have been chosen, in which case the maximized
income can be acquired without choosing the ith task.

Status 2: There remains time T − ti after choosing the task i− 1, in which case choosing the ith
task can help him get the maximum reward. The state transition equation for this problem is:

f (i, T) = max{ f (i− 1, T), f (i− 1, T − ti) + vi} (9)

When the competition was weak, the pseudocode of the maximized reward algorithm was
written below. Generally, the time Tt = {t1, t2, · · · , ti} consumed by completing tasks, reward V =

{v1, v2, · · · , vi}, and the whole time T consumed by the worker were taken as the input. The algorithm
will output the vector x = {x1, x2, · · · , xi}, the task list chosen by the worker when he/she earns
most. The reward maximization algorithm falls into two parts: The first part figures out the worker’s
maximized reward and the second part computes the tasks that should be chosen.

The Algorithm of Reward Maximization

Input: The cost of tasks, Tt = {t1, t2, · · · , ti}; the prize of tasks, V = {v1, v2, · · · , vi}; total time: T
1. n← length[V]
2. for j← 0 to T
3. do m[0, j]← 0
4. for i← 1 to n
5. do m[i, 0]← 0
6. for j← 1 to T
7. do m[i, j]← m[i − 1, j]
8. if ti ≤ j
9. then if vi + m[i − 1, j − ti] > m[i − 1, j]
10. then m[i, j]← vi + m[i − 1, j − ti]
11. return m.
12. n← length[Tt]
13. j← T
15. for i← n to 1
16. do if m[i, j] = m[i − 1, j]
17. then x[i]← 0
19. else x[i]← 1
20. j← j − ti
21. return x
Output: x = {x1, x2, · · · , xi}, x ∈ {0, 1}, made ∑n

i=1 tixi < T and ∑n
i=1 vixi is the maximum.

In this algorithm, the time complexity of line two to line three is O(n). Two nested for-loops within
line four to line 10 repeats n times in the outer layer and T times in the inner layer, of which the time
complexity is O(Tn). The time complexity of the rest of the lines is O(n), obviously.

B. The Competition is Strong.

When the competition was strong, the crowd workers’ individual interests in maximization turns
to be a game problem. The optimal strategy can be obtained by constructing a two-player game model,
within the context of complete information and solving the mixed-strategy Nash equilibrium.
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Same as for the above, before we discuss the reward strategy, firstly we carry out the reasonable
assumptions and describe the question.

Assumption 2. When the competition was strong, there was a certain probability that worker A and worker B,
both with a strong crowdsourcing ability, can got rewarded. At the same time, they knew each other very well
(in fact, the workers can communicate with each other on the Topcoder.com community), and the crowdsourcing
tasks were relatively abundant in this period (in fact, crowdsourcing tasks are added dynamically).

Question 2. When worker A and worker B are faced with the same crowdsourcing task, their winning
probabilities are Pa and Pb, respectively, the times needed to be consumed are ta and tb respectively, and the
reward they get is R. In fact, the reward is divided into two forms: payment (the top is P and the second is p) and
score (S). The distribution of the score is adjusted by the parameter (in fact Topcoder.com sets it as 0.7, that is,
the top worker gets a 70% score and the second gets the rest). What are the probabilities of worker A and worker
B getting the maximum reward if they take part in the same task?

Formal description: In a game G = (S1, · · · , Sn; u1, · · · , un) of a crowdsourcing task participated
by n developers, the mixed-strategy profile constructs a p∗ =

{
p∗1 , · · · , p∗i , · · · , p∗n

}
Nash Equilibrium,

for all i = 1, 2, · · · , n the formula below holds:

vi
(

p∗i , p∗−i
)
≥ vi

(
pi, p∗−i

)
, ∀pi ∈∑

i
p∗ (10)

The strategy forms a Nash equilibrium if one strategy group makes the strategy of any participant
the best compared to other participants’ strategies. Here we focus on the analysis of the two-player
game when workers choose the task at Topcoder.com. The pay-off matrix constructed with complete
information is shown in Table 2.

Table 2. Pay-off matrix.

B1(θ) B0(1− θ)

A1(µ)
(π(A11),
π(B11))

(π(A10),0)

A0(1− µ) (0, π(B10)) (0,0)

In Table 2, π(A11) stands for A’s reward and π(B11) for B’s reward when both worker A and B
participate; π(A10) stands for A’s reward when A is in the contest while B is not, and π(B10) represents
B’s reward when B is in while A is not. Each reward is calculated as follows:

π(A11) = Pa(P + αS) + (1− Pa)(p + (1− α)S)− ta (11)

π(B11) = Pb(P + αS) + (1− Pb)(p + (1− α)S)− tb (12)

π(A10) = P + S− ta (13)

π(B10) = P + S− tb (14)

After the calculation of each reward, the mixed Nash Equilibrium in this game is figured out.
The reward functions of the worker A and worker B are shown as below, respectively:

EA(µ, θ) = µ[θ(π(A11)) + (1− θ)(π(A10))] (15)

EB(µ, θ) = θ[µ(π(B11)) + (1− µ)(π(B10))] (16)

As reward is calculated in this way: A’s reward when both A and B participate plus A’s reward
when A participate while B does not. After these calculations are done, the next step is to work out µ
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and θ. Here we use the method of payment maximization to solve the Nash Equilibrium of the game.
Steps are as follows:

In the reward functions of A, firstly we figure out the partial derivative of µ:
Let fA(x) = ∂EA(µ,θ)

∂µ , we can get the maximum value of EA(µ, θ) provided fA(x) = 0, then θ can
be worked out as below:

θ =
P + S− ta

(P− p)(1− Pa) + S(α− (2α− 1)Pa)
(17)

Similarly, in reward functions of B, we figure out the partial derivative of θ,
Let fB(x) = ∂EB(µ,θ)

∂µ = 0, and we arrive at:

µ =
P + S− tb

(P− p)(1− Pb) + S(α− (2α− 1) Pb)
(18)

After the value of µ and θ are figured out, let λ = (µ,1− µ) and ϕ = (θ,1 − θ) be the mixed Nash
Equilibrium strategies for worker A and B, respectively, and (µ, θ) is the Nash Equilibrium of the game.
Besides, in the process of solving the game, the method of payment equivalents can also be used to
solve the game.

4. Empirical Results

4.1. Dataset

Two datasets from Topcoder.com were mainly used in this paper: One was the personal
information of the crowd workers and the other was the information of the crowdsourcing tasks. As a
well-known software crowdsourcing website, Topcoder.com.com has a large amount of crowdsourcing
data. In regard to crowd workers’ personal information, we crawled the information of 2176 developers
who were active in the past two years. In regards to the collection of crowdsourcing task data,
we crawled and organized all the crowdsourcing tasks on Topcoder.com, including all types of
crowdsourcing tasks and results of some crowdsourcing tasks. The details of datasets are shown in
Tables 3 and 4.

Table 3. The dataset of pass challenges’ attributes and descriptions.

Attributes Description

Challenge Type The type of tasks, including specification, architecture, and assembly
Num Registrants Number of registrants. Range (0, + ∞)

Num Submissions Number of submissions where registrants submit their solutions. Range (0,+ ∞).
First Place Prize Monitory prize will be given to the top (one) solution.

Registration Start Date Time that tasks were posted in Topcoder.com.
Registration End Date Deadline that all workers who registered for a task must submit their final results.

Table 4. The dataset of handler details’ attributes and descriptions.

Attributes Description

Competitions Number of this worker’s registrations.
Submissions Number of this worker’s submissions.
Pass review Number of this worker’s passed reviews.

Pass screening Number of this worker’s passed screenings.
Wins Number of this worker’s task wins.

Average placement The average placement of this worker.

In data processing, firstly we needed to remove the crowdsourcing tasks that had been canceled
or had not been completed due to various reasons; secondly, we needed to remove the crowd workers
who had never registered or had never submitted a program. Then we analyzed the raw data and
removed the attributes that had no effect on the study from the dataset. In dealing with Leaderboard
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points, we summed up the points gained by the same crowd worker in completing different types of
crowdsourcing tasks, so as to do intermediate experiments later.

4.2. Experiments

In order to analyze the workers’ crowdsourcing ability and the competition intensity at
Topcoder.com, and find out the factors influencing the optimal strategy for developers, we mainly
conducted three experiments, as follows.

4.2.1. Experiment on the Model of Crowdsourcing Ability Assessment for Crowd Workers

In order to study the workers’ crowdsourcing abilities, we evaluated the validity of crowdsourcing
capacities based on the crowdsourcing assessment model. In this section, we conducted the following
two experiments: The first was to find out the relationship between the number of developers and the
crowdsourcing capacity; the second was to compare the rankings of calculated crowdsourcing ability
with the point rankings of developers at the Topcoder.com website.

In the experiment on the model of crowdsourcing ability assessment, according to the
crowdsourcing tasks preferred by the 2176 workers, we worked out their capacities to complete
crowdsourcing tasks in the category through the crowdsourcing assessment model we built.
Figure 3 shows the relationship between crowdsourcing capacity and the number of the workers.

First of all, we used the dataset called “handler details”. From Figure 3 we can see that the
relationship between crowdsourcing capacity and the number of developers was quite consistent with
the long-tailed distribution, indicating that most of developers were observers, meaning they just
register tasks at will, simply submit the solutions, and ultimately, for various reasons, they do not
engage themselves in long-term software development.
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However, as time goes by, and due to workers’ personal reasons, some long-term contributors may
leave. To illustrate the issue of the outflow of developers, we conducted an intermediate experiment.
We ranked the developers after the calculation of their crowdsourcing capacities, and then used
the point ranking data collected from the Topcoder.com website to do the matching experiments.
During the matching, we found some interesting phenomena. For example, if a worker had a
high rank in the crowdsourcing ability list but a very low rank, or no place, in the point ranking
list, such developer was often a core contributor who had engaged himself a lot in Topcoder.com’s
crowdsourcing tasks but was no longer involved for various reasons. On the contrary, if a worker had
a high rank in both lists, the worker was often the long-term contributor to software crowdsourcing.
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4.2.2. Experiments on the Competition Relationship among the Crowd Workers

According to the intermediate experiment, we believe that the workers that appeared on the point
list had a stronger ability, and their CA value was not less than five. Seeing this as a prerequisite,
in order to analyze the competition intensity of the crowdsourcing tasks, we divided the crowdsourcing
ability into two groups: strong and weak (if the value of crowdsourcing ability is higher than five,
the developer belongs to the strong group, and vice versa). The experiments in this section employ
the dataset covering crowdsourcing tasks of code type in the past three years. Figure 4 shows the
competition index and the number of submissions on Topcoder.com in the past three years.
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From the three figures, we can see that in 2016 and 2017 the competition was fierce and most
tasks were competed for. In 2015; however, many tasks were not involved in competitions, that is to
say, only a small number of workers were competent or qualified to fulfill the tasks. It indicates that
the Topcoder.com managers make the competition fiercer by steering the strategy. Three figures also
state that the competition index was not in direct proportion to the number of participants. When the
number of participants was around two to eight, the competition was fiercer.

4.2.3. Experiments on the Strategy of Reward Maximization for Workers and Its Analysis

In the experiments of competition relationship, we can see that the competition for crowdsourcing
tasks is becoming more and more acute. The situation whereby one worker completes the task and
gets the reward alone is becoming less and less. Due to the personal factors of the worker (for example,
whether he/she really knows the ability of other workers when selecting tasks) and the number of
tasks posted by Topcoder.com.com in different time periods, a case study on Topcoder.com-controlled
experiments is affected by many factors. This section mainly analyzes the factors affecting workers
when the competition is relatively strong. In the mixed-strategy Nash equilibrium model, the ultimate
involvement of a worker in competitions is closely related to the reward, points, winning probability,
and other personal reasons. In literature [9], a regression method was used to find out that the worker’s
incentive to participate was highly related to the reward. As for the workers, the cost is the time
consumed by developing. Firstly, we selected the top 20 workers, based on who were good at coding
from the points list, and calculated the prize they received per unit time. Results are shown in Figure 5.

As it can be seen from Figure 5, when the average bonus exceeds $1000, the prize received per
unit time by the worker was relatively stable (around $10~$18 per hour), implying that their ability to
get a prize was relatively stable when they were faced with such complicated tasks. When the average
prize was around $500 to $1000, the prize received per unit time by the workers displayed violent
fluctuations, indicating that the ability to earn a prize turns to unstable, which may be related to the
complexity of the tasks and the prize distribution.

Similarly, we can see that when two excellent workers were faced with the same crowdsourcing
task of considerable reward, and their ability was evenly matched, then whether to choose the
task depends on the extra points given after its completion. For different requests, there are the
corresponding crowdsourcing strategies provided. If the worker craves for the offline crowdsourcing
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contests and such contests require plenty of points, then the developer may fall over himself to
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When the crowdsourcing tasks offers great money reward, it also means more time will be spent in
developing, that is, time elasticity is not enough. Therefore, if the developer only cares about monetary
reward and does not want to spend much time, it is recommended that he/she chooses the appropriate,
less-paid tasks, without high complexity. By doing this way, he/she can get a large amount of money
in a short period and enjoy sufficient time elasticity at the same time. Furthermore, the number of
crowdsourcing tasks of such type is much more than the number of tasks with great remuneration.
The worker can exert his/her competency completely when those outstanding developers are involved
in those tasks with high complexity and higher reward. Figure 6 shows the relationship between the
time consumed by submitting solutions and the prize of the tasks.
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As it can be seen from the experimental results in Figure 6, the worker’s development time
is positively related to the amount of compensation, to some extent. A contest can stimulate the
competition among workers. However, for workers who spent time and yet won no place in ranking,
they cannot get any reward, which means the contest model is not friendly to the newcomers.

5. Conclusions

In this paper, we first built a model of a crowdsourcing ability assessment for workers and
analyzed the relationship of competitions on the basis of crowdsourcing ability. Then, using knapsack
algorithm and a game theoretical model, we proposed the optimal strategies for workers when
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competition intensity changes. In the end, we used the real data to carry out verification and the main
experimental results are written as below:

(1) The relationship between the workers’ crowdsourcing ability and the number of crowd workers
is in line with the long-tailed distribution. In other words, a relatively small group of developers
contribute more solutions to crowdsourcing tasks.

(2) On Topcoder.com, the competition between the workers is getting increasingly fierce, which is
a result of the strategy adjusted by the platform managers. However, the acute competition is not
friendly to the newcomers, which should be reflected on by the platform managers.

(3) Then, in the research on the strategy of reward maximization for developers, the experiments
found that the task reward is the key factor influencing the developer’s participation. At the same
time, as for the more complicated tasks, the development efficiency of the workers is relatively stable.
The developer considers his skills, motivation to participate, and the participation of rivals to choose
suitable tasks and get considerable remuneration.

In fact, if the crowdsourcing process of other software crowdsourcing platforms is similar to
Topcoder.com, then the worker capability model can be used, because, in this process, workers must
participate in the task and submit their own solutions to get paid. If there is competition between
workers, only a slight modification of the income function of the game model is needed, and the
optimal solution can still be obtained. But for other software crowdsourcing processes, and different
incentives, that may not be appropriate. The model of crowdsourcing ability is based on the idea that
“excellent workers often have excellent historical information”. Through the historical information of
workers in the crowdsourcing process, excellent workers could be found. However, the idea based on
historical information cannot evaluate new excellent workers, this is a defect of this method. In the
future work, we will collect data from different crowdsourcing platforms to study the impact produced
by specific incentive mechanisms on the workers, especially the changes of workers’ enthusiasm
and variations in crowdsourcing capacity within different incentive mechanisms. Combining the
methods of machine learning, visualization technology [32], and biological computer [33], we will
detect the phenomena of malicious crowdsourcing on several open crowdsourcing communities,
based on which, and considering various factors, we will provide customized recommendation across
platforms for workers.
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