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Abstract: We considered the problem of the estimation of signal-to-noise ratio (SNR) with a
real deterministic sinusoid with unknown frequency, phase and amplitude in additive Gaussian
noise of unknown variance. A blind SNR estimator that does not require the knowledge of the
instantaneous frequency of the sinusoid, through separate estimation of signal and noise power,
was derived using the method of moments, a general method to derive estimators based on high-order
moments. Statistical performances of the proposed estimators were studied theoretically through
derivation of Cramer—Rao lower bounds (CRLBs) and asymptotic variances. Furthermore, results
from Monte-Carlo simulations that confirm the validity of the theoretical analysis are presented along
with some comments on the use of proposed estimators in practical applications.

Keywords: signal-to-noise ratio; Cramer—Rao bound; estimation; method of moments; asymptotic
performances

1. Introduction

We consider the problem of estimation of the signal-to-noise ratio (SNR) when a deterministic
real sinusoid with unknown parameters is corrupted by additive white Gaussian noise. This problem
is encountered in different fields of engineering; for example, in telecommunications [1], in radar
systems [2] and in smart-grid applications. Indeed, this study started from the need for accurate
measurement of the SNR in a test-bed used for synchrophasor measurement before estimation of the
parameters of the sinusoidal voltage [3,4].

The same problem has been studied in [5], wherein Papic et al. proposed an algorithm for SNR
estimation based on autocorrelation and modified covariance methods for autoregressive spectral
estimation and required the reliable estimate of the frequency of the sinusoid. The case of complex
rather than real deterministic sinusoids in additive noise has been addressed in [6], wherein an SNR
estimator derived with the method of moments [7] that makes use of second and fourth order moments
was proposed (Mp My-estimator). It does not require the complex sinusoid frequency estimate, and for
this reason, it belongs to the class of blind SNR estimators and may find applications in all those
cases where the frequency estimate may not be available or frequency may be varying over the
observation interval.

In recent years, moment-based SNR estimators have attracted the interest of researchers in
the telecommunications field where second and fourth order moments based estimators have been
employed for estimation of the SNR of modulated signals in additive white Gaussian noise and
flat-fading channels. In [1,8], for example, the SNR M, M;-estimator was proposed for phase-shift
keying (PSK) modulated signals as a blind estimator that does not require the knowledge of transmitted
data. In [9] more general moments-based SNR estimators were derived for multi-level constellations,
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such as generic quadrature amplitude modulation (QAM) constellations, and the SNR M, My-estimator
was derived as a special case of moment-based estimators that make use of higher-order moments.
In [10] an estimator that uses also the sixth-order moment of the received data for non-constant
modulus constellations was proposed in order to improve performances. Further extensions of the
method for multilevel constellations were proposed in [11]. In [9-11] performances of the proposed
estimators were theoretically studied and results based on asymptotic analyses were reported.

In this paper we propose a moment-based SNR estimator for a deterministic real sinusoid in
additive noise that is formed by the ratio of the estimators of the signal power and noise power.
The proposed estimators belong to the class of the second-and-fourth-order moments estimators that
can be obtained by application of the method of moments [7] and do not require the reliable frequency
estimate, as in [5]. We derived a new general formula for even-order moments of the observed signal
that is useful not only to provide the second and fourth moments required by the method of moments,
but also for the study of statistical performances of the proposed estimators. Since asymptotic analyses
carried out in [9-11] assume random signals in random noise and cannot immediately be extended
to deterministic signals, we also derived a new general expression for covariance matrices useful
for asymptotic analysis of performances of moment-based estimators when the signal corrupted
by the noise is deterministic. Results from asymptotic analyses and Monte-Carlo simulations are
presented along with the corresponding Cramer—Rao lower bounds (CRLB), and we reveal that the
proposed estimators have good performances in a wide range of operating conditions. In same cases
performances are very close to the optimum. This paper extends some of the results presented in [12] by
providing new general formulas for any even-order moments and covariance matrices of the vectors of
sample moments, and by studying statistical performances of the proposed estimators with theoretical
asymptotic analyses that confirm the numerical results obtained with Monte-Carlo simulations.

The paper is organized as follows: in Section 2 we derive the estimators starting from a general
result on the even-order moment for the given signal model; in Section 3 we derive the Cramer-Rao
lower bounds for all proposed estimators; in Section 4 the asymptotic performances of the proposed
estimators are derived; in Section 5 results from Monte-Carlo simulations are presented along
with comparisons with the CRLBs and the asymptotic performances; finally, in Section 6 we draw
the conclusions.

2. Moment-Based Estimators

We assume that samples from a real sinusoidal signal in additive noise are available over an
observation window of size K, i.e.,

Yk = Axy + wy, k=0,...,K—1, 1)

where x; = cos (27tvk + ¢); the amplitude A, the frequency v and phase ¢ of the sinusoid are unknown;
and the additive Gaussian noise wy, is a random variable with zero-mean and unknown variance ¢?;
ie, wy ~ N (0; 172). The signal-to-noise ratio (SNR), defined as p £ A2/2¢2, is then unknown and
represents the parameter we wish to estimate when the other parameters of the sinusoid, frequency
and phase, remain unknown. To that purpose we derive an estimator based on the method of moments.

The method of moments is a well known statistical method used to derive estimators as functions
of sample high-order moments [7]. The key idea is to express the parameter to be estimated as a
function of the moments of yj of a different order—i.e., yi, = E [y}"], where m is an integer—and
use the natural estimators of the moments f1,, = (1/K) Z,If;(} yi' in place of the true moments p,
to get an estimate of the parameter from the observed samples. In many cases, such estimators
are computationally not intensive and present good statistical performances. Though, in general,
the optimality of an estimator derived with this method cannot be guaranteed, in many cases the
estimator turns out to be consistent. The method relies on the possibility of expressing moments from
the observed random signal as functions of the parameters to be estimated. However, when in the
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observed signal model, one term is deterministic, as is our case, so the derivation of the moments might
be cumbersome, as shown, for example, in [6]. For these cases, Kay suggests to assume a random
nature for the "deterministic” sinusoid by assuming a random phase, and in this paper we follow such
an approach [7] (p. 299).

To derive moment-based estimators of the signal power S = A%/2, noise power ¢ and SNR
p we use the second and fourth order moment, and therefore, we need to compute py and py.
Instead of deriving each moment separately, as done in [12], we show here that a general formula
expressing any even-order moment of the signal (1) exists that is valid asymptotically as the number
of observed samples grows to infinity. Equivalently, in the signal model (1), where the sinusoidal
signal is deterministic, we assume that the sinusoidal signal’s phase is a uniform random variable
(r.v.),ie., ¢ ~ U [0,27], independent of the noise wy. Consequently, we can treat the sequence yj as
the realization of a wide sense stationary (WSS) random sequence for which it is possible to calculate
statistical moments as, under the given assumption,

Y~ E ], @

for K — co.
The general formula for even-order moments for the signal model (1) is given by the
following expression.

- LG 21’71 . . (21’1 — 1)” n (mfn)
pom = r;) ((2n> (2m —2n 1)!!> eI A?g? , ®3)

where !! denotes the double factorial operator and its derivation is given in Appendix A.
From (3) we can immediately get the second and fourth moments

A2
o= 5T o’ 4)
Hy = §A4 +3A%0% +30%. (5)

Let S = A%2/2 and N = ¢?; then, from (4) and (5) we obtain the estimators for S and N as

N R 2.
S=/[2n3 - 3H4 (6)
N = ﬁz - §/ (7)

where, as required by the method of moments, instead of the true moments we use their corresponding
natural estimators

N 1
=g Lk ®)
k=0
1 K-1 .
fla == Y- 9
K k=0

(10)
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In the following sections performances of the proposed estimators are studied both theoretically
and numerically in terms of squared bias and variance. For a generic estimator § the squared bias is
defined as [7,13]

v (8) 2 [E[6] —6)°, (11)

while the variance is defined as
Var(é) = E[|é — E[9]|2]. (12)

3. Cramer-Rao Lower Bounds

Before deriving the performances of the proposed estimators, we derive the corresponding
Cramer—Rao lower bounds (CRLB), as they represent the theoretical limit on the best achievable
accuracy that can be obtained. First, we derive the CRLB for $ and N and then the CRLB for the
estimator of SNR p.

We start from the joint probability density function

1 1 2

where S = A%/2 and N = ¢2. To get the bound we need to first derive the Fisher information matrix
that is defined as

Inf In f
—E 2 —E dSON
[(S,N) < [azalsnf] [82 lnf] ) (14)
~E S| —E |
In Appendix B we show that in this case, the Fisher matrix is given by
_K ¢
I(SN)={ 207 k|, (15)
=

and the Cramer—Rao lower bounds for the estimators S and N, obtained by inversion of the Fisher
matrix, are

(16)

var(N) > (17)

Based on the above results it is now possible to derive the CRLB for the proposed SNR estimator
p. Since the estimator is formed by the ratio of S and N, the bound for 0 can be derived from the Fisher
information matrix obtained previously and the derivatives of the transformation

S(SN) =2
according the following relationship [7]
var(p) > ( %8 % )rl (s,N)( % 2 )T. (18)
Since )
(x5)-(%)

we get
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R A? A?
var(p) > 2K <2+ sz) . (19)

Similarly, we can derive the bound when the SNR is expressed in dB. In this case the estimator is
given by the following transformation

g (S,N) = 10log;, (If]) . (20)

The derivatives are
(% 2)=p(4 -4) e1)
:Hgﬁ(% -5 ), (22)

and we have that the lower bound is

. 10 \*/8c> 1
4. Asymptotic Performances

It is only possible to study the analytical performances of the proposed estimators asymptotically,
i.e., for K that tends to infinity. In this section we derive the asymptotic variances of all proposed
estimators and we will show in the next section that, though the analysis is only valid for K — oo,
in some cases we have found that the analytical results may predict performances for sufficiently high K
as well. Unfortunately, it is not possible to predict the number of samples required to get the asymptotic
results and we need to run Monte-Carlo simulations to have an idea of how large the number of samples
needs to be. The mathematical method that we apply to derive the asymptotic analytical performances
is outlined, for example, in [7], and makes it possible to overcome the mathematical intractability of
the method that uses the transformation of random variables to get the pdf of the estimator.

The variance of the estimator derived with the method of moments can be obtained from the
first-order Taylor expansion of ¢(T) about the point T = E (T) = u, where T is the vector of the sample
moments and g (T) is the function that maps the sample moments to the estimate. Under the first-order
approximation the mean of the estimator is equal to g (%) and by simple substitution using (4) and (5) it
can be shown that the proposed estimators are asymptotically unbiased. The first-order approximation

of the variance is given by
T

s~ 98 98
var (f) ~ == Cr =% , (24)
oT T—p oT T—p
where Cr is the covariance matrix of T; i.e.,
Cr=E|[(T-p)(T—m']. (25)

Hence, we need to derive the covariance matrix under the assumption that in the signal model (1)
X is a deterministic signal. In Appendix C the covariance matrix is derived and it is shown that we
cannot make the assumption suggested by Kay on the deterministic signal x, i.e., assume that such
signal is random by assuming a random initial phase, and that the covariance matrix used to get
asymptotic results in similar studies [9-11] cannot be used here.

Given the signal model (1) and the vector of even-order sample moments T, each element of the

covariance matrix Cr is
1

[CT]ij X (Mz‘+j - Dz‘,j) , (26)
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where

2 2m\ (2p — ! 29 2(m—
M,, = ( > 2m — 2p — 1)11A%P g2 (m=p) (27)
p;] 2p) @ P=1)

and

= Sy (2 (27 @G+j—p—q) - D! — D1 (2g — 1) A2H=p=q) z2(p+4)
D;; qug)@p) <2q> QUti—p—a (2p -1 (29— 1)IA o . (28

Note that the same covariance matrix can be used to study the asymptotic performances of all
proposed estimators as the only difference is in the way the function g(T) is defined in each case.
Furthermore, such a covariance matrix is useful to evaluate the performances of any moment based
estimator given the signal model (1).

To derive the asymptotic variance of all proposed estimators we also need the partial derivatives
defined in (24). As we use the second and fourth moment of y; we only need to consider the two
sample moments T, and Ty. The derivatives of the function g (T, Tx) are easily computed. First,
consider the estimator S, that is defined by the following function g (T)

()= 2=, @)

Hence, the partial derivatives are

ag 2T2
= — 30
0T,  g(Tr, Ty) (30)
and
9g - 11 (31)

8T4 3g(T2, T4).

The above results are useful for the estimator of the noise power N defined by the function
h (T, Ty), as follows.
h(Ty,Ty) =T, =8 (To, Ty) - (32)

The corresponding derivatives are

oh og
oh  0g
3 = an (34)

Finally, the derivatives of the function f (T, Ty) = g (T2, Ty) /h (T3, T4 ), that define the estimator
of the SNR p, are

af 9g1 o1
AL, oLk Sani?
af 9g1 oh 1
9T, Ty h SoTyi?

(35)
(36)
The general expression of the covariance matrix shows that the proposed estimators are consistent.

However, it is difficult to know in advance when the asymptotic behavior describes the actual
performances of the estimators well.
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5. Numerical Examples

We present in this section some examples of the performances of the proposed moment-based
estimators for S and N and signal-to-noise ratio p in terms of squared bias and variance. We report
estimated squared biases and variances obtained through Monte-Carlo simulations and we will find
that such numerical results confirm the asymptotic performances derived in Section 4. We also compare
them to the corresponding CRLBs derived in Section 3 and we make some comments on the property
of efficiency of the proposed estimators, i.e., whether they achieve (asymptotically) the corresponding
CRLB, and on the property of consistency, i.e., whether the variance can be made to approach zero as
the number of observations K — oo [7,13].

For all proposed estimators we have estimated the squared bias (11) and variance (12) by averaging
over L = 213 = 8192 estimates on a varying number of observations K. The mean of each estimator is
estimated by means of a standard sample mean estimator; e.g., for S

E[S] = fis = Si, (37)

==
™=

1

where $; is a single estimate of S with K observations. The squared bias is then obtained from (11),

where the estimated mean is used in place of the true mean; e.g., b* (S) = [E[S] — S| ?_The variance of
estimators is estimated by means of the standard sample variance estimator; e.g., for S

L
var(S) ~ 03 1 Y (5 — fis)* (38)
i=1

Estimation of squared bias and variance of estimators has been performed at different SNRs that,
without loss of generality, are obtained by varying the power of the real sinusoid S while maintaining
fixed noise power N = 1. The frequency and phase of the deterministic sinusoid were chosen randomly
at the beginning of each simulation.

5.1. Performances of S

First, we verified that S is asymptotically unbiased, as expected from first-order approximation
analysis. Results of simulations run at different SNRs show that the estimated squared bias is very
small even with a small number of observations. As an example, we report in Figure 1 the estimated
squared bias for § at different SNRs obtained by increasing S and with N = 1. Though the squared
bias grows with increasing S, and then with the SNR in this case, it can be made quickly very small by
increasing the number of observed samples. Some bias is noticeable at high SNR; e.g., for 76.9897 dB
with a low number of samples.

In Figure 2 we show the results of estimated variance of the estimator $ at different SNRs, denoted
with (sim), and we compare the results with the corresponding CRLBs that we have derived in Section 3
and asymptotic variances, denoted with (theor), derived in Section 4. Variances are reported on a
logarithmic scale as 101og;, var versus the log, K, where K is the number of observed samples.

We note that estimated variances reach the corresponding asymptotic performances in the whole
range of SNRs under consideration, confirming the validity of the asymptotic performances derivation.
However, the number of samples required to get the asymptotic performances depends on the current
value of S: for low values of S, the estimator reaches quickly the asymptotic variance, while for high
values of S the number of required sample results to be quite large. Unfortunately, it is not possible to
predict when the asymptotic result is valid as the assumption made in performance derivation is to
have a large number of samples.
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Figure 1. Estimated squared bias b2(S) of signal power estimator $ versus the number of observations
K for different values of signal-to-noise ratio (SNR) obtained by changing the signal power S and with
noise power N = 1. Each subfigure shows estimated squared biases for different SNRs as reported in

the legend.

Plots in Figure 2 show also how the CRLBs for $ depend on the current value of S and become
very high as S increases. In general, the CRLB for S (16) depends on the product SN and then for fixed
N it becomes larger as S increases; i.e., the best accuracy that can be obtained worsens with increasing



Appl. Sci. 2019, 9, 5556 9 of 20

signal power. On the other hand, the asymptotic variance depends on both S and N through terms of
the type A%¢", with k and m non negative integers, that are present in both the derivatives of the
function that maps the moments to the estimate, i.e., g (2, j4), as defined in (29), and its derivatives

(30) and (31), and the covariance matrix (26).
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Figure 2. Asymptotic and estimated variances of the signal power estimator S versus the number of
observations K for different values of SNR obtained by changing the signal power S and with noise
power N = 1. Each subfigure shows asymptotic (thvar) and estimated (sim) variances for different

SNRs along with corresponding CRLBs.
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In Figure 2a,b we see that for SNRs equal to —3.0103 dB and 3.0103 dB the estimator $ is not
asymptotically efficient though it is consistent, as the asymptotic variance and the corresponding CRLB
are not superimposed. Note that the difference between the asymptotic variance and the CRLB, that
cannot be filled by simply increasing the number of observations, can be calculated by means of the
results derived in Sections 3 and 4.

On the other hand, for higher values of S with N = 1, the asymptotic variance is superimposed to
the corresponding CRLB, showing that for a large range of SNRs under consideration the estimator
is efficient and that such efficiency is reached in many cases with a relatively small number of
samples. However, as S increases the bound is reached for an increasing number of observed samples.
For example, while with an SNR of 50.9691 dB we need at least 216 samples to get the asymptotic
behavior; at 76.9897 dB the estimated variance reaches the corresponding asymptotic variance with at
least 222 samples. For even higher S we expect that the number of samples required to get asymptotic
performances to increase exponentially.

5.2. Performances of N

We verified that the estimator N is asymptotically unbiased. In fact, Figure 3 shows that, for most
of the SNRs taken into consideration obtained by changing S with N = 1, the estimator is practically
unbiased even for small number of samples. For high SNRs the number of samples must be increased
beyond 2?2 to get acceptable small squared bias; e.g., less than 1072

In Figure 4 the estimated variances, denoted with (sim), along with the corresponding asymptotic
variances, denoted with (theor), and CRLBs, at different SNRs are shown. Note that the CRLB of N (17)
depends on N 2 only and in the figures remains constant as, also in this case, the increase of the SNR is
obtained by increasing S while the noise power remains constant with N = 1. Variances are reported
on a logarithmic scale as 10log,, var versus the log, K, where K is the number of observed samples.

Results show that the estimated variance achieves the asymptotic performances for the whole
range of SNRs into consideration. As for the case of the signal power estimation, it is not possible
to predict the number of samples from which the asymptotic variance expresses the exact variance
because the asymptotic analysis presented in Section 4 is based on the fundamental assumption that
K — oo.

While the noise power estimator is asymptotically consistent in all cases, it is not efficient, since
it cannot achieve the CRLB, in all cases under investigation. The difference between the asymptotic
variance and the CRLB remains constant as the number of samples increases and depends on the
current value of the signal power S. In Figure 4b we note that the difference decreases as S increases;
e.g., for a given K the asymptotic variance of N with an SNR of 3.0103 dB is closer to the CRLB than the
asymptotic variance of N at 0 dB. On the other hand, in Figure 4c—f we see that the difference becomes
lager and larger and asymptotic variances of the noise power estimator are quite faraway from the
CRLB. In other words, though the estimator N is consistent, it may require too many samples to get
acceptable performances. Moreover, it is not asymptotically efficient since the asymptotic variance is
not superimposed to the corresponding CRLB.

5.3. Performances of p

In Figure 5 we show the estimated squared bias of the SNR estimator g as a function of the number
of observations K at different SNRs, obtained by changing S with N = 1. Results reveal that, in certain
cases, the SNR estimator exhibits some bias that depends on both S and N to be estimated and the
number of samples observed over which the estimate of the SNR is computed. In fact, for a sufficiently
large number of observations, the squared bias can be made very small, even if that means that for
high values of S the number of observations required for an unbiased estimator is very large; e.g., with
an SNR of 76.9897 dB the squared bias is still greater than one with 222 observations.
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Figure 3. Estimated squared bias b (N ) of the noise power estimator N versus the number of
observations K for different values of SNR obtained by changing the signal power S and with noise
power N = 1. Each subfigure shows estimated squared biases for different SNRs as reported in

the legend.
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Figure 4. Asymptotic and estimated variances of the noise power estimator N versus the number of
observations K for different values of SNR obtained by changing the signal power S and with noise
power N = 1. Each subfigure shows asymptotic (thvar) and estimated (sim) variances for different
SNRs along with CRLBs.
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Figure 5. Estimated squared bias b?(p) of the SNR estimator p versus the number of observations K
for different values of SNR obtained by changing the signal power S and with noise power N = 1.
Each subfigure shows estimated squared biases for different SNRs as reported in the legend.

Estimated variances, denoted with (sim), at different SNRs as functions of the number
of observations are shown in Figure 6 where asymptotic variances, denoted with (theor) and
corresponding CRLBs are also shown.



Appl. Sci. 2019, 9, 5556

Variance of p

Variance of p

14 of 20

—— -3.0103 dB (sim) 20 —+—0.0000 dB (sim)
o =+- -3.0103 dB CRLB =+= 0.0000 dB CRLB
20 —+- -3.0103 dB (thvar) —k+ 0.0000 dB (thvar)
L 10 —h— 3.0103 dB (sim)
i =#- 3.0103 dB CRLB
10
‘h‘.'\ —& - 3.0103 dB (thvar)
-~ \
0 = R = N \\
= NN
= [T e Z 1013 i
~ ~~ Z I N
S -10 *3C & *IJnk '\\ N~
2 S 2 2 R ~,
=1 S (=] e
Il T \\ - \\ﬂ::: <~ \
T \ 30 N e
. - NS
—30 b RN T \
: S W1
S 40 Rt b2
- —4( S
—40 KT N
1 —50 1
8 10 12 14 16 18 20 22 8 10 12 14 16 18 20 22
logy K log, K
(a) (b)
Variance of p Variance of p
. —— 10,9691 dB (sim) —— 30,9691 dB (sim)
20 =+=- 10.9691 dB CRLB =+=- 30.9691 dB CRLB
== 10.9691 dB (thvar) == 30.9691 dB (thvar)
10 -:\_\"\ —— 24.9485 dB (sim) 20 -""«.,\ —— 36.9897 dB (sim)
"‘\.‘_ ~%- 249485 dB CRLB = ey == 369807 dB CRLB
0 ~ == 24.9485 dB (thvar) \'*'\N.‘b.\‘ == 36.9897 dB (thvar)
\ _ .\\\1\
N~ "~ S ~y ~
S3g.. - ~ £ \\
Z . s — F ke \\
S R3g 2 ~<
E S¥y S~ S -2 *s \‘\
= SHRxgy N~ - i N
-30 % ~ .
S, ‘L\t
RENNY S e
—40 * <2 \ —40 S~
S¥xy e
=50 %:‘; Skl
g =3y N
8 10 12 14 16 18 20 22 8 10 12 14 16 18 20 22
logy K log, K
(9 (d)
Variance of p Variance of p
80
—— 44,9485 dB (sim) —— 56.9807 dB (sim)
10 =+=- 44.9485 dB CRLB =+- 56 7 dB CRLB
b —F=- 44.9485 dB (thvar) 60 T~ wes —F- 56.9807 dB (thvar)
™~ —#*— 50.9691 dB (sim) ~— —— 76.9897 dB (sim)
e T~ == 50.9691 dB CRLB e =% 76.9897 dB CRLB
20 TS - :: <~ == 50.9691 dB (thvar) 40 1~ —...\__N.\.’\ S *\—: 76.9897 dB (thvar)
— ~ -~
IR = T k""*m.
NG T 20 o+ :
g 0 > > g .
A A ——
§ \Q & T
g L = 0
o S~ o
T .2 - -
by . . T
~~— -20 resyls
-~ -~
~4o_ L
—40 b3 = —40 et Y
e ~~—e
1»._*~ DT
~ ~4
—60
8 10 12 14 16 18 20 22 8 10 12 14 16 18 20 22
logy, K log, K
(e) ()
Figure 6. Asymptotic and estimated variances of the SNR estimator p versus the number of

observations K for different values of SNR obtained by changing the signal power S and with noise
power N = 1. Each subfigure shows asymptotic (thvar) and estimated (sim) variances for different
SNRs along with corresponding CRLBs.

In Figure 6a,b we show results for SNRs in the range from —3.0103 dB to 3.0103 dB obtained
by varying S with N = 1. Within this range the SNR estimator becomes quickly unbiased and the
asymptotic performances are reached for small sizes of observation windows. The SNR estimator
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is consistent but not efficient, as the estimator’s variance and the corresponding CRLB are not
superimposed. We note that such a gap becomes smaller as S increases.

In Figure 6¢,d we show results for SNRs within the range from 10.9691 dB to 36.9897 dB.
The estimated variances reach the corresponding asymptotic variances, though a greater number
of samples is needed. In this case we see that the difference between the estimator’s variance and the
corresponding CRLBs increases as S increases. Note that as the SNR increases the dominant term in

(23) becomes
10 \*1
<ln 10) K 39

that does not depend on the SNR to be estimated, while estimator’s asymptotic variances given, in
general, by (24), and plotted in Figure 6, still depend on S and N.

Performances degrades as S increases with N = 1. In Figure 6e,f we consider increasing SNRs
from 44.9485 dB to 76.9897 dB, a range for which the estimator is biased even for relatively large number
of samples. The estimated variances reach the asymptotic performances only when the number of
samples is high enough and the SNR estimator becomes substantially unbiased. For example, when the
SNR is equal to 76.9897 dB and N = 1 we need more than 22 samples to get the asymptotic variance.
Most importantly, for higher values of S the asymptotic performances show that to get acceptable
accuracies the number of samples must be increased even further.

6. Conclusions

It is possible to obtain with the method of moments, blind estimators for signal power, noise
power and signal-to-noise ratio when a deterministic real sinusoid is corrupted by additive white
Gaussian noise. We have derived new estimators by providing a general formula for the moments of
the observed signal of any even order that is valid for a sufficiently large number of samples observed.

The performances of the proposed estimators have been studied through analytic derivation of
asymptotic variances and Cramer—Rao lower bounds and confirmed through Monte-Carlo simulations.
A general expression for the covariance matrix of the even-order sample moments has also been
derived to get the asymptotic performances of the proposed estimators. Such an expression is valid
asymptotically and can be useful to evaluate performances of any moment-based estimator for the
same signal model, when a deterministic real sinusoid is corrupted by additive noise.

Analytical and numerical results show the estimator of signal power $ results to be asymptotically
efficient and consistent for a large range of SNR values obtained by varying the signal power S and
with N = 1. On the other hand, at low SNRs and with N = 1, below approximately 10 dB, the estimator
$ is not efficient, though still consistent. Similar results have been obtained with the noise power
estimator N. The SNR estimator results were consistent in all the cases we studied. However, it is not
efficient and we observed a performance degradation with respect to the corresponding CRLB that
becomes larger as the signal power S increases and N = 1.

As a general consideration, we found that the performances can be acceptable in a relatively wide
range of SNRs. However, since we have found that there exists a strong dependence between S and N
to be estimated and the number of observations, special care in the choice of K is required when this
estimator is used in practice to get acceptable performances. Numerical examples show that in some
cases the SNR estimator has very good performances and then it can be used to obtain an accuracy
very close to the CRLB. The asymptotic results presented in this paper represent a useful mathematical
tool that may provide useful guidance to expected performances before any practical implementation,
letting any practitioner assess the performances, and then, usefulness, of the proposed estimators
based on his application needs and operating conditions.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Appendix A

First, we derive a general result on the moments of y; when in the signal model (1) x; is assumed
as a generic random signal. Then, we provide the general formula for the moments of y; when x; is a
deterministic sinusoidal signal.

We start from the definition of even-order moments

pom = E {yim} =E [(Axk +wk)2m} : (A1)

The application of the binomial theorem leads to

2m
Jioy = E [Z (2:1“) A”xgwgm—"] (A2)
n=0
2m
=) <2:1n ) A"E [xi] E [wim‘”} : (A3)
n=0

Since the odd-order moments of wy are zero, we have that only terms corresponding to even-order
moments of wy remain in the summation

ion = 5 (3) e ] a7, a9

The even-order moments of a real Gaussian random variable are
E [wi"] = 2n-1le®, n=1,2,... (A5)

and then, we obtain

— ((22’;1) (2m —2n — 1)!!) APE x| g2, (A6)

n=0

In the case of real sinusoids, under the assumption of uniform random initial phase in (0,27), by
definition the even-order moment of x; is

E [xﬂ _ L / " (cos (2vk + §))" dp (A7)
k 27 Jo )
By symmetry the integral above can also be written as

27 /2
/ cos? 66 — 4 / cos?” 646, (A8)
0 0

where the integral on the interval (0, 7t/ 2) is given by

n/2 T (2n — 1)
2n
= —— A
/0 cos”" 0d0 2 (@) (A9)
Therefore,
1 2, (2n— 1)
EEiA COS Gde——AYEZﬁTf. (Alm

Putting (A10) in (A6) we finally obtain the general formula (3) for even-order moments of the
signal (1).
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Appendix B

In this appendix we derive the Fisher information matrix needed to obtain the CRLBs of proposed
estimators. We need to calculate the expectations of the first and second partial derivatives of the
natural logarithm of the following conditional pdf

K-1

1 1 2
f o, ..., yx-1|S,N) = WGXP {_ZN Z(:) (yk = \/ﬁXk) } (A11)

where S = A2/2 and N = ¢?, to get each element of thee matrix.
We start from the derivative of In f with respect to S. We have

dln 1 & o
aSf =55 L as (7 —2v2Suy+254F). (A12)
k=0

1 Ko \F ,

Differentiating again with respect to S, we get

?Inf 1 K 1
95z 2N ,;) v2 <_2\/s7>> TRk (A
1 K-1 2\/§
iy k;) V2 <2A3) XkYk (A15)
1 K=l
= T a8,2 lg) XkYk- (Al6)

Since E[yi| = Axy, the corresponding element in the Fisher matrix is given by

9% In f} 1 &,
—E [ =— ) Axi. (A17)
052 A3¢?2 =
Now, consider the term
1 K=1 1 K=1
z Yo xp= z Y cos® (2mvk + ¢). (A18)
k=0 k=0

Under the assumption that the frequency v is not close to 0 or 1/2 and for K large enough, we can
write [7] (p. 33)

1 k=1

— Y cos (4mvk + ¢) ~ 0. (A19)

K k=0

Hence,
1 Ki , 1
= Xp ™~ = (A20)
K = 2
and the first element of Fisher matrix is then given by

; {azlnf] K (A21)

982 | 2A202°
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Similarly, we obtain the first and second partial derivatives with respect to N. The first derivative
is given by

olnf 9 ([ K o (1K 2
aN‘TW<meWOaN<NgyWAm
K 1 k=1 )
= —ﬁ“‘WkE)Wk—AxH :
Differentiating again with respect to N we get
Pinf K 1
ON2  2N2 N3

K-1 )
Yo vk — Axi]?. (A22)
k=0

Hence, taking the expectation

0%In f K 1 |kl )
—E =——-—+—=E - A . A2
Consider, now, the term
K71 2| o2 2,2
E1Y lyk—Axl"| =} E [yk] — 2AXE [yi] + A% (A24)
k=0 k=0
Since E [y%] = Azxf + N and E [y,] = Axy, the above term can be rewritten as
K-1 K-1
E|Y [y — Axi|*| = Y A%2 + N —2A%x2 + A%x? = KN. (A25)
k=0 k=0
The second derivative is then
??In f K K K
—E =— — == A26
[ oN? ] 2N? * N2 o4 (A26)
The off-diagonal terms of the Fisher matrix are both equal to zero. In detail, we have
PInf Inf 1T e
9SON ~ aNaS  o* k:ZO et (A27)
By taking the expectation, we immediately obtain that
o%In f
E{BS&N] =0. (A28)

Appendix C

In this appendix we derive (26). Let us start from the definition of the covariance matrix.
Each element of the covariance matrix is then given by

[CT]ij = COV (TZi,TZj) (A29)
1 K=1 5 1 K-1 2},] 1 K=1 . 1 K=1 2

T Ve g LV | Bl LB LY |- (A30)
K=" K K= K&

—E E
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Now, consider the first term of the right-hand side. After some manipulation we get

1K1 1K1

Zy Zy

1<2 2 E [ 20t 21] (A31)

where we have used the independence assumption of the Gaussian noise. Similarly, we obtain that the
second term on the right-hand side of (A30) is

1K

roN

k_

E

VSR - L e e f) e

Putting all together, the covariance (A29) can written as

cov (T Ty) = & & (RE (7] - e[ E[1#]). (a3)

By using (3) we can explicitly write the first term as

1R i S 2(4) L (15 . .
- — 2 - P — 2y — 1\Ng20+i—p)
2 ;;o E [yk } )3 ( 2 )A g L% ) @+))=2p -1 . (A34)
— p=0 k=0
Since the term 1
15 2
% k;) x7, (A35)

as K grows to infinity, it is asymptotically equal to the moment of order 2p of x; when the initial phase
¢ is random. Then, using (A10) we have that asymptotically

- l i oo 2p—-1)10 .., j+j—
L el = 1 (3,7 S et e aa

The remaining term is written as

L GLGEFS s GRS S E P GRS C T R

>
EEGIGY ((E)ellela)

Now, asymptotically we have

K-1 Lo / i — p — — 1\
(1):x§<z+fw>)”b"[ A B (A38)

K = Q@i+j—p—g)!

Hence, the term D;;is

i J i\ (2] Az(i+j—p—q)( (i+j—p—q) —D! — 1)1 (29 — 1)1g2(p+a) A39
Z%(ZP) (217) @@+j—p—g)! (Bp 18 (29 =1t (4%)
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