
applied  
sciences

Article

Latency-Classification-Based Deadline-Aware Task
Offloading Algorithm in Mobile Edge
Computing Environments

HeeSeok Choi 1 , Heonchang Yu 1 and EunYoung Lee 2,*
1 Department of Computer Science and Engineering, Korea University, Seoul 02841, Korea;

hsrangken@korea.ac.kr (H.C.); yuhc@korea.ac.kr (H.Y.)
2 Department of Computer Science, Dongduk Women’s University, Seoul 02748, Korea
* Correspondence: elee@dongduk.ac.kr; Tel.: +82-2-940-4588

Received: 31 August 2019; Accepted: 1 November 2019; Published: 4 November 2019
����������
�������

Abstract: In this study, we consider an edge cloud server in which a lightweight server is placed
near a user device for the rapid processing and storage of large amounts of data. For the edge
cloud server, we propose a latency classification algorithm based on deadlines and urgency levels
(i.e., latency-sensitive and latency-tolerant). Furthermore, we design a task offloading algorithm to
reduce the execution time of latency-sensitive tasks without violating deadlines. Unlike prior studies
on task offloading or scheduling that have applied no deadlines or task-based deadlines, we focus on a
comprehensive deadline-aware task scheduling scheme that performs task offloading by considering
the real-time properties of latency-sensitive tasks. Specifically, when a task is offloaded to the edge
cloud server due to a lack of resources on the user device, services could be provided without delay by
offloading latency-tolerant tasks first, which are presumed to perform relatively important functions.
When offloading a task, the type of the task, weight of the task, task size, estimated execution time,
and offloading time are considered. By distributing and offloading latency-sensitive tasks as much
as possible, the performance degradation of the system can be minimized. Based on experimental
performance evaluations, we prove that our latency-based task offloading algorithm achieves a
significant execution time reduction compared to previous solutions without incurring deadline
violations. Unlike existing research, we applied delays with various network types in the MEC
(mobile edge computing) environment for verification, and the experimental result was measured not
only by the total response time but also by the cause of the task failure rate.

Keywords: task offloading; mobile edge computing; latency-classification; latency-aware

1. Introduction

Based on the rapid development of the Internet of Things (IoT) technology in various industrial
fields, billions of mobile systems for smart cities, autonomous vehicles, artificial intelligence, IoT
gateways, and augmented reality now demand computational resources to handle large amounts of
data and communication networks to connect large numbers of devices [1]. Consequently, the data
generated by various devices connected to the Internet is growing exponentially, and it has become
necessary to process and store a large amount of data rapidly. Existing client-server environments
and centralized cloud computing technology have limitations in terms of large-scale data processing;
however, recently, mobile edge computing (MEC) technology has emerged to handle this issue.

By applying distributed computing technology to wireless base stations, MEC technology can
dramatically reduce delay time and overall network traffic: in MEC, various services are provided with
caching content at the wireless base station closest to a target user device. A typical MEC framework is
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composed of many mobile devices, a smaller number of edge cloud servers, and one central cloud
server [2]. For example, when a user executes a task on his/her device, if the processing power of
the device is insufficient to perform the task, it is offloaded to an edge server. If the processing
power on the edge cloud server is not sufficient enough, the task is offloaded to the central cloud
server. This system provides applications with ultra-low latency, high-bandwidth, and real-time access
to network information. Currently, standardization of MEC is being performed by the European
Telecommunications Standards Institute, while the industrial world is attempting to develop long-term
evolution in mobile networks. Additionally, MEC technology is emerging as the core technology for
5G networks that will be introduced within the next decade, with software-defined networks and
network function virtualization as auxiliary technologies [3].

Although research on MEC has been very active, there are certain limitations in handling real-time
services requiring strict adherence to response time standards [4]. In general, an application service
can be classified as a latency-sensitive service or a latency-tolerant service according to the urgency
level of task end-time violation [5–8]. A service ought to be distinguished as a latency-sensitive service
that must adhere to deadlines or a latency-tolerant service that may be allowed to violate a deadline by
an arbitrary amount. In latency-sensitive services, such as autonomous driving services, one second of
delay could have serious consequences—the service must be terminated within a deadline. However,
in current MEC systems, it is not possible to guarantee the task-end time of services with real-time
properties because resources are allocated to all virtual machines without considering the characteristics
of these applications. For example, assume that a latency-sensitive service and a latency-tolerant
service are running on the same server. If computing resources are allocated to the virtual machine
performing the latency-tolerant service first, the latency-sensitive service will not be guaranteed to
meet the task deadline. Additionally, if the tasks of latency-sensitive services, whose deadline is close,
are offloaded without considering those deadlines, a deadline violation will be incurred, and the
service’s real-time availability will not be guaranteed.

In this paper, we propose a novel latency-classification-based deadline-aware task offloading
algorithm (LCDA) for MEC environments to solve the problems discussed above. The MEC
environments of the proposed algorithm and the performance evaluation are as follows. The devices
(users) randomly move the path and upload and download data by accessing the AP of one of the
edge cloud servers in a WLAN (wireless local area network). These edge cloud servers communicate
with each other in a MAN (metropolitan area networks), and an edge cloud cluster and a central cloud
server communicate through a WAN (wide area networks) network. The connection with the base
station provided by the ISP is not assumed. For the evaluation, we measured the delay by network
type (i.e., WLAN, MAN, and WAN) and considered the failure caused by the user’s mobility and
the excessive CPU usage of the node—these elaborations of the experiments proved the performance
improvement of our proposed algorithm more accurately. We will explain the details of the experiments
and discuss the result in detail in the later part of the paper.

The proposed method is based on task classification, in which we divide cloud tasks into two
categories: latency-sensitive and latency-tolerant tasks. A latency-sensitive task, such as augmented
reality tasks or autonomous vehicle tasks, must be completed within a given deadline. A latency-tolerant
task is a task that can tolerate a certain level of deadline violation. Generally, a task is classified
based on its real-time properties, and the proposed approach consists of two main procedures. First,
when we need to offload tasks based on an offloading policy, we prefer latency-tolerant tasks over
latency-sensitive tasks because the performance degradation incurred by offloading can lead to deadline
violation of latency-sensitive tasks. Second, we develop a task offloading scheduling mechanism that
provides fine-grained priority control for selecting tasks to be offloaded and selecting destination edge
cloud servers for offloading.

Our work has strengths over traditional task scheduling algorithms in that we design and
implement a novel offloading mechanism based on a task classification approach. The major
contributions of this study can be summarized as follows:
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• We designed a latency-aware task classification mechanism based on the urgency level of tasks
and the avoidance level of deadline violation.

• We developed task scheduling and target server selection algorithms that solve problems regarding
when and how tasks should be offloaded in a manner which minimizes the delay.

• We conducted extensive simulations to evaluate the performance of the proposed LCDA. The
results demonstrate that the LCDA not only achieves a significant reduction in the delay of
latency-sensitive tasks compared to previous algorithms, but also guarantees resource efficiency,
maximum profit, and the preservation of real-time attributes.

• We proved the effectiveness of our technique by separating the cause of the task failure into three
factors: CPU capacity, user mobility, and network delays. This classification results in a more
accurate evaluation compared to the evaluations of prior researches, which use only performance
measure: delay time.

The remainder of this paper is organized as follows. The motivation and the core concepts of this
study are discussed in Section 2. The proposed LCDA is detailed in Section 3. Performance evaluation
and related work are presented in Sections 4 and 5, respectively. Finally, our conclusions are presented
in Section 6.

2. Motivation and Core Concepts

Based on the continued development of IoT technology, a number of applications, such as health
monitoring applications, are emerging that require feedback within a short time slot. These applications
are difficult for mobile devices to handle; therefore, MEC technology has emerged as a solution.

Figure 1 shows the task failure rate and processing time for three cases: (1) using only mobile
devices, (2) using only edge devices, and (3) using a built MEC environment.
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Figure 1. Task failure rate and processing time in the MEC (mobile edge computing) environment.
(a) Percentage of failed tasks; (b) Processing time.

The failed tasks represent the percentage of failed tasks out of the total tasks, and the processing
time represents the average service time minus the average network delays. We divided failure into
two causes. First, the CPU capacity of the user device and the edge cloud server is exceeded. Second,
the task cannot be completed due to user mobility or network (WLAN/MAN/WAN) delay. For the
sake of simplicity, we use the term “failed task” in the paper. The processing time is derived from the
following formula: processing time + network delay = service time. If the operation is performed
in Only_Mobile or Only_Edge, since no network delay occurs, the processing time and service time
are the same. In the case of Mobile + Edge, the actual service time minus WLAN or MAN delay is



Appl. Sci. 2019, 9, 4696 4 of 16

processing time because the task is offloaded to the edge cloud server. If the task is offloaded to the
central cloud server, the actual service time minus WAN delay becomes the processing time. Moreover,
we operate the latency-tolerant tasks and latency-sensitivity tasks at a ratio of 5:5 in this experiment.

The deployment and use of a MEC environment are advantageous in terms of task failure rate
and processing time. From the analysis of the task failure rate, it is observed that task failures occur
due to the lack of resources in the case where only mobiles are used. When using only edge devices,
the task failures occur due to the frequent movement of mobile devices. In particular, when the number
of users (devices) exceeds 1000, the performance of using only edge devices sharply deteriorates.
The MEC environment complements these shortcomings, and the task failure rate is relatively low.
However, the MEC environment uses offloading techniques to offload tasks, which may slow down
the processing time compared to using mobile devices alone. When offloading occurs, the latency
caused by sending a task to an edge cloud server and returning a response from the server can have
strongly negative effects. In addition, if a task of such performance degradation is latency-sensitive,
such as autonomous driving services, the damage suffered by the user would be profound. Therefore,
we need a solution that can guarantee rapid processing for latency-sensitive tasks.

We devised an approach to classify tasks and offload latency-tolerant tasks first to reduce the
deadline violation incurred by offloading, as shown in Figure 2. Throughout this paper, we assume that
each virtual machine (VM) has only one task. Once offloading is decided, the tasks of the applications
on a user device are classified as latency-tolerant and latency-sensitive tasks. The proposed LCDA
then decides which tasks to be offloaded.
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Figure 2. An illustrative example of the LCDA (latency classification based deadline aware task
offloading algorithm).

For Case A, in Figure 2, where a latency-tolerant task is selected for offloading, our offloading
algorithm chooses the edge cloud server with the smallest number of latency-sensitive VMs. Offloading
a latency-tolerant task minimizes any adverse effects on latency-sensitive tasks that are currently
running on the edge cloud server. If there are many servers with the same number of latency-sensitive
VMs, we consider CPU utilization and the distance to the user device as secondary metrics.

For Case B, where a latency-sensitive task is selected for offloading, our offloading algorithm
chooses the server with the lowest CPU utilization. It is not important whether the currently running
task on the selected server is latency-sensitive or latency-tolerant: the rapid processing of offloaded
tasks is the most important factor. If there are multiple servers with the same CPU utilization, we select
the server with the smallest number and size of active VMs.

3. Latency-Classification-Based Deadline-Aware Task Offloading Algorithm (LCDA)

As shown in Figure 3, we consider a typical MEC environment consisting of a user device, an edge
cloud server, and a central cloud server. Typically, a user executes tasks on his/her device and offloads
tasks to the edge server in accordance with an offloading policy.
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When a task running on a user device is offloaded to an edge cloud server due to a lack of
resources, the LCDA performs a task classification process based on latency level. A task is either
categorized as latency-sensitive or latency-tolerant. Next, by considering the weight values of tasks,
we offload latency-tolerant tasks preferentially. The LCDA periodically checks the status of a given task
and the utilization of server resources. The detailed descriptions of proposed algorithms’ components
are provided below.

3.1. Task Analysis

Unlike previous studies, we consider delay tolerance along with the deadline of a task
when performing task offloading. We implement a task analysis function to categorize tasks as
latency-sensitive or latency-tolerant tasks on a user device. Before offloading occurs, the task is
classified as a latency-sensitive or latency-tolerant task according to the delay tolerance of applications
derived by the task analysis function. The task classification is performed based on the user device’s
load profile or a task’s characteristics. If a task is demanding rapid and accurate results or judged
to be an urgent task, the task is classified as latency-sensitive. Otherwise, the task is classified as a
latency-tolerant. Many research papers classify task types using techniques to identify and classify
task characteristics [5–8]. We define the types of tasks running on a user device, as in Equation (1).

taskType
(
ti, w j

)
={

latency− sensitive, Deadline < ThresholdUrgency and EET = Deadline
latency− tolerant, Deadline = ThresholdUrgency and EET < Deadline

(1)

where taskType(t,w) denotes the type of task (i) at the workflow (j), and the deadline is the value initially
set for the task. In practice, when a user rents a virtual machine to use an edge cloud server in the MEC
environment, it creates a request and then submits the request to the platform. The request includes
the user’s maximum allowable latency (i.e., deadline), the size of the input task, and the number of
resources required by the virtual machine [2]. We use the deadline value of these. The threshold of
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urgency is arbitrary values set by the user, and EET denotes the estimated average execution time
of a task. This task analysis function examines a task’s characteristics and places the task in the
corresponding queue. In other words, if a task has urgency properties, then the task analysis function
places the task in the latency-sensitive queue. Otherwise, the task is placed in the latency-tolerant
queue. In addition, the type of task can be set directly by the user before the user sends a task to an
edge cloud server.

After classifying a task, we calculate the weight of each task to determine the priority for offloading
in the subsequent task selection function. In general, the deadline for a task is primarily taken into
account when using the workflow for task management in the cloud [9], and the criteria for calculating
the weight of a task in the task analysis function are based on recursive techniques [10]. We calculate
the weight for the task selection for later offloading, as defined in Equation (2).

taskTimeWeight
w j
ti

=
D j − SD(ti)

D j
(2)

where taskTimeWeight denotes the weight of task (i) at the workflow (j), D denotes the deadline,
the user-defined time constraint for each workflow, and SD is short for a sub-deadline, denoting the
estimated average execution time of each task in the workflow. SD is calculated form the execution
time of each task recursively from the last exit task of the workflow to the first entry task. Finally,
Equation (2) determines the weight of an offloaded task: the smaller is the weight value, the higher
priority is assigned to the task. This calculation is performed in the task analysis function in the user
device but is executed only when the number of the original tasks in the user device changes by
more than 20% in order to reduce the burden of the task analysis operation [11]. The classification
information and weight value of tasks are stored for future use.

3.2. Task Selection for Offloading

Selecting tasks to be offloaded to an edge cloud server has a significant impact on overall system
performance. This is because offloading an inappropriate task will result in a severe offloading time
penalty and will not guarantee the satisfaction of the deadline of a latency-sensitive task. As mentioned
previously, when offloading a latency-sensitive task, degradation will occur, and the deadline for
the task may not be satisfied. Therefore, the core concept of task selection is to offload tasks in the
latency-tolerant queue preferentially, as shown in Algorithm 1.

When selecting a task for offloading, only tasks in the latency-tolerant queue can be candidates.
The task with the lowest weight calculated by task analysis function in the latency-tolerant queue
is given the highest priority for offloading. This is done to minimize the impact of the performance
degradation that is incurred when a task is offloaded on the execution time of any current tasks. If there
are multiple tasks with the same weight value, the task with a smaller task size is selected preferentially.

If there are only a few remaining deadlines to be satisfied or if it is determined that offloading
a task is more damaging than waiting to execute it on the current user device, then we conclude
that there are no appropriate tasks for offloading in the latency-tolerant queue. In this case, or in the
case where a user device has only latency-sensitive tasks, we search for tasks to be offloaded in the
latency-sensitive queue. In such cases, tasks with the lowest weight calculated by task analysis are
selected for offloading. If there are multiple tasks with the same weight value, the smallest task is
selected for offloading. Finally, if it is determined that there are no appropriate tasks for offloading in
the latency-sensitive queue, then the device will conclude that it is not possible to offload any tasks.
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Algorithm 1. Task_Selection ()

1: for all taski in tasklatency−tolerant, ∀i ∈ {1,2, . . . n};
2: Find the taski with lowest weight calculated by task analysis;
3: if There are tasks with weight of the same value
4: Find the taski with the smallest size;
5: end if
6: if ‘offloading time of task is greater than local execution time of task’ |

‘remaining deadline is lower than threshold’
7: for all taski in tasklatency−sensitive, ∀i ∈ {1,2, . . . n};
8: Find the taski with lowest weight calculated by task analysis;
9: if There are tasks with weight of the same value
10: Find the taski with the smallest size;
11: end if
12: if ‘offloading time of task is greater than local execution time of task’ |

‘remaining deadline is lower than threshold’
13: Continue to run on the current user device;
14: end if
15: end for
16: end if
17: end for

3.3. Target Edge Cloud Server Selection

After selecting a task to be offloaded, the next step is to select an appropriate edge cloud server
to offload that task, as shown in Algorithm 2. To find an edge cloud server for offloading a task,
we apply an edge-cloud server selection algorithm differently based on the task type information from
the task analysis.

First, if the type of task to be offloaded is latency-tolerant, we select the edge cloud server with
the smallest number of latency-sensitive VMs for offloading. This is done to minimize interference on
edge cloud servers running latency-sensitive VMs when a task is offloaded. If multiple edge cloud
servers running the same number of latency-sensitive VMs are identified, we select the edge cloud
server with the lowest CPU utilization. In other words, the server with the most available resources is
always selected. If there are edge cloud servers with the same utilization, the server closest to the user
device is selected. This is consistent with the concept of “data locality,” which means that a VM and the
disk to be accessed by that VM are placed physically close to each other to improve the performance
of cloud computing. This minimizes network congestion and increases the overall throughput of a
system. If there is no edge cloud server with sufficient resources in the edge pool, the central cloud
server with the most resources in the cloud pool is selected.

Second, if the type of the task to be offloaded is latency-sensitive, we do not consider different
types of VMs when selecting an edge cloud server. Latency-sensitive tasks are always offloaded into
the edge cloud server with the greatest available resources without considering the task state of the
target server. It is because processing the offloaded latency-sensitive task as quickly as possible is most
important. In such cases, the server with the lowest CPU utilization is selected for offloading. If there
are multiple servers with the same CPU utilization, the server with the smallest number and size of
running VMs is selected as the final target. If all of these conditions are not met, the task cannot be
offloaded, and execution continues on the user device. This decision is to minimize the performance
degradation of the latency-sensitive tasks during offloading.
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Algorithm 2. Server_Selection ()

1: for all serveri in edgepool, ∀i ∈ {1,2, . . . n};
2: if the type of task to be offloaded is latency-tolerant
3: Find the serveri with the smallest number of latency-sensitive VMs;
4: if There are servers with the same number of latency-sensitive VMs
5: Find the serveri with the lowest CPU utilization;
6: if There are serveri with the same utilization
7: Find the serveri closest to the user device;
8: end if
9: end if
10: else // the type of task to be offloaded is latency-sensitive
11: Find the serveri with the lowest CPU utilization;
12: if There are multiple servers with the same CPU utilization
13: Find the server j with the smallest number and size of running VMs;
14: end if
15: end if
16: end for

3.4. Latency Classification Based on Deadline-Aware Task Offloading Algorithm

We combine the task analysis, task selection, and server selection functions described above to
create the proposed LCDA. Algorithm 3 represents the complete offloading and scheduling process.
The task analysis and selection functions are responsible for analyzing and selecting tasks in the LCDA,
respectively. The process in lines 1 to 6 is executed when the number of existing tasks changes by more
than 20%, and the process in lines 7 to 10 is executed only when offloading occurs. The task analysis
and selection functions are responsible for the task management for offloading in the LCDA. The
server selection function is responsible for finding a target server for offloading. If an appropriate task
cannot be identified by the task analysis function or task selection function, or if the server selection
function cannot find a suitable edge cloud server, the LCDA determines that offloading a task to
the edge cloud server is not possible—the LCDA will try to offload the task to the central cloud
server or continue executing the task on the current user device. In the next section, we validate the
LCDA’s latency performance. Throughout this technique, we assume that LCDA does not take into
account the scheduling of VMs in edge and central cloud servers. Because we focus on the rapid
processing of latency-sensitive tasks, it is assumed that all VMs in the edge and cloud servers are
running concurrently.
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Algorithm 3. LCDA ()

1: for all taski, where devicei ∈ Device, ∀i ∈ {1,2, . . . n};
2: Task_analysis_using (1) and (2);
3: Task_Selection ();
4: end for
5: Update the status of each task;
6: Store task status information;
7: for all serveri in edgepool ∀i ∈ {1,2, . . . n};
8: Server_Selection ();
9: if there is no suitable serveri for offloading
10: if taski is latency-sensitive
11: for all server j in cloudpool, ∀ j ∈ {1,2, . . . n};
12: Find the server j with lowest CPU utilization;
13: end for
14: else // taski is latency-sensitive
15: Continue to run on the current user device;
16: end if
17: end if
18: end for

4. Performance Evaluation

In this section, we present experimental results that demonstrate the performance of the LCDA in
terms of reducing the processing time by managing task offloading while guaranteeing task deadline
satisfaction. The experiments evaluate how different offloading techniques affect the service time of
the MEC systems, and analyze the impact on its functions, namely the task failure rate and processing
time for different numbers of devices, tasks, task ratios, and execution times. We simulate various
scenarios using the EdgeCloudSim simulator [12]. This simulator extends the CloudSim toolkit [13]
with additional features that allow networking resources and edge node modeling to enable accurate
simulations of the physical edge infrastructure.

For the experiments, we assume that there are four VMs and one host running in the central cloud
center, 14 hosts, and eight VMs running in the edge cloud center, and 500 devices (users) unless specified
otherwise. The user can specify the type of the application such as task length, data transmission speed,
and delay sensitivity. To verify the effectiveness of the LCDA, we consider four different kinds of
applications; augmented reality, health, heavy computation, and infotainment. The augmented reality
and health applications have a short task length, and the increase of CPU utilization of the edge cloud
servers is relatively low. However, as it is important to obtain a quick response, we have set these two
applications to be latency-sensitive. The heavy computation and infotainment have long task lengths,
and the increase of CPU utilization of the edge cloud server is relatively high. Since the response
time and accuracy are relatively insignificant for playing games, we set them as latency-tolerant
applications. As for the default application setting, we use two latency-sensitive applications and two
latency-tolerant applications. The parameters of this simulation are listed in Table 1.
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Table 1. Application parameter setting in the simulation.

Augmented
Reality Health Heavy

Computation Infotainment

active_period (sec) 40 45 60 30
idle_period (sec) 20 90 120 45

avg_data_upload (KB) 1500 20 2500 25
avg_data_download (KB) 25 1250 200 1000

avg_task_length (MI) 9000 3000 45000 15000
utilization_on_edge [0–100] 6 2 30 10
utilization_on_cloud [0–100] 0.6 0.2 3 1

delay_sensitivity [0, 1] 0.9 0.7 0.1 0.3

In this experiment, we conduct a performance analysis by comparing five offloading algorithms,
including our LCDA. First, a network-based offloading algorithm performs the task on the edge cloud
server and offloads the tasks to the central cloud if the network capacity is exceeded. As mentioned
earlier in the paper, it is assumed that the WAN environment serves as the connection between the
edge cloud server and the central cloud server. We measure the delay that occurs when sending a
1-Mbit dummy task to the cloud in a WAN environment and then divide the delay value by one to set
the bandwidth (Mbps) of the WAN. When the value of this bandwidth exceeds 6 (that is, when the
delay time is less than 0.165 s), we offload the task to the cloud; otherwise, we operate the task on
the edge cloud server. Second, a utilization-based offloading algorithm performs the task offloading
from the edge server to the central cloud server when a certain amount of CPU utilization is exceeded.
In this case, the CPU threshold of the edge cloud server is 80%. Third, a hybrid offloading algorithm
combines these two cases. Finally, a Mobile+Edge algorithm runs a task on the user device and offloads
the task to the edge cloud server when the amount of necessary mobile resources exceeds the amount
of available resources. In this case, if the requested CPU capacity of a task exceeds that of the current
user device, the task offloads to the edge server otherwise, the execution continues on the current user
device. For all those offloading techniques, we evaluate the task failure rates and average processing
times, which are important performance criteria in distributed computing.

In Figure 4, the x-axis represents the scalability of devices (users), and the y-axis denote the task
failure rate and processing time, respectively. Overall, the task failure rate and processing time tend
to increase slightly, with an increase in the number of devices. The task failure rate is the lowest for
the Mobile+Edge algorithm, and the LCDA has the lowest task failures, except for the Mobile+Edge
algorithm. Since the LCDA offloads a latency-tolerant task with large size and length preferentially,
the failure rate of the LCDA is slightly higher than that of the Mobile+Edge algorithm. On the other
hand, the processing time is the worst for the Mobile+Edge algorithm across all algorithms, and the
LCDA shows relatively good results. This implies that the LCDA is a sufficient alternative to the
existing MEC offloading techniques, which are likely to violate the deadline of a task because of the
long processing time due to offloading. Even though the task failure rate of the LCDA is slightly higher
than the others, the costs are negligible.

To verify the effectiveness of scalability in terms of the number of applications, we conducted
another experiment showing the percentage of failed tasks and processing time with respect to the
number of applications, as shown in Figure 5. Note that in this experiment, even though the number
of applications increases, the ratio of latency-sensitive to latency-tolerant applications is always
5:5 (the number 8 in the x-axis means that the numbers of latency-sensitive and latency-tolerant
applications are both 4, and the number 20 in the x-axis means that the numbers of latency-sensitive
and latency-tolerant applications are each 10). In terms of the task failure rate, the Mobile+Edge
algorithm shows the best performance, and when compared to the other algorithms, the LCDA shows
35.3% better performance on average. In terms of the processing time, the Mobile+Edge algorithm
has the worst performance, and the network-based algorithm has the best performance. The LCDA
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shows the second-best performance and consumes approximately 83.3% less time on average than the
Mobile+Edge algorithm.
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In Figure 6, we conducted an experiment to investigate the performance change of the MEC
system by varying the ratio of application types. To validate the effect of the ratio of latency-sensitive to
latency-tolerant applications, we performed experiments by varying the ratio of the application types
from 10:0 to 0:10. The application tagged as latency-sensitive is the augmented reality application,
and the application tagged as latency-tolerance is the infotainment application. For instance, if the
ratio of the application is 3:7, the experiment is performed for the ratio of three augmented reality
applications and seven infotainment applications. Since the latency-tolerant applications are relatively
heavy, it can be seen that both task failure rate and processing time of the latency-tolerant tasks
are higher than those of the latency-sensitive tasks. Similar to other experiments, the Mobile+Edge
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technique shows the best performance in terms of task failure rate, and the LCDA has about 43.3% lesser
failure rate than those of the other three algorithms. In terms of the processing time, the Mobile+Edge
technique shows the worst performance, and the LCDA shows a performance improvement of 77.9%
compared to the performance of the Mobile+Edge technique.
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To measure the efficiency of the LCDA algorithm from various perspectives, we evaluated its
performance by increasing simulation execution time, as shown in Figure 7. The time was measured at
intervals of 10, 30, 60, and 120 min. As expected, the performance of all the approaches seems similar
to the previous experiments. The Mobile+Edge approach showed the best and worst performers in
terms of task failure rate and processing time, respectively. In terms of the task failure rate, the LCDA
reduces the task failure rate by 32.8% compared to the other three methods. In terms of processing
time, the LCDA shows 83.1% better performance compared to the Mobile+Edge approach.
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To evaluate the progressing improvement for the latency-sensitive applications, we checked the
results of the experiments from two perspectives for each application. Figure 8 shows the results of
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comparing the performance of the failed task rate for four applications. The LCDA and Mobile+Edge
algorithms are both employed by increasing the number of devices from 200 to 1600 for 10 min. From
the task failure rate perspective, the overall performance is better with the Mobile+Edge algorithm than
the LCDA. However, in terms of accurate processing, the performance of the augmented reality and
health applications, which are latency-sensitive applications, outperform those of heavy computation
and infotainment applications, which are latency-tolerant, and satisfy our experimental goal (Figure 8a).
On the other hand, Figure 8b shows that the task failure rate for the augmented reality applications
where fast and accurate execution is most important and is worse than the infotainment, which is
latency-tolerant. In Figure 8a, the failed task rate range of the heavy computation application is about
1–5% and has the worst performance compared to the other three applications with about a 0–1.5%
failed task rate range. This result shows that even though the LCDA is applied, the performance is low
for the application with a long task length. In Figure 8b, there are fluctuations in the failed task rate of
the latency-tolerant applications. This result shows that offloading without considering the task type
provides unstable performance for latency-tolerant applications.
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The experimental procedures for the graphs in Figure 9 are the same as those for Figure 8,
except that the performance comparison target is the processing time and not task failure rate. When
comparing the LCDA and the Mobile+Edge application, the average performance seems to have
improved by 70.3% for the LCDA. Even though heavy computation and infotainment applications
use a lot of resources than augmented reality and health applications, we have guaranteed short
processing time for the latency-sensitive applications in situations where multiple applications are
running concurrently. In particular, from observing the processing time for augmented reality, which is
a latency-sensitive application, the priority of the augmented reality application over the infotainment
application can be guaranteed when the LCDA is applied.
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5. Discussion

We will summarize every related research using two perspectives: scheduling to minimize
the delay of offloading and scheduling to guarantee the deadline satisfaction of services in an
IoT environment.

In [14], the authors developed a task-scheduling policy based on network size and user node
mobility to minimize delay in a fog network environment. They considered both a stationary network
scenario with a fixed average delay and a non-stationary scenario with frequent changes in average
delay based on the rapid movement of users. On the other hand, the authors of [15] proposed an
optimization problem solution to minimize the delay when multiple users offload tasks to multiple
edge cloud nodes performing complex IoT event processing, such as speech and face recognition.
The author of [16] researched a voluntary-node-based task scheduling technique that autonomously
determines which resources to allocate to user nodes according to their current resource allowance.
This method can effectively increase idle resource utilization. In [17], the authors developed online
algorithms for dynamic service caching at the edge computing environment. This technique quickly
handled the load of unknown patterns and minimized the cost of operating the edge cloud server,
including the cost of forwarding requests to the central cloud server and downloading the new service.
The author of [18] proposed a dispatching method that determines which job is offloaded from the
user device, and a scheduling method that determines which task is processed first on the edge
and central cloud servers to minimize the average response time. In particular, latency sensitivity
was assigned a larger weight to give a task higher priority. However, these studies focused only on
reducing the offloading delay or the total response time of a system, and the problem of satisfying
the deadlines of each task was not considered. In this paper, we considered both satisfying deadlines
and minimizing the delay in IoT environments. None of the studies mentioned above considered the
deadline satisfaction objectives in the context of task scheduling.

In [19], the authors proposed a multi-decision mobile computation offloading scheme that
can minimize energy consumption while guaranteeing deadline satisfaction. The authors of [20]
investigated a resource provisioning problem that can optimize the cost of a system while ensuring
the deadline satisfaction of IoT service. The authors of [21] designed a deadline-aware rate allocation
scheme that guarantees the deadline satisfaction of services by assigning higher priority to IoT services
with deadline constraints when allocating network bandwidth at the data center. Various other studies
have considered deadline satisfaction, but our goal was to solve multi-purpose problems, such as
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energy and cost minimization or fair resource allocation, while satisfying deadlines. Based on our
goal of minimizing both latencies during the offloading and task execution time, as well as satisfying
task deadlines, we have developed a method that guarantees faster task processing performance than
previous methods.

In addition, the authors of [22] developed a resource allocation strategy for performing user
request approval, scheduling, and placement of service virtual machines to maximize user QoS (quality
of service). In particular, they used the remaining deadline information to schedule edge server
selection and used the LRU (Least Recently Used) policy, assuming that urgent services were not
necessarily popular services. However, during the experiment, they ignored the size and transmission
delay of the data. In the MEC environment, data size and transmission delay are more critical than
propagation delays of links and queuing delays of user requests. In this paper, we divided the network
into WLAN, MAN, and WAN by type, and we calculated the delays for each scenario. Moreover,
considering failures caused by the CPU capacity of nodes, network delay, and user mobility, derived
more accurate experimental results.

6. Conclusions

As IoT quickly becomes a reality, there is an increased need for the MEC paradigm. The MEC
is a network architecture that supports computing, analysis, and storage capacity at the edge of
the network. In particular, it can provide performance benefits for applications that require IoT
environments. However, providing short-latency connections and ensuring the appropriate execution
of latency-sensitive tasks without incurring deadline violations have remained as challenges to
be addressed. In order to overcome these challenges, we propose a latency-classification-based
deadline-aware task offloading algorithm based on the urgency of tasks while avoiding deadline
violations. We establish a simulation environment to evaluate the performance of the LCDA approach
and compare the proposed algorithm to the existing offloading algorithms. Based on the simulation
output, we can prove that the LCDA achieves significant processing time reduction with a reasonable
number of task failures for latency-sensitive applications. As future work, we intend to apply machine
learning techniques to calculate efficiently the deadlines of tasks as well as the edge cloud server’s
resources. In addition, we intend to continue expanding the algorithm to reduce task failure rates of
the LCDA.
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