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#### Abstract

This paper presents a step-by-step time integration method for transient solutions of nonlinear structural dynamic problems. Taking the second-order nonlinear dynamic equations as the model problem, this self-starting one-step algorithm is constructed using the Galerkin finite element method (FEM) and Newton-Raphson iteration, in which it is recommended to adopt time elements of degree $m=1,2,3$. Based on the mathematical and numerical analysis, it is found that the method can gain a convergence order of $2 m$ for both displacement and velocity results when an ordinary Gauss integral is implemented. Meanwhile, with reduced Gauss integration, the method achieves unconditional stability. Furthermore, a feasible integration scheme with controllable numerical damping has been established by modifying the test function and introducing a special integral rule. Representative numerical examples show that the proposed method performs well in stability with controllable numerical dissipation, and its computational efficiency is superior as well.
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## 1. Introduction

The step-by-step time integration method is the most commonly used numerical method for transient analysis of nonlinear dynamics, and can in general be classified into an explicit and implicit scheme. For the explicit integration algorithm, it is not required to solve coupled equations in each time step, and this method is more suitable for determining solutions of wave propagation problems. While for the implicit algorithm, although the requirement for solutions of coupled equations in each time step makes it expensive, it still has been widely used in solid mechanics and structural engineering because of the superior numerical stability. In fact, it may often occur that an implicit algorithm of unconditional stability in linear problems fails to give a stable response for some nonlinear problems. For example, significant instability may appear in the trapezoidal rule [1] when it is used for the evaluation of large deformation problems and long time range responses [2-5].

For linear dynamics, the stability of an integration algorithm can be estimated by spectral analysis, whereas in nonlinear dynamics spectral analysis is only one of the requirements to remain stable, and the conservation or decay of total energy within a time step interval should be the very sufficient condition for effective solutions [3]. From this point of view, the time integration method can be classified into three categories: One of numerical dissipation, one of enforced conservation of energy and one of algorithmic conservation of energy. Firstly, the algorithm belonging to the numerical dissipation category uses numerical dissipation to achieve energy conservation or decay. For example, numerical damping of high-order-frequency can be introduced into the Newmark method with $\gamma>1 / 2$, however, in this case, the method only possesses an accuracy of the first order. For another example, in the HHT- $\alpha$ [6] method and generalized- $\alpha$ [7] method, the numerical accuracy has been improved to the second order and controllable numerical damping has been introduced as well. For such methods, the suitable selection of parameters turns out to be the key to achieving effective energy decay. Secondly,
the algorithm of enforced conservation of energy was first proposed by Huges et al. [8]. It is formed by introducing Lagrange multipliers into the trapezoidal integral method, and then achieves the target to satisfy energy conservation. However, the Newton-Raphson iteration may sometimes fail in the end [9]. The third kind of algorithm with algorithmic conservation of energy [10] was first proposed by Simo and Tarnow [11]. Its basic idea comes from the adjustment of the mid-point rule, which can realize energy conservation by expressing the stress tensor of the midpoint of the time interval in terms of the average of the stress tensors at the initial time and the end time of that time interval [12-15].

Besides of the finite difference method, this is one of the main numerical methods for initial value problems (IVPs). In recent years, many alternative finite element methods (FEMs) for IVPs have been developed [16], which are as well-known as time FEM. According to the different ways of construction, the time FEM can be roughly classified into three kinds: (1) Constructed by Gurtin variational principle, which transforms the initial-boundary value problem into the equivalent boundary value problem (BVP) by means of Laplace positive and inverse transformation [17,18]; (2) Constructed by Hamilton's variational principle or Hamilton's law of variation [19-21], in which Bailey [22,23], Simikins [24], and Borri [25] have made important achievements successively and; (3) Constructed by the weighted residual method, and is what we use in the present paper.

For time FEMs established by the weighted residual method, the trial functions commonly used involve Lagrange interpolation polynomials [26], linear/quadratic polynomials [27,28], Taylor expansion [29,30], or Taylor formulae [31,32]. Zienkiewicz has developed a framework for constructing a direct integration method based on weighted residuals of the governing equations [33]. Xianghua Xing [34] has proposed a direct integration method based on Galerkin weak form for linear dynamics, named the GW method. Hoff and Pahl have formed a one-step time FEM by setting acceleration, velocity, and displacement to be linear, quadratic, and cubic Taylor polynomials, respectively, which has been applied to both linear [29] and nonlinear [35] structural dynamic problems. Betsch P has proposed a time FEM with inherent energy conservation based on Hamilton's canonical equations combined with the continuous Galerkin (cG) method [36], which has been successfully applied to nonlinear elastodynamics [37].

Different from the traditional Galerkin FEMs with continuous state variables in the time domain, Reed and Hill [38] and Lasaint and Raviart [39], have proposed the discontinuous Galerkin (dG) FEM for time-dependent problems by using discontinuous trial and test functions. The transition variables between two elements are discontinuous, based on which a step-by-step integration method with energy decay [40] was established.

Up to now, the development of a reliable and effective numerical algorithm for nonlinear dynamic equations is still a core research subject in structural dynamics [5,10]. In the present paper, a time integration method based on Galerkin method for solving linear/nonlinear IVPs is proposed and presented. A set of implicit time integration schemes have been derived with time elements of degree $m=1,2,3$ being used. By means of the Newton-Raphson method, the computational iterative procedure is formed, and then the accuracy and numerical stability of the algorithm are studied and analyzed, after which an integration scheme with controllable numerical damping is constructed for linear elements. Typical numerical examples, including the simple pendulum, a long span planar skeletal structure, and a cantilever beam, are solved to test the characteristics of the proposed method against some other representative time integration schemes including the trapezoidal rule, Newmark method $(\gamma=1 / 2, \beta=1 / 6)$ [1], Wilson $\theta$-method $(\theta=1.4)$ [41], and Bathe method $(\gamma=1 / 2)$ [5]. The results demonstrate the merits of the proposed method in terms of both stability and efficiency. In the following sections of the paper, these contents will be presented one by one.

## 2. Basic Principle

### 2.1. Governing Equations and Iterative Schemes

For nonlinear dynamic problems in solid mechanics and structural engineering, discretization in the space dimension generally results in the following governing equations in the time domain, which are named dynamic equations hereinafter:

$$
\left\{\begin{array}{l}
\mathbf{M} \ddot{\mathbf{u}}+\mathbf{f}_{\mathbf{d}}(\dot{\mathbf{u}})+\mathbf{f}_{\mathbf{s}}(\mathbf{u})=\mathbf{f}_{\mathrm{ext}}, 0<t \leq t_{f}  \tag{1}\\
\mathbf{u}(0)=\mathbf{u}_{0}, \dot{\mathbf{u}}(0)=\dot{\mathbf{u}}_{0}
\end{array}\right.
$$

where $\mathbf{u} \equiv \mathbf{u}(t)$ is the unknown vector of vibration displacements/rotations, $\mathbf{M}$ is the mass matrix, $\mathbf{f}_{\mathbf{d}}$ is the vector of damping forces depending on velocity $\dot{\mathbf{u}} \equiv \mathrm{d} \mathbf{u}(t) / \mathrm{d} t, \mathbf{f}_{\mathbf{s}}$ is the vector of resilience depending on displacement, and $\mathbf{f}_{\text {ext }}$ represents the vector of externally applied forces. The solution domain is supposed to be $\left(0, t_{f}\right]$, with $\mathbf{u}_{0}$ and $\dot{\mathbf{u}}_{0}$ being the given initial condition vectors.

When $f_{d}$ or $f_{s}$ is the nonlinear function of $\dot{\mathbf{u}}$ or $\mathbf{u}$, Equation (1) is a typical IVP of nonlinear ordinary differential equations (ODEs). A common strategy for solving such ODEs is to transform them into linear equations and then perform iteration. Thus the Newton-Raphson method is first applied to Equation (1) which results in the following linearized ODEs:

$$
\left\{\begin{array}{l}
\mathbf{M} \ddot{u}^{(k+1)}+\overline{\mathbf{C}}^{(k)} \dot{\mathbf{u}}^{(k+1)}+\overline{\mathbf{K}}^{(k)} \mathbf{u}^{(k+1)}=\mathbf{f}_{\mathrm{ext}}-\mathbf{f}_{\mathrm{int}}^{(k)}, t_{n} \leq t \leq t_{n+1}  \tag{2}\\
\mathbf{u}^{(k+1)}\left(t_{n}\right)=\mathbf{u}_{n}, \quad \dot{\mathbf{u}}^{(k+1)}\left(t_{n}\right)=\dot{\mathbf{u}}_{n}
\end{array}\right.
$$

where

$$
\begin{gather*}
\overline{\mathbf{C}}^{(k)}=\left.\left(\frac{\partial \mathbf{f}_{\mathbf{d}}}{\partial \dot{\mathbf{u}}}\right)\right|_{\dot{\mathbf{u}}^{(k)}} \overline{\mathbf{K}}^{(k)}=\left.\left(\frac{\partial \mathbf{f}_{\mathbf{s}}}{\partial \mathbf{u}}\right)\right|_{\mathbf{u}^{(k)}}  \tag{3}\\
\mathbf{f}_{\mathrm{int}}{ }^{(k)}=\left(\left.\mathbf{f}_{\mathbf{d}}{ }^{(k)}\right|_{\dot{\mathbf{u}}^{(k)}}-\overline{\mathbf{C}}^{(k)} \dot{\mathbf{u}}^{(k)}\right)+\left(\left.\mathbf{f}_{\mathbf{s}}^{(k)}\right|_{\mathbf{u}^{(k)}}-\overline{\mathbf{K}}^{(k)} \mathbf{u}^{(k)}\right) \tag{4}
\end{gather*}
$$

Here $\mathbf{u}^{(k)}, \dot{\mathbf{u}}^{(k)}$, and $\ddot{\mathbf{u}}^{(k)}$ are quantities obtained in the $k$-th iteration step $(k=0,1,2, \ldots)$, the tangential damping matrix $\overline{\mathbf{C}}^{-(k)}$, tangential stiffness matrix $\overline{\mathbf{K}}^{(k)}$ and internal force vector $\mathbf{f}_{\text {int }}^{(k)}$ are functions of time. For convenience, we omit the superscript ' $k$ ' in Equation (2) temporarily and denote $\mathbf{f}=\mathbf{f}_{\text {ext }}-\mathbf{f}_{\text {int }}$. Then, Equation (2) can be written into the following simplified form, which is the main solution target of the next subsection:

$$
\left\{\begin{array}{l}
\mathbf{M} \ddot{\mathbf{u}}+\overline{\mathbf{C}} \dot{\mathbf{u}}+\overline{\mathbf{K}} \mathbf{u}=\mathbf{f}, \quad t_{n} \leq t \leq t_{n+1}  \tag{5}\\
\mathbf{u}\left(t_{n}\right)=\mathbf{u}_{n}, \quad \dot{\mathbf{u}}\left(t_{n}\right)=\dot{\mathbf{u}}_{n}
\end{array}\right.
$$

### 2.2. Galerkin Finite Element Method

To solve the linear IVP of ODEs in Equation (5), a time-domain FEM based on the Galerkin weak form $[25,34,42]$ was used in the present paper. Let $\mathbf{v} \in H_{v}^{1}$ and $\mathbf{u}^{h} \in H_{E}^{1}$ denote the test function and the trial function, respectively. The weighted residual weak form of Equation (5) might be established in time interval $\left[t_{n}, t_{n+1}\right]$ as follows:

$$
\begin{equation*}
\int_{t_{n}}^{t_{n+1}} \mathbf{v}^{T}\left(\mathbf{M} \ddot{\mathbf{u}}^{h}+\overline{\mathbf{C}} \dot{\mathbf{u}}^{h}+\overline{\mathbf{K}} \mathbf{u}^{h}\right) \mathrm{d} t=\int_{t_{n}}^{t_{n+1}} \mathbf{v}^{T} \mathbf{f} \mathrm{~d} t \tag{6}
\end{equation*}
$$

where $H_{E}^{1}$ and $H_{v}^{1}$ represent the trial function space and the test function space, respectively.
Taking $\left[t_{n}, t_{n+1}\right]$ as a typical time element of the FEM with $\Delta t=t_{n+1}-t_{n}$, as shown in Figure 1, the $m$-degree polynomials are adopted as the trial function and test function defined on this typical element, i.e.,:

$$
\begin{align*}
& \mathbf{u}^{h}=\mathbf{N d}=  \tag{7a}\\
& \sum_{i=1}^{m+1} N_{i}(t) \mathbf{d}_{i}  \tag{7b}\\
& \mathbf{v}^{h}=\mathbf{N} \mathbf{d}_{v}=\sum_{i=1}^{m+1} N_{i}(t) \mathbf{v}_{i}
\end{align*}
$$

where the shape functions $N_{i}(t)(i=1,2, \ldots, m+1)$ are Lagrange polynomials, the shape function matrix $\mathbf{N}=\left[N_{1} \mathbf{I}, N_{2} \mathbf{I}, \cdots, N_{m+1} \mathbf{I}\right]$, and $\mathbf{I}$ is the unit matrix, $\mathbf{d}=\left\{\mathbf{d}_{1}^{T} \mathbf{d}_{2}^{T} \cdots \mathbf{d}_{m+1}^{T}\right\}^{T}$, and $\mathbf{d}_{i}$ with $\mathbf{d}_{1}=\mathbf{u}_{n}$, $\mathbf{d}_{m+1}=\mathbf{u}_{n+1}$ is the nodal displacement vector at time $\bar{t}_{i}$, and $\mathbf{d}_{v}=\left\{\mathbf{v}_{1}^{T} \mathbf{v}_{2}^{T} \cdots \mathbf{v}_{m+1}^{T}\right\}^{T}$ is the vector of nodal test displacements.


Figure 1. A time element of degree $m$.
Substituting Equation (7b) into Equation (6), because of the arbitrariness of test displacement vector $\mathbf{d}_{v}$, the following equation can be derived:

$$
\begin{equation*}
\int_{t_{n}}^{t_{n+1}} \mathbf{N}^{T} \mathbf{M} \ddot{\mathbf{u}}^{h} \mathrm{~d} t+\int_{t_{n}}^{t_{n+1}} \mathbf{N}^{T} \overline{\mathbf{C}} \dot{\mathbf{u}}^{h} \mathrm{~d} t+\int_{t_{n}}^{t_{n+1}} \mathbf{N}^{T} \bar{K}_{\mathbf{u}} \mathbf{u}^{h} \mathrm{~d} t=\int_{t_{n}}^{t_{n+1}} \mathbf{N}^{T} \mathbf{f} \mathrm{~d} t \tag{8}
\end{equation*}
$$

After implementing integration by parts for the first term of Equation (8), which is:

$$
\begin{equation*}
\int_{t_{n}}^{t_{n+1}} \mathbf{N}^{T} \mathbf{M} \ddot{\mathbf{u}}^{h} \mathrm{~d} t=\left.\left(\mathbf{N}^{T} \mathbf{M} \dot{\mathbf{u}}^{h}\right)\right|_{t_{n}} ^{t_{n+1}}-\int_{t_{n}}^{t_{n+1}} \dot{\mathbf{N}}^{T} \mathbf{M} \dot{\mathbf{u}}^{h} \mathrm{~d} t=\mathbf{N}\left(t_{n+1}\right)^{T} \mathbf{M} \dot{\mathbf{u}}_{n+1}-\mathbf{N}\left(t_{n}\right)^{T} \mathbf{M} \dot{\mathbf{u}}_{n}-\int_{t_{n}}^{t_{n+1}} \dot{\mathbf{N}}^{T} \mathbf{M} \dot{\mathbf{u}}^{h} \mathrm{~d} t \tag{9}
\end{equation*}
$$

where $\dot{\mathbf{u}}_{n+1}$ and $\dot{\mathbf{u}}_{n}$ represent the velocity at $t_{n+1}$ and $t_{n}$, respectively. Substituting Equation (7a) into Equation (8), and then taking a time coordinate mapping from $t \in\left[t_{n}, t_{n+1}\right]$ to $\zeta \in[-1,1]$, the following algebraic equations are yielded:

$$
\begin{equation*}
\left(\frac{-4}{\Delta t^{2}}{ }^{m} \mathbf{K}+\frac{2}{\Delta t}{ }^{c} \mathbf{K}+{ }^{k} \mathbf{K}\right) \mathbf{d}+\frac{2 \mathbf{M}}{\Delta t}\left(\mathbf{N}(1)^{T} \dot{\mathbf{u}}_{n+1}-\mathbf{N}(-1)^{T} \dot{\mathbf{u}}_{n}\right)=\mathbf{P} \tag{10}
\end{equation*}
$$

with

$$
\begin{align*}
{ }^{m} \mathbf{K} & =\int_{-1}^{1} \dot{\mathbf{N}}^{T} \mathbf{M} \dot{\mathbf{N}} \mathrm{~d} t,{ }^{c} \mathbf{K}=\int_{-1}^{1} \mathbf{N}^{T} \overline{\mathbf{C}}(\zeta) \dot{\mathbf{N}} \mathrm{d} t  \tag{11}\\
{ }^{k} \mathbf{K} & =\int_{-1}^{1} \mathbf{N}^{T} \overline{\mathbf{K}}(\zeta) \mathbf{N} \mathrm{d} t, \mathbf{P}=\int_{-1}^{1} \mathbf{N}^{T} \mathbf{f} \mathrm{~d} t \tag{12}
\end{align*}
$$

denoting

$$
\begin{equation*}
\mathbf{K}=\frac{-4}{\Delta t^{2}}{ }^{m} \mathbf{K}+\frac{2}{\Delta t}^{c}{ }^{\mathbf{K}}+{ }^{k} \mathbf{K} . \tag{13}
\end{equation*}
$$

Equation (10) is equivalent to the equation:

$$
\begin{equation*}
\mathbf{K d}+\frac{2 \mathbf{M}}{\Delta t}\left(\mathbf{N}(1)^{T} \dot{\mathbf{u}}_{n+1}-\mathbf{N}(-1)^{T} \dot{\mathbf{u}}_{n}\right)=\mathbf{P} \tag{14}
\end{equation*}
$$

which could further be written into the following tensor notation form:

$$
\begin{equation*}
\mathbf{K}_{i j} \mathbf{d}_{j}+\delta_{i m+1} \frac{2 \mathbf{M}}{\Delta t} \dot{\mathbf{u}}_{n+1}=\mathbf{P}_{i}+\delta_{i 1} \frac{2 \mathbf{M}}{\Delta t} \dot{\mathbf{u}}_{n}(i, j=1,2, \ldots, m+1) \tag{15}
\end{equation*}
$$

with $\delta_{i m+1}$ and $\delta_{i 1}$ being the Kronecker delta function and:

$$
\begin{gather*}
\mathbf{K}_{i j}=\int_{-1}^{1}\left(-\frac{4}{\Delta t^{2}} \dot{N}_{i} \mathbf{M} \dot{N}_{j}+\frac{2}{\Delta t} N_{i} \overline{\overline{\mathrm{~N}}} \dot{N}_{j}+N_{i} \overline{\mathbf{K}} N_{j}\right) \mathrm{d} \zeta  \tag{16}\\
\mathbf{P}_{i}=\int_{-1}^{1} N_{i} \mathbf{f d} \zeta . \tag{17}
\end{gather*}
$$

As a result, Equation (15) is the step-by-step solution formula derived from the Galerkin FEM to solve the time-dependent problem in Equation (5).

### 2.3. Numerical Integration

In Equation (14), there exists a number of integral terms. Since the integral accuracy of these terms might affect the numerical stability of the whole algorithm, the scheme of Gauss numerical integration is briefly described and discussed in this subsection.

With $\omega_{l}$ and $\zeta_{l}$ denoting the Gaussian integral coefficients and locations of $n_{l}$ Gaussian points in $[-1,1]$, Equations (16) and (17) might be expressed as:

$$
\begin{gather*}
\mathbf{K}_{i j}=-\frac{4}{\Delta t^{2}} \sum_{l=1}^{n_{l}} \bar{\omega}_{l} \dot{N}_{i}\left(\bar{\zeta}_{l}\right) \mathbf{M} \dot{N}_{j}\left(\bar{\zeta}_{l}\right)+\frac{2}{\Delta t} \sum_{l=1}^{n_{l}} \bar{\omega}_{l} N_{i}\left(\bar{\zeta}_{l}\right) \overline{\mathbf{C}}\left(\dot{\mathbf{u}}_{l}\right) \dot{N}_{j}\left(\bar{\zeta}_{l}\right) \\
+\sum_{l=1}^{n_{l}} \bar{\omega}_{l} N_{i}\left(\bar{\zeta}_{l}\right) \overline{\mathbf{K}}\left(\mathbf{u}_{l}\right) N_{j}\left(\bar{\zeta}_{l}\right)  \tag{18}\\
\mathbf{P}_{i}=\sum_{l=1}^{n_{l}} \bar{\omega}_{l} N_{i}\left(\bar{\zeta}_{l}\right) \mathbf{f}\left(\dot{\mathbf{u}}_{l}, \mathbf{u}_{l}\right) \tag{19}
\end{gather*}
$$

where

$$
\begin{align*}
& \mathbf{u}_{l}=\mathbf{N}\left(\bar{\zeta}_{l}\right) \mathbf{d}=\sum_{i=1}^{m+1} N_{i}\left(\bar{\zeta}_{l}\right) \mathbf{d}_{i}  \tag{20}\\
& \dot{\mathbf{u}}_{l}=\dot{\mathbf{N}}\left(\bar{\zeta}_{l}\right) \mathbf{d}=\sum_{i=1}^{m+1} \dot{N}_{i}\left(\bar{\zeta}_{l}\right) \mathbf{d}_{i} \tag{21}
\end{align*}
$$

### 2.4. Iterative Algorithm

Equation (15) is a general step-by-step solution formula for the linear IVP of Equation (5) with time finite elements of degree $m$, where $m$ can be any positive integer, in theory. However, in practice, examples have shown that the formulae with $m=1,2,3$, i.e., linear, quadratic, and cubic time elements, are more pragmatic and sufficiently effective, with no need that $m$ to be much higher. Therefore, the detailed computation schemes of Equation (15) for $m=1,2,3$ are given in this subsection, and then the entire iterative algorithm of the Galerkin time FEM is established for the solution of the nonlinear IVP in Equation (1).

For the linear Lagrange time element, there are only two nodes in the single element in Figure 1, i.e., $\bar{t}_{1}=t_{n}$ and $\bar{t}_{2}=t_{n+1}$. In this case, Equation (14), the step-by-step solution formula of the linear IVP, can be expressed as:

$$
\left[\begin{array}{l}
\mathbf{K}_{11} \mathbf{K}_{12}  \tag{22}\\
\mathbf{K}_{21} \mathbf{K}_{22}
\end{array}\right]\left\{\begin{array}{l}
\mathbf{u}_{n} \\
\mathbf{u}_{n+1}
\end{array}\right\}+\frac{2 \mathbf{M}}{\Delta t}\left(\left\{\begin{array}{l}
0 \\
\dot{\mathbf{u}}_{n+1}
\end{array}\right\}-\left\{\begin{array}{l}
\dot{\mathbf{u}}_{n} \\
0
\end{array}\right\}\right)=\left\{\begin{array}{l}
\mathbf{P}_{1} \\
\mathbf{P}_{2}
\end{array}\right\}
$$

where $\mathbf{u}_{n}$ and $\dot{\mathbf{u}}_{n}$ are the initial displacement and velocity at time $t_{n}$, respectively. Furthermore, the final solution formula with the omitted iteration symbol " $k$ " being added can be expressed as:

$$
\left[\begin{array}{l}
\mathbf{K}_{12}^{(k)} 0  \tag{23}\\
\mathbf{K}_{22}^{(k)} \frac{2 \mathbf{M}}{\Delta t}
\end{array}\right]\left\{\begin{array}{l}
\mathbf{u}_{n+1}^{(k+1)} \\
\dot{\mathbf{u}}_{n+1}^{(k+1)}
\end{array}\right\}=\left\{\begin{array}{l}
\mathbf{P}_{1}^{(k)}-\mathbf{K}_{11}^{(k)} \mathbf{u}_{n}+2 \mathbf{M} \dot{\mathbf{u}}_{n} / \Delta t \\
\mathbf{P}_{2}^{(k)}-\mathbf{K}_{21}^{(k)} \mathbf{u}_{n}
\end{array}\right\} .
$$

Similarly, for the quadratic and cubic Lagrange time elements, the solution formula from Equation (14) can be respectively transformed into:

$$
\left[\begin{array}{l}
\mathbf{K}_{12}^{(k)} \mathbf{K}_{13}^{(k)} 0  \tag{24}\\
\mathbf{K}_{22}^{(k)} \mathbf{K}_{23}^{(k)} 0 \\
\mathbf{K}_{32}^{(k)} \mathbf{K}_{33}^{(k)} 2 \mathbf{M} / \Delta t
\end{array}\right]\left\{\begin{array}{l}
\mathbf{d}_{2}^{(k+1)} \\
\mathbf{u}_{n+1}^{(k+1)} \\
\dot{\mathbf{u}}_{n+1}^{(k+1)}
\end{array}\right\}=\left\{\begin{array}{l}
\mathbf{P}_{1}^{(k)}-\mathbf{K}_{11}^{(k)} \mathbf{u}_{n}+2 \mathbf{M} \dot{\mathbf{u}}_{n} / \Delta t \\
\mathbf{P}_{2}^{(k)}-\mathbf{K}_{21}^{(k)} \mathbf{u}_{n} \\
\mathbf{P}_{3}^{(k)}-\mathbf{K}_{31}^{(k)} \mathbf{u}_{n}
\end{array}\right\}
$$

and

$$
\left[\begin{array}{l}
\mathbf{K}_{12}^{(k)} \mathbf{K}_{13}^{(k)} \mathbf{K}_{14}^{(k)} 0  \tag{25}\\
\mathbf{K}_{22}^{(k)} \mathbf{K}_{23}^{(k)} \mathbf{K}_{24}^{(k)} 0 \\
\mathbf{K}_{32}^{(k)} \mathbf{K}_{33}^{(k)} \mathbf{K}_{34}^{(k)} 0 \\
\mathbf{K}_{42}^{(k)} \mathbf{K}_{43}^{(k)} \mathbf{K}_{44}^{(k)} 2 \mathbf{M} / \Delta t
\end{array}\right]\left\{\begin{array}{l}
\mathbf{d}_{2}^{(k+1)} \\
\mathbf{d}_{3}^{(k+1)} \\
\mathbf{u}_{n+1}^{(k+1)} \\
\dot{\mathbf{u}}_{n+1}^{(k+1)}
\end{array}\right\}=\left\{\begin{array}{l}
\mathbf{P}_{1}^{(k)}-\mathbf{K}_{11}^{(k)} \mathbf{u}_{n}+2 \mathbf{M} \dot{\mathbf{u}}_{n} / \Delta t \\
\mathbf{P}_{2}^{(k)}-\mathbf{K}_{21}^{(k)} \mathbf{u}_{n} \\
\mathbf{P}_{3}^{(k)}-\mathbf{K}_{31}^{(k)} \mathbf{u}_{n} \\
\mathbf{P}_{4}^{(k)}-\mathbf{K}_{41}^{(k)} \mathbf{u}_{n}
\end{array}\right\}
$$

It is obvious that the coupled equations above need to be solved in each time step, i.e., the proposed algorithm is an implicit step-by-step time integration method. The iterative algorithm of this time integration method can be summarized into the following steps, as shown in Algorithm 1.

## Algorithm 1 The proposed step-by-step time integration algorithm based on the Galerkin finite element method (FEM)

1. Determine the initial conditions $\mathbf{u}_{0}, \dot{\mathbf{u}}_{0}$ and $\ddot{\mathbf{u}}_{0}$.
2. Select the final time $t_{f}$, the length of time step $\Delta t$, and the iterative error tolerance $T o l_{\text {iter }}$
3. Decide the degree of time elements, i.e., $m$
4. Solve the dynamic equation at each time point $t_{n}+\Delta t$.
4.1 For the $k$-th iterative step, input the initial data: $\mathbf{d}_{i}^{(k)}=\mathbf{u}_{n}^{(k)}(i=1, . ., m+1)$ and form $\mathbf{u}_{l}^{(k)}, \dot{\mathbf{u}}_{l}^{(k)}$
4.2 Form the component matrix:

$$
\begin{gathered}
\mathbf{K}_{i j}^{(k)}=-\frac{4}{\Delta t^{2}} \sum_{l=1}^{\bar{n}} \bar{\omega}_{l} \dot{N}_{i}\left(\bar{\zeta}_{l}\right) \mathbf{M} \dot{N}_{j}\left(\bar{\zeta}_{l}\right)+\frac{2}{\Delta t} \sum_{l=1}^{\hat{n}} \bar{\omega}_{l} N_{i}\left(\bar{\zeta}_{l}\right) \overline{\mathbf{C}}\left(\dot{\mathbf{u}}_{l}^{(k)}\right) \dot{N}_{j}\left(\bar{\zeta}_{l}\right) \quad(i, j=1,2, \ldots, m+1) \\
+\sum_{l=1}^{\hat{n}} \bar{\omega}_{l} N_{i}\left(\bar{\zeta}_{l}\right) \overline{\mathbf{K}}\left(\mathbf{u}_{l}^{(k)}\right) N_{j}\left(\bar{\zeta}_{l}\right)
\end{gathered}
$$

4.3 Form the component vector:

$$
\mathbf{P}_{i}^{(k)}=\sum_{l=1}^{\hat{n}} \bar{\omega}_{l} N_{i}\left(\bar{\zeta}_{l}\right) \mathbf{f}\left(\dot{\mathbf{u}}_{l}^{(k)}, \mathbf{u}_{l}^{(k)}\right)(i=1,2, \ldots, m+1)
$$

4.4 Solve the following equation:

$$
\mathbf{K}_{i j}^{(k)} \mathbf{d}_{j}^{(k+1)}+\delta_{i m+1} \mathbf{M} \dot{\mathbf{u}}_{n+1}^{(k+1)}=\mathbf{P}_{i}^{(k)}+\delta_{i 1} \mathbf{M} \dot{\mathbf{u}}_{n}^{(k)}(i=1,2, \ldots, m+1)
$$

4.5 If $\left|\mathbf{u}_{n+1}^{(k+1)}-\mathbf{u}_{n+1}^{(k)}\right| \geq T o l_{\text {iter }}$, update $\mathbf{u}_{l}^{(k+1)}, \dot{\mathbf{u}}_{l}^{(k+1)}$ with Equations (20) and (21), let $k=k+1$, and then return to step 4.2; otherwise go to the next step.
5. Update the acceleration term: $\ddot{\mathbf{u}}_{n+1}=\mathbf{M}^{-1}\left(\mathbf{f}_{\text {ext }}\left(t_{n+1}\right)-\mathbf{f}_{\mathrm{d}}\left(\dot{\mathbf{u}}_{n+1}\right)-\mathbf{f}_{\mathrm{s}}\left(\mathbf{u}_{n+1}\right)\right)$
6. If $t_{n}+\Delta t<t_{f}$, let $t_{n}=t_{n}+\Delta t$ and return to step 4 ; otherwise go to the next step.
7. End

## 3. Analysis of Numerical Stability and Accuracy

Numerical stability and accuracy are the two essential indicators to evaluate the properties of a numerical integration method. In this section, these two features of the present algorithm are analyzed and discussed, especially focusing on the schemes with a reduced Gaussian integral.

### 3.1. Stability

To analyze the stability of the proposed algorithm, the following single-degree-of-freedom system is considered:

$$
\begin{equation*}
\ddot{u}+\omega^{2} u=0 \tag{26}
\end{equation*}
$$

where $\omega$ is the circular frequency of free vibration. When the proposed algorithm is applied to solve this linear dynamic equation, Equations (16) and (17) can be expressed as:

$$
\begin{equation*}
K_{i j}=-\frac{4}{\Delta t^{2}} \int_{-1}^{1} \dot{N}_{i} \dot{N}_{j} \mathrm{~d} \zeta+\omega^{2} \int_{-1}^{1} N_{i} N_{j} \mathrm{~d} \zeta, P_{i}=0 \tag{27}
\end{equation*}
$$

Taking the linear element as an example, all the integral terms in Equation (27) could be integrated exactly by more than two Gaussian points. If we only use one Gauss integral point, i.e., the reduced Gauss integration, the recursive difference equation at any two successive time points would be derived as follows:

$$
\left\{\begin{array}{c}
u_{n+1}  \tag{28}\\
v_{n+1}
\end{array}\right\}=\frac{1}{\Omega^{2}+4}\left[\begin{array}{cc}
-\Omega^{2}+4 & 4 \Delta t \\
-\frac{4 \Omega^{2}}{\Delta t} & -\Omega^{2}+4
\end{array}\right]\left\{\begin{array}{c}
u_{n} \\
v_{n}
\end{array}\right\}=\mathbf{A}\left\{\begin{array}{c}
u_{n} \\
v_{n}
\end{array}\right\}
$$

In this case, the present algorithm automatically degrades into the so-called 'GW (Galerkin Weak form) method' which has been already proposed [34] for linear elastodynamic problems, and turns out to be an unconditionally stable time integration method with the spectral radii $\rho(\mathbf{A})=1$, similar to quadratic and cubic elements. Borri [25] discovered that, when reduced Gauss integration was used in calculation of the stiffness matrix, the GW method for linear elastodynamic equations is unconditionally stable, otherwise, it is conditionally stable. This conclusion might be understood as the loss of accuracy earns the improvement of stability.

### 3.2. Accuracy

Also taking the single-degree-of-freedom system in Equation (26) in consideration, the corresponding initial conditions of the problem are set to be:

$$
\begin{equation*}
{ }^{0} u=1,{ }^{0} \dot{u}=0,{ }^{0} \ddot{u}=-\omega^{2} . \tag{29}
\end{equation*}
$$

The exact solution of IVP Equations (26) and (29) is $u=\cos \omega t$. Comparing the numerical solution obtained from the proposed method with this exact solution, the errors can be measured in terms of period elongation (PE) and amplitude decay (AD). The percentage period elongation with respect to the ratio $\Delta t / T$ is plotted in Figure 2a for the proposed method, the trapezoidal rule, and Bathe method, where $T$ denotes the period of free vibration in Equation (28). To more clearly show the results with quadratic and cubic elements, the two curves in Figure 2a are redrawn in Figure 2b,c, correspondingly. It is worth mentioning that since the proposed algorithm has no numerical dissipation $(\rho(\mathbf{A})=1)$, there is no amplitude decay when $\Delta t / T$ varies.


Figure 2. Percentage period elongation due to the proposed algorithm with $m=1,2,3$ : (a) Percentage period elongation with $m=1-3$ comparing with that of trapezoidal rule and Bathe method. (b) Percentage period elongation with $m=2$. (c) Percentage period elongation with $m=3$.

## 4. A Feasible Scheme with Numerical Dissipation

To be sufficiently effective in solutions of structural dynamics, the time integration scheme should possess controllable numerical dissipation, such that the false vibration components of higher orders could be removed and the accuracy of results could be guaranteed. However, as discussed in Section 3, the integral scheme of Equation (15) does not have such numerical dissipation. In order to get over this difficulty, a feasible time integration scheme with numerical dissipation is proposed using the Galerkin weak form method. The detailed construction procedure is as follows.

Considering the Galerkin weak form shown in Equation (6) with linear time elements, let the trial function remain as the common interpolation of linear polynomials while the test function is as follows:

$$
\begin{equation*}
\tilde{\mathbf{v}}^{h}=\mathbf{N}_{\alpha} \mathbf{d}_{v}=\sum_{i=1}^{2} N_{\alpha i}(\zeta) \mathbf{v}_{i} \tag{30}
\end{equation*}
$$

where $N_{\alpha i}(i=1,2)$ is the following constructed linear polynomial with a parameter ' $\alpha$ ' being introduced, i.e.,:

$$
\begin{equation*}
N_{\alpha 1}=-\frac{(\zeta-1-\alpha)}{2}, N_{\alpha 2}=\frac{(\zeta+1-\alpha)}{2} . \tag{31}
\end{equation*}
$$

That is to say, the test function in Equation (32) doesn't satisfy the $C_{0}$ continuity between elements any more. Substituting such a trial function $\mathbf{u}^{h}$ and test function $\tilde{\mathbf{v}}^{h}$ into Equation (6), in consideration of the arbitrariness of $\mathbf{d}_{v}$, the following solution formula for Equation (5) may be obtained:

$$
\begin{equation*}
\mathbf{K}_{\alpha} \mathbf{d}+\frac{2 \mathbf{M}}{\Delta t}\left(\mathbf{N}(1)^{T} \dot{\mathbf{u}}_{n+1}-\mathbf{N}(-1)^{T} \dot{\mathbf{u}}_{n}\right)=\mathbf{P}_{\alpha} \tag{32}
\end{equation*}
$$

In Equation (32), there are many integration terms in both $\mathbf{K}_{\alpha}$ and $\mathbf{P}_{\alpha}$ which are also with respect to the parameter $\alpha$. Again, for the target to introduce numerical damping, the following integral formulae are used instead of the common Gauss integral in calculations of all the integral terms, i.e.,:

$$
\begin{equation*}
\int_{-1}^{1} f(\zeta) \mathrm{d} \zeta=2 f\left(\frac{\alpha}{2}\right) \tag{33}
\end{equation*}
$$

Finally the following Newton-Raphson iterative scheme is yielded:

$$
\begin{gather*}
\left(\frac{2}{\Delta t^{2}} \mathbf{M}+\frac{1}{\Delta t}\left(1+\frac{\alpha}{2}\right) \overline{\mathbf{C}}_{\alpha / 2}^{(k)}+\frac{1}{2}\left(1+\frac{\alpha}{2}\right)^{2} \overline{\mathbf{K}}_{\alpha / 2}^{(k)}\right) \mathbf{u}_{n+1}^{(k+1)}=\left(1+\frac{\alpha}{2}\right) \mathbf{f}_{\alpha / 2}^{(k)}  \tag{34}\\
\quad+\left(\frac{2}{\Delta t^{2}} \mathbf{M}+\frac{1}{\Delta t}\left(1+\frac{\alpha}{2}\right) \overline{\mathbf{C}}_{\alpha / 2}^{(k)}-\frac{1}{2}\left(1-\frac{\alpha^{2}}{4}\right) \overline{\mathbf{K}}_{\alpha / 2}^{-(k)}\right) \mathbf{u}_{n}+\frac{2 \mathbf{M}}{\Delta t} \dot{\mathbf{u}}_{n} \\
\left(-\frac{2}{\Delta t^{2}} \mathbf{M}+\frac{1}{\Delta t}\left(1-\frac{\alpha}{2}\right) \overline{\mathbf{C}}_{\alpha / 2}^{-(k)}+\frac{1}{2}\left(1-\frac{\alpha^{2}}{4}\right) \overline{\mathbf{K}}_{\alpha / 2}^{-(k)}\right) \mathbf{u}_{n+1}^{(k+1)}+\frac{2 \mathbf{M}}{\Delta t} \dot{\mathbf{u}}_{n+1}^{(k+1)}=  \tag{35}\\
\left(1-\frac{\alpha}{2}\right) \mathbf{f}_{\alpha / 2}^{(k)}+\left(-\frac{2}{\Delta t^{2}} \mathbf{M}+\frac{1}{\Delta t}\left(1-\frac{\alpha}{2}\right) \overline{\mathbf{C}}_{\alpha / 2}^{(k)}-\frac{1}{2}\left(1-\frac{\alpha}{2}\right)^{2} \overline{\mathbf{K}}_{\alpha / 2}^{-(k)}\right) \mathbf{u}_{n}
\end{gather*}
$$

where

$$
\begin{gather*}
\overline{\mathbf{C}}_{\alpha / 2}^{(k)}=\overline{\mathbf{C}}\left(\dot{\mathbf{u}}_{\alpha / 2}^{(k)}\right), \overline{\mathbf{K}}_{\alpha / 2}^{(k)}=\overline{\mathbf{K}}\left(\mathbf{u}_{\alpha / 2}^{(k)}\right), \mathbf{f}_{\alpha / 2}^{(k)}=\mathbf{f}\left(\mathbf{u}_{\alpha / 2}^{(k)}, \dot{\mathbf{u}}_{\alpha / 2}^{(k)}\right)  \tag{36}\\
\mathbf{u}_{\alpha / 2}^{(k)}=\frac{1}{2}\left(1-\frac{\alpha}{2}\right) \mathbf{u}_{n}+\frac{1}{2}\left(1+\frac{\alpha}{2}\right) \mathbf{u}_{n+1}^{(k)}  \tag{37}\\
\dot{\mathbf{u}}_{\alpha / 2}^{(k)}=-\frac{1}{2} \mathbf{u}_{n}+\frac{1}{2} \mathbf{u}_{n+1}^{(k)} . \tag{38}
\end{gather*}
$$

This is the proposed time integration scheme with numerical dissipation for linear time elements based on the Galerkin weak form.

Here, we give some analysis and verification of the introduced numerical dissipation. For the integration scheme shown in Equations (34)-(38), the transfer matrix $\mathbf{A}$ is:

$$
\mathbf{A}=\frac{1}{\alpha^{2} \Omega^{2}+4 \alpha \Omega^{2}+4 \Omega^{2}+16}\left[\begin{array}{cc}
\alpha^{2} \Omega^{2}-4 \Omega^{2}+16 & 16 \Delta t  \tag{39}\\
-\frac{16 \Omega^{2}}{\Delta t} & \alpha^{2} \Omega^{2}-4 \Omega^{2}+16
\end{array}\right]
$$

When $\alpha=0$, Equation (39) is the same as Equation (28), thus the scheme with a linear element in Equation (25) is a particular case of this improved scheme. The curves of the spectral radius obtained from $\mathbf{A}$ are shown in Figure 3 when $\alpha$ is set to be different values. From Figure 3, it can be seen that the spectral radius of the algorithm is unconditionally stable, and the numerical damping is easily controllable, since following an increase of $\alpha$ the numerical damping increases correspondingly. The curves of the spectral radius of the trapezoidal rule, Wilson $\theta$-method $(\theta=1.4)$ [41], and Bathe method $(\gamma=1 / 2$ ) [5] are shown in Figure 3 as well. The percentage of period elongation and amplitude decay are shown in Figure 4.


Figure 3. The spectral radii of transfer matrix $\mathbf{A}$ of the trapezoidal rule, Wilson $\theta$-method, and Bathe method and the proposed scheme with different numerical damping.


Figure 4. Percentage of period elongation and amplitude decay of the proposed scheme with numerical damping: (a) Percentage of period elongation. (b) Percentage of amplitude decay.

## 5. Numerical Examples

In this section, three representative numerical examples are given to show the efficiency of the proposed method. For each example, the results of the present method are compared with those of the following four algorithms: Tshe trapezoidal rule, Newmark method ( $\gamma=1 / 2, \beta=1 / 6$ ) [1], Wilson $\theta$-method $(\theta=1.4)$ [41], and Bathe method $(\gamma=1 / 2)$ [5], which are commonly-used time integration algorithms in dynamics. All the results are obtained from the programming codes of MATLAB 2017a under the same computational circumstance.

### 5.1. The Simple Pendulum

The governing equation [43] for the nonlinear pendulum shown in Figure 5 is, $\ddot{u}+g / L \sin (u)=0$ with initial conditions $u(0)=\pi / 2 \mathrm{rad}$ and $\dot{u}(0)=0 \mathrm{rad} / \mathrm{s}$, where $g$ is the gravitational acceleration, $L$ is the length of a massless suspension, and $u$ is the angle between the cycloid and vertical plane. The kinetic and potential energy of the system are $T_{E}=0.5 L^{2} \dot{u}^{2}$ and $V_{E}=g(L-L \cos u)$, respectively. Moreover, the total energy is the sum of them. The solutions obtained from the trapezoidal rule with $\Delta t=0.0001 \mathrm{~s}$ are approximately regarded as the exact solutions to evaluate the accuracy and efficiency of the present method here. This example aims to test the stability and accuracy of the proposed algorithm and the scheme without using numerical damping.


Figure 5. A simple pendulum.
Let $g / L=4 \pi^{2} \mathrm{~s}^{-2}$ and take the time step to be $\Delta t=0.15 \mathrm{~s}$. The pendulum motion is calculated with the trapezoidal rule, Newmark method, Bathe method, Wilson $\theta$-method, and the proposed method. The displacement, velocity, and total energy histories from the trapezoidal rule are presented in Figures 6 and 7, from which it can be seen that the results become considerably large when the time approaches 30 s, i.e., an unstable response is given from the trapezoidal rule for this example. The displacement responses of the exact solution and the other four methods are shown in Figure 8, which are all stable. It can be seen that, for Newmark method, the error of response gets bigger as the time goes on. For the Wilson method and Bathe method, noteworthy amplitude decay takes place in displacement responses since there is ineradicable numerical damping in these two methods, especially in the Wilson method. For this pendulum example, using methods without numerical damping may obtain more suitable responses, but there is no way for the Bathe method and Wilson method to control or remove the numerical damping, which will significantly affect the accuracy of the solution. The comparisons of energy responses shown in Figure 9 can further demonstrate the numerical dissipation property of the Wilson and Bathe methods. Both the displacement and velocity results of the present method with $m=2,3$ are shown in Figure 10, which are stable and of high accuracy.


Figure 6. Responses of the pendulum using the trapezoidal rule with $\Delta t=0.15 \mathrm{~s}$.


Figure 7. The energy evolution of the pendulum using the trapezoidal rule with $\Delta t=0.15 \mathrm{~s}$.


Figure 8. Comparisons of responses among the exact solution, Newmark method, Wilson method, Bathe method, and the present method with $m=1$.


Figure 9. Comparisons of energy responses among the Newmark method, Wilson method, Bathe method, and the present method.


Figure 10. Displacement response of the present method with $m=2,3$.
The error and convergence order of the present method are further studied. Let $g / L=3.438$ $\mathrm{s}^{-2}$. The period of the response is approximately equal to 4 s . Taking the time step to be $\Delta t=0.2 \mathrm{~s}$, $\Delta t=0.1 \mathrm{~s}$, and $\Delta t=0.05 \mathrm{~s}$ respectively, the accuracy of results of trapezoidal rule, Newmark method, Wilson $\theta$-method, Bathe method, and the present method with $m=1,2,3$ are compared, with the following error estimates used:

$$
\begin{equation*}
\varepsilon=\sqrt{\sum_{i=1}^{N}\left(\left\|\mathbf{u}_{i}^{h}\right\|-\left\|\mathbf{u}_{i}\right\|\right)^{2}} / \sqrt{\sum_{i=1}^{N}\left(\left\|\mathbf{u}_{i}\right\|\right)^{2}} \times 100 \% \tag{40}
\end{equation*}
$$

where $\mathbf{u}_{i}^{h}$ and $\mathbf{u}_{i}$ are the approximate displacement and the exact displacement at step $i$ and $N$ is the total number of time steps. Error $\varepsilon$ and convergence order $\rho$ from these seven schemes are given in Tables 1 and 2, and the convergence curves are shown in Figure 11 correspondingly. The present algorithm with the linear element, quadratic element, and cubic element respectively, possess convergence orders of 2, 4 and 6 (i.e., 2 m ) for both displacement and velocity, while all the other four methods are of a convergence order of 2 . In this case, the accuracy of our method with $m=2,3$ is obviously higher than that of others. For $m=1$, the accuracy of the present algorithm is similar to that of the Newmark and Bathe methods, and is better than that of the Wilson $\theta$-method.

Table 1. Errors of displacement solutions (pendulum) calculated from different algorithms.

| Algorithm | $\varepsilon(\Delta t=0.2 \mathbf{s})$ | $\varepsilon(\Delta t=0.1 \mathrm{~s})$ | $\varepsilon(\Delta t=0.05 \mathrm{~s})$ | $\rho$ |
| :---: | :---: | :---: | :---: | :---: |
| Trapezoidal rule | $1.81 \mathrm{e}+00$ | $5.00 \mathrm{e}-01$ | $1.29 \mathrm{e}-01$ | 2 |
| Bathe method $(\gamma=1 / 2)$ | $1.33 \mathrm{e}+00$ | $3.45 \mathrm{e}-01$ | $8.77 \mathrm{e}-02$ | 2 |
| Wilson $\theta$-method $(\theta=1.4)$ | $5.11 \mathrm{e}+00$ | $1.41 \mathrm{e}+00$ | $3.71 \mathrm{e}-01$ | 2 |
| Newmark method $(\gamma=1 / 2, \beta=1 / 6)$ | $1.17 \mathrm{e}+00$ | $3.36 \mathrm{e}-01$ | $8.73 \mathrm{e}-02$ | 2 |
| Present algorithm with $m=1$ | $1.37 \mathrm{e}+00$ | $3.49 \mathrm{e}-01$ | $8.81 \mathrm{e}-02$ | 2 |
| Present algorithm with $m=2$ | $5.29 \mathrm{e}-03$ | $3.31 \mathrm{e}-04$ | $2.08 \mathrm{e}-05$ | 4 |
| Present algorithm with $m=3$ | $1.93 \mathrm{e}-05$ | $3.10 \mathrm{e}-07$ | $4.75 \mathrm{e}-09$ | 6 |

Table 2. Errors of velocity solutions (pendulum) calculated from different algorithms.

| Algorithm | $\varepsilon(\Delta t=0.2 \mathbf{s})$ | $\varepsilon(\Delta t=0.1 \mathbf{s})$ | $\varepsilon(\Delta t=0.05 \mathrm{~s})$ | $\rho$ |
| :---: | :---: | :---: | :---: | :---: |
| Trapezoidal rule | $1.82 \mathrm{e}+00$ | $5.27 \mathrm{e}-01$ | $1.38 \mathrm{e}-01$ | 2 |
| Bathe method $(\gamma=1 / 2)$ | $1.50 \mathrm{e}+00$ | $3.72 \mathrm{e}-01$ | $9.34 \mathrm{e}-02$ | 2 |
| Wilson $\theta$-method $(\theta=1.4)$ | $5.45 \mathrm{e}+00$ | $1.54 \mathrm{e}+00$ | $4.08 \mathrm{e}-01$ | 2 |
| Newmark method $(\gamma=1 / 2, \beta=1 / 6)$ | $1.42 \mathrm{e}+00$ | $3.88 \mathrm{e}-01$ | $9.84 \mathrm{e}-02$ | 2 |
| Present algorithm with $m=1$ | $1.62 \mathrm{e}+00$ | $3.94 \mathrm{e}-01$ | $9.74 \mathrm{e}-02$ | 2 |
| Present algorithm with $m=2$ | $3.81 \mathrm{e}-03$ | $2.36 \mathrm{e}-04$ | $1.46 \mathrm{e}-05$ | 4 |
| Present algorithm with $m=3$ | $1.24 \mathrm{e}-05$ | $1.90 \mathrm{e}-07$ | $1.34 \mathrm{e}-09$ | 6 |



Figure 11. Convergence curves of displacements and velocities of the seven integration schemes: (a) Displacement/rotational angle. (b) Velocity.

### 5.2. Long Span Planar Skeletal Structure

A large span truss model [44] with a length of 25 m and the height of 1 m is shown in Figure 12. The elastic modulus is $E=2.0 \times 10^{5} \mathrm{MPa}$, the density is $7800 \mathrm{~kg} / \mathrm{m}^{3}$, and the cross-section area of each bar is $100 \mathrm{~mm}^{2}$. In FEM, the large displacement Saint Venant Kirchhoff material model and complete Lagrange description [45] are adopted for the truss elements. There are 101 member bars in total, and each member bar is a single element with hinged constraints at both ends. As shown in Figure 9, Points $A$ and $B$ are located near the middle of the span and are set to gain an initial velocity $v=100 \mathrm{~m} / \mathrm{s}$. This example is used to test both the numerical stability and numerical dissipation of the algorithm, and the integration scheme in Equations (34)-(38) with $\alpha \geq 0$.


Figure 12. Long span planar skeletal structure.
Firstly, setting the time step $\Delta t=0.01 \mathrm{~s}$, this problem was solved with trapezoidal rule and the proposed method with $\alpha=0$. The vertical responses at Point $A$ are shown in Figure 13. It can be obviously seen that after about 2 s , the numerical errors of the acceleration start to accumulate significantly for the trapezoidal rule, while the proposed method with $\alpha=0$ still performs well. Enlarging the time step size to be $\Delta t=0.02 \mathrm{~s}$ and $\Delta t=0.04 \mathrm{~s}$, the responses resulted from the proposed method with $\alpha=0$ remain stable, as shown in Figure 14, i.e., the proposed method performs better in numerical stability than the trapezoidal rule for this example.


Figure 13. Vertical response of Point $A$ with the trapezoidal rule and the proposed method when $\Delta t=0.01 \mathrm{~s}:(\mathbf{a})$ Displacement response. (b) Velocity response. (c) Acceleration response.


Figure 14. Vertical displacement responses of Point $A$ with $\Delta t=0.02 \mathrm{~s}$ and $\Delta t=0.04 \mathrm{~s}$ : (a) Displacement response with $\Delta t=0.02 \mathrm{~s}$. (b) Displacement response with $\Delta t=0.04 \mathrm{~s}$.

Secondly, in order to verify the efficiency in numerical dissipation of the proposed algorithm, we set the time step interval $\Delta t=0.001 \mathrm{~s}$ and solve the problem with $\alpha=0,0.01,0.05,0.1,0.2$ respectively, the resulting responses are shown in Figures 15 and 16. It can be seen that, when $\alpha=0$, the high-frequency oscillation of the system is very intense. With an increase of $\alpha$, i.e., numerical damping is introduced, the high-order-frequency response of the system obviously decays. The higher
$\alpha$ is, the faster the high frequency response decays. In addition, the low frequency response remains intact while no obvious amplitude decay and no period elongation appear. Therefore, the proposed method can effectively filter out the high frequency response of the system while retaining the low frequency response well through the controllable numerical damping.


Figure 15. Vertical displacement responses of Point $A$ with $\Delta t=0.001 \mathrm{~s}$ : (a) Displacement responses. (b) Partial enlarged drawing of displacement responses.


Figure 16. Vertical velocity responses of Point $A$ with $\Delta t=0.001 \mathrm{~s}$ : (a) Velocity responses. (b) Partial enlarged drawing of velocity responses.

Thirdly, the vertical displacement responses at Point $A$ calculated with the Wilson $\theta$-method, Bathe method, and the proposed method are shown and compared in Figures 17 and 18 , where $\Delta t=0.01 \mathrm{~s}$ and the computational times are correspondingly listed in Table 3. It is found that, for the Wilson method the computational time is short, but the numerical damping is a little large, which results in excessive dissipation of low frequency modes and significant amplitude decay. For Bathe method, the low frequency modes are retained well and the high frequency modes of the response are quickly filtered out, but the computational time is longer. Nevertheless, with the setting of different $\alpha$, the present method performs better than the Wilson method in numerical dissipation and better than Bathe method in computational efficiency.


Figure 17. Vertical displacement responses of Point $A$ with the Wilson method, Bathe method, and the proposed method when $\Delta t=0.01 \mathrm{~s}$.


Figure 18. Velocity responses of Point $A$ with the Wilson method, Bathe method, and the proposed method when $\Delta t=0.01 \mathrm{~s}:(\mathbf{a})$ Global velocity responses. (b) Partial enlarged drawing of velocity responses.

Table 3. Computational time of different methods.

| Method | Computational Time (s) |
| :---: | :---: |
| Bathe method $(\gamma=1 / 2)$ | 16.34 |
| Wilson $\theta$-method $(\theta=1.4)$ | 9.29 |
| Proposed method $(\alpha=0.005)$ | 9.83 |
| Proposed method $(\alpha=0.01)$ | 9.48 |
| Proposed method $(\alpha=0.02)$ | 9.33 |

### 5.3. Cantilever Beam

Consider the cantilever Euler-Bernoulli beam under a uniformly distributed pulse load as the example [5], which is shown in Figure 19. A linear elastic constitutive relation and degenerate Green-Lagrange strain tensor [45] are adopted to describe the finite elements, and 400 elements are used in spatial discretization. Linear Lagrange element interpolation is used for axial displacement, and cubic Hermite element interpolation is used for lateral and rotational displacements.


Figure 19. Cantilever beam model.
Letting $\Delta t=0.002 \mathrm{~s}$, the results of vibration displacement, velocity, and acceleration at the free end of the beam are shown in (Figures 20-22), calculated from trapezoidal rule, Bathe method, Wilson $\theta$-method and the proposed method with $\alpha=0.02$, respectively. The trapezoidal rule again shows unstable performance. The Bathe method, Wilson $\theta$-method, and the proposed method all give stable responses. Both the Bathe method and the proposed method perform well, however, for the Wilson $\theta$-method, acceleration decays as time goes on and the numerical dissipation of the global response is a little larger, as shown in Figure 22c.


Figure 20. Cont.


Figure 20. The displacement responses at the free end of the cantilever beam: (a) Using the proposed method, (b) using the trapezoidal rule, (c) using Wilson $\theta$-method, and (d) using Bathe method.


Figure 21. The velocity responses at the free end of the cantilever beam: (a) Using the proposed method, (b) using the trapezoidal rule, (c) using Wilson $\theta$-method, and (d) using Bathe method.


Figure 22. The acceleration responses at the free end of the cantilever beam: (a) Using the proposed method, (b) using the trapezoidal rule, (c) using Wilson $\theta$-method, and (d) using Bathe method.

Solving the beam with different numbers of spatial elements, the corresponding computational time taken in each method is listed in Table 4, and then the variation of computational time versus the number of degrees of freedom (DOFs) is plotted in Figure 23. The computational speed of the proposed method is as good as the Wilson method and is obviously better than the Bathe method.

Table 4. Computational times of different methods (s).

| Method $\backslash$ No. of DOFs | $\mathbf{1 5 0}$ | $\mathbf{3 0 0}$ | $\mathbf{4 5 0}$ | $\mathbf{6 0 0}$ | $\mathbf{7 5 0}$ | $\mathbf{9 0 0}$ | $\mathbf{1 0 5 0}$ | $\mathbf{1 2 0 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bathe method | 90.49 | 196.38 | 300.34 | 456.37 | 656.15 | 894.85 | 1249.68 | 1759.70 |
| Wilson $\theta$-method | 53.67 | 108.31 | 175.25 | 281.07 | 373.99 | 511.82 | 696.59 | 896.19 |
| This algorithm $(\alpha=0.02)$ | 54.73 | 107.77 | 188.43 | 294.14 | 417.34 | 530.81 | 717.74 | 935.43 |



Figure 23. Variation of computational time versus the number of degrees of freedom (DOFs) of the model.

## 6. Conclusions

Taking the nonlinear dynamic Equation (1) as the model problem, a step-by-step time integration method is proposed based on the Galerkin finite element approximation and Newton-Raphson iteration. In summary, the following four conclusions of this method should be noted:

1. For the proposed method based on the Galerkin FEM, usually time elements of degree $m=1,2,3$ are used in practical computation. Numerical examples show that such elements can gain a convergence order of $2 m$ for both displacement and velocity results.
2. When a reduced Gauss integral method is applied in computation, the present method is unconditional stability.
3. For linear elements, a feasible time integration scheme with controllable numerical damping has been constructed by modifying the test function and introducing a special integral rule.
4. This is a self-starting and one-step method, which can effectively solve both linear and nonlinear structural dynamic problems. Representative numerical examples have shown its reliability and efficiency, and according to comparisons of results with the trapezoidal rule, Wilson $\theta$-method, and Bathe method, the present method performs well in stability with controllable numerical dissipation, and its computational efficiency turns out to be superior as well.

The proposed time integration method is of comprehensive capabilities in nonlinear dynamics. Furthermore, since it originates from FEM, self-adaptive FE techniques can be directly introduced into it, and then an adaptive integration algorithm can be established with the size of time step being automatically produced, leading to more efficient solutions of nonlinear dynamic problems.
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