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Featured Application: Absolute distance measurement and surface profiling.

Abstract: In our frequency scanning interferometry-based (FSI-based) absolute distance measurement
system, a frequency sampling method is used to eliminate the influence of laser tuning nonlinearity.
However, because the external cavity laser (ECL) has been used for five years, factors such as
the mode hopping of the ECL and the low signal-to-noise ratio (SNR) in a non-cooperative target
measurement bring new problems, including erroneous sampling points, phase jumps, and interfering
signals. This article analyzes the impacts of the erroneous sampling points and interfering signals
on the accuracy of measurement, and then proposes an adaptive filtering method to eliminate the
influence. In addition, a phase-matching mosaic algorithm is used to eliminate the phase jump,
and a segmentation mosaic algorithm is used to improve the data processing speed. The result of the
simulation proves the efficiency of our method. In experiments, the measured target was located at
eight different positions on a precise guide rail, and the incident angle was 12 degrees. The maximum
deviation of the measured results between the FSI-based system and the He-Ne interferometer was
9.6 µm, and the maximum mean square error of our method was 2.4 µm, which approached the
Cramer-Rao lower bound (CRLB) of 0.8 µm.

Keywords: frequency scanning interferometry; adaptive filtering method; mosaic algorithm

1. Introduction

Absolute distance measurement systems, which measure several tens of meters with microns
uncertainties, are of significant interest in the field of metrology [1–4]. With the improvement of the
external cavity laser (ECL), systems using frequency scanning interferometry FSI and the ECL play
an important role in these fields: absolute distance measurement [5–8], imperfection detection [9],
optical coherence tomography (OCT) [10], and three-dimensional surface profiling [11]. In our paper,
attention is focused on absolute distance measurement.

An FSI-based absolute distance measurement system sends out a frequency-modulated signal
to an object and receives the backscattering signal. The output is a low-frequency cosine wave in
time domain that is affected by the tuning nonlinearity of the ECL [12,13]. Hence, in order to obtain
precision in the order of microns, it is important for the ECL to provide linear frequency scanning
over a broad tuning bandwidth [14]. However, because of the hysteresis and creep of the piezoelectric
actuator (PZT), the ECL often shows tuning nonlinearity in practical situations. To eliminate the
influence of the nonlinear tuning, many methods had been proposed [15–19].

In our paper, we sample the measurement interference signal at equidistant optical frequency
points (EIOFs, namely sampling points) of the auxiliary interferometer with a long single mode
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polarization-maintaining fiber to eliminate the influence of tuning nonlinearity. This method is a
common and effective method, but it creates a dispersion mismatch problem that results in target peak
broadening. Fortunately, many dispersion compensation methods had been proposed and proved
efficiently [20–22]. In our experiments without cooperate targets, we use an ECL that has been used
for five years, so the SNR is low, and mode-hoping signals often occur. These bring new problems:
erroneous sampling points and interfering signals. Our paper analyzes the influences of erroneous
sampling points and interfering signals, and then an adaptive filtering method is proposed to eliminate
the influences completely. In addition, a phase-matching mosaic algorithm and a segmentation mosaic
algorithm are adopted to eliminate the phase jump and improve the data processing speed, respectively.

The article is organized as follows: Section 2 reviews the principle of the FSI-based system
and discusses the measurement errors caused by erroneous sampling points and interfering signals.
Then, an adaptive filtering method, a phase-matching mosaic algorithm, and a segmentation mosaic
algorithm are proposed to eliminate the erroneous sampling points and phase jump and reduce the
data processing time. In Sections 3 and 4, the results of the simulation and experiment prove the
efficiency of the methods that were proposed in Section 2. Finally, a brief conclusion is given in
Section 5.

2. Theory

2.1. The Principle of FSI Using Frequency Sampling Method

As is shown in Figure 1, the ECL has been used for five years and is connected with two
interferometers. One is the auxiliary interferometer (as shown in the green box), whose output
is used as the sampling signal to correct the tuning nonlinearity. The other is the measurement
interferometer (as shown in the red box), whose output contains the information of measured distance.
First, 10% power of the ECL goes into the auxiliary interferometer and the output is received by
photo-detector 2 (PD2). Meanwhile, the remaining 90% of the power of the ECL goes into the
measurement interferometer. Then, making use of a 90:10 optical splitter, 10% is used as the reference
signal and 90% is used as the measurement light. Photo-detector 1 (PD1) obtains the output of the
measurement interferometer. Finally, PD1 and PD2 convert the optical signals to the electric signals,
and send the signals to the data acquisition card (DAQ). The He-Ne interferometer is used to verify
the accuracy of our system.
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Figure 1. Schematic diagram of our frequency scanning interferometry (FSI)-based system and the 

experimental setup. 

Figure 1. Schematic diagram of our frequency scanning interferometry (FSI)-based system and the
experimental setup.

The output of the measurement interferometer can be expressed as:

Im( f ) = Am cos(2π f τm)= Am cos(2π( f 0 + ∆ f )τm) (1)
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where Am is the amplitude of the measurement interference signal, f0 is the initial frequency of
the ECL, ∆ f is the variation of the ECL instantaneous frequency, and τm is the time delay of the
measurement interferometer.

Similarly, the ideal output of the auxiliary interferometer can be expressed as:

Ia( f ) = Aa cos(2π f τa) = Aa cos(2π( f 0 + ∆ f )τa) (2)

where Aa is the amplitude of the auxiliary interference signal, and τa is the time delay of the
auxiliary interferometer.

To eliminate the influence of the ECL tuning nonlinearity, taking the output of the auxiliary
interferometer as the sampling signal yields:

2π∆ f (k)τa = πk, k = 1, 2, . . . , N (3)

where ∆ f (k) is the variation of instantaneous frequency, k is the sampling point index, and N is
the number of the ideal sampling point. So, the output of the measurement interferometer can be
rewritten as:

Im(k) = Am cos
(

2π f 0τm + 2π
τm

2τa
k
)

(4)

Equation (4) by fast Fourier transform (FFT) yields:

τm

2τa
=

P
N

(5)

where P is the abscissa index of the peak point in the frequency spectrum of the measurement
interferometer. When the dispersion is considered, according to John [23], it is easy to know:

τm = 2nair Lm
c

τa =
n f La

c (1− 2παβvgt)
(6)

where nair is the refractive index of air, Lm is the measured distance, c is the speed of light in the
vacuum, n f is the refractive index of the single mode fiber, La is the length of the single mode fiber in
the auxiliary interferometer, β is the group velocity dispersion of the single-mode optical fiber, α is the
tuning rate of the ECL, vg is the group velocity, and t is the time.

So, the measured distance can be described as:

Lm =
(
1− 2παβvgt

)n f LaP
nair N

(7)

The second item in the right side of Equation (7) is caused by dispersion mismatch. Consequently,
according to distance offsets, the absolute distance can be corrected by Equation (7).

2.2. The Influence of the Erroneous Sampling Points in the Auxiliary Interferometer

In the paper, we take the extreme points of the auxiliary interference signal as the sampling points.
Figure 2 shows the extreme points of the auxiliary interferometer output in the experiments. Obviously,
because of the influence of noises and mode-hopping signals, some of the extreme points are incorrect
(as shown in the red circle section). Thus, the parameters N and P in Equation (5) are different from
their ideal values.
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Figure 2. (a) Extreme points in the experiment when there are noises in the auxiliary interferometer.
(b) Extreme points in the experiment when there is the mode-hopping signal in the auxiliary interferometer.

When there are noises and mode-hopping signals in the auxiliary interferometer, Equation (3)
should be rewritten as:

2π∆ f (k)τa = (π + ∆ Ω(k1))k, k = 1, 2, . . . , N, k1 = 1, 2, . . . , N1 (8)

where ∆Ω(k1) is the phase deviation caused by all of the sampling points of the auxiliary interferometer
output in the actual situation, and only part of the ∆Ω(k1) is caused by the erroneous sampling points
is not equal to zero, while N is the number of the ideal sampling points, and N1 is the total number of
the sampling points in the actual situation. Thus, Equation (4) turns into:

Im(k)= Am cos(2π f 0τm+πkτm/τa + ∆Ω(k1)kτm/τa) (9)

Equation (9) by FFT yields:

(1 +
N2

∑
k2=1

∆Ω(k2)

πN
)

τm

2τa
=

P1

N1
(10)

where N2 is the number of all of the erroneous sampling points in the auxiliary interferometer output,
and P1 is the abscissa value of the peak point in the frequency spectrum of the measurement signal in
Equation (9).
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If N2 is much smaller than N, the second item on the left side of Equation (10) can be neglected.
So, the measurement error caused by the erroneous sampling points of the auxiliary interferometer
output can be shown as:

∆Lm1= Lm1− Lm =
n f

nair
La(P 1/N1 − P/N) (11)

where ∆Lm1 is the measurement error caused by the erroneous sampling points of the auxiliary
interferometer, Lm1 is the measured distance when there are erroneous sampling points, and Lm is the
ideal measured distance when there are no erroneous sampling points. Figure 3a shows the comparison
of the simulated result when there are 10 erroneous sampling points (the red line) and the ideal distance
(the blue line). In our experiments, n f is 1.4682, nair is 1.0003, and La is 20.05832 m. When the ideal
value of P is 9000, N is 60,000, and N2 is 10, the measured distance error is 758.9 µm, which is agreement
with the theoretical measurement error of 760 µm, which is calculated by Equation (11). Obviously,
the accuracy of the measurement distance is greatly affected. Besides, the main lobe energy of the
spectrum decreases, and the side lobe’s energy increase. Hence, it is essential to eliminate the influence
of the erroneous sampling points in order to ensure the accuracy.

As is shown in Figure 3b, if N2 is 100, the second item on the left-hand side of Equation (11) can’t
be neglected. In this situation, we cannot obtain the accurate measured distance.
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2.3. The CRLB When There Are Interfering Signals and Noise in the Measurement Interferometer

Ignoring the influence of the erroneous sampling points in the auxiliary interferometer, when the
system measures the non-cooperative target and there is noise in the measurement interferometer,
Equation (4) turns into:

Im(k) = Am cos
(

2π f 0τm + πkτm
τa

)
+ Noisem(k) + Ii(k) = Am cos(ζk + ϕ)+ Noisem(k) + Ii(k),

k = 1, 2, . . . , N
(12)

where Noisem(k) denotes the Gaussian white noise (GWN) with an expectation of 0 and variance
σ2, Ii(k) denotes the interfering signals, and ζ is πτm

τa
, ϕ is 2π f 0τm. The interfering signals Ii(k) are

caused by the reflected lights from the circulator and the fiber end in Figure 1.
As shown in Figure 4, when our system measures a non-cooperative target, the measurement

signal (the red line) becomes very weak, and the interfering signals (the blue line) are much stronger
than the measurement signal. In addition, the frequencies of the interfering signals are not varying
with the measured distances and are lower than the frequency of the measured signal, so we can use
an appropriate low pass filter to delete them. Thus, the SNR of the measurement interferometer output
can be shown as A2

m/σ2.
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The Cramer–Rao lower bound (CRLB) is a method in the statistics and the variance of any
unbiased estimator cannot be lower than the CRLB [23]. Therefore, we use the CRLB to evaluate our
system. The likelihood function of Im(k) can be expressed as:

L(I m(k)|ζ) =
1

(2πσ2)
N/2 exp{− 1

2σ2

N

∑
k=1

(Im(k) − Am cos(ζk + ϕ))2} (13)

The Fisher information is obtained as:

E(
∂2lnL(Im(k)|ζ)

∂ζ2 ) = SNR
N

∑
k=1

(k sin(ζk + ϕ))2 (14)

The CRLB on the variance of the measured distance is:

Var{Lm} ≥
6n f

2La
2

π2n2
air N3SNR

(15)
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Accordingly, when there is GWN in the measurement interferometer, the CRLB on the standard
deviation of measured distance can be shown as:

∆Lm2 ≥
n f La

πnair N2

√
6(N − 1)

SNR
(16)

When the measured target is not a reflector or a corner prism and the incident angle is not zero,
the SNR should be low, and the error caused by the GWN in the measurement interferometer can’t
be ignored.

2.4. The Adaptive Filtering Method, the Phase-Matching Mosaic Algorithm, and the Segmentation
Mosaic Algorithm

According to the analysis above, completely eliminating the erroneous sampling points of the
auxiliary interferometer and the interfering signals in the measurement interferometer are essential in
order to ensure the accuracy of our system. Thus, an adaptive filtering method and a phase-matching
mosaic algorithm are proposed to ensure the accuracy, and a segmentation mosaic algorithm is used to
improve the data-processing speed. The adaptive filtering method can be described as following.

(1) Firstly, we make use of the Hanning window and the wavelet threshold filtering to depress
the noises (such as the GWN) and the interfering signals in the auxiliary interferometer and
measurement interferometer.

(2) Then, we get the sampling points (all of the maximum and minimum extreme points of the
auxiliary interference signal) and set appropriate thresholds to delete most of the erroneous
sampling points caused by mode-hopping signals.

(3) Lastly, according to the rule that the maximum and minimum values occur alternately, we remove
the rest of the erroneous sampling points.

Step (1) is used to depress the noises and the interfering signals in the auxiliary interferometer
and measurement interferometer. The Hanning window filtering method had been proved to be an
effective method to depress the low and high frequency noise in an FSI-based system [10]. In our
experiments, the measurement signal was very weak, and its frequency was varying with the measured
distance, so we must use an adaptive filtering method to depress the GWN. The wavelet threshold
filtering method is adopted in our paper. The mechanism of wavelet threshold filtering is based on the
different properties of the wavelet coefficients of signals and noises on scales. To eliminate the noise,
corresponding rules are adopted to deal with the nonlinear processing of the wavelet coefficients of
the noise [24].

Step (2) and Step (3) are used to delete the erroneous sampling points caused by the mode-hopping
of the ECL. Firstly, we get all of the sampling points in the auxiliary interferometer. The set of all of the
sampling points can be described as:

Ep = Epmax + Epmin (17)

where Ep denotes a set of all of the sampling points, Epmax denotes a set of all of the maximum extreme
points, and Epmin denotes a set of all of the minimum extreme points. Then, we find that the amplitude
and the time interval of the erroneous sampling points is obviously smaller than the correct sampling
points. Firstly, we set the amplitude thresholds to delete part of the erroneous sampling points, and the
rest of the sampling points can be written as:

Ep1 = {x|A(xk) > 0. 6 Ama + 0. 4 Ami ∨ A(xk)< 0.6Ami + 0.4Ama, x ∈ Ep, k = 1, 2, . . . , S} (18)

where Ep1 denotes a set of the sampling points that contains part of the erroneous sampling points,
A(xk) is the amplitude of the extreme point, Ama is the maximum amplitude of the auxiliary interference
signal, Ami is the minimum amplitude of the auxiliary interference signal, k is the index of the extreme
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points, and S is the length of Ep. Then, we set the time interval thresholds to delete part of the
erroneous sampling points, and the rest of the sampling points can be written as:

Ep2 = {x|(T(xk) − T(xk−1)) > 0.6∆Tme , x ∈ Ep1, k = 2, 3, . . . , K} (19)

where x denotes the sampling point in Ep1, T(xk) is the time interval of the extreme point, ∆Tme denotes
the mean time interval of all of the points in Ep1, and K is the length of Ep1.

Lastly, we find that the rest of the erroneous sampling points do not follow the rule that the
maximum and minimum values occur alternately. So, the set of the correct sampling points can be
described as:

Ep3 = {x|(A(xk) − A(xk−1)) (A(xk−1) − A(xk−2)) < 0, x ∈ Ep2, k = 3, 4, . . . , M} (20)

where Ep3 denotes a set of the correct extreme points, k is the index of the correct extreme points, and M
is the length of the Ep2. Thus, the measurement errors that are caused by the erroneous sampling
points and the interfering signals are eliminated.

In addition, the phase-matching mosaic algorithm and the segmentation mosaic algorithm
are used to eliminate the phase jump and improve the data-processing speed. After sampling
the measurement signal with Ep2, phase jump occurs at the starting and ending point of each
mode-hopping signal in the measurement interferometer [25]. To solve the problem, firstly we find
the starting point and ending point of each mode-hopping signal by the time interval. Then, we use
the Hilbert translation to exact the phase of the 10 points before the starting point and the 10 points
after the ending point and compare their phases one by one. Lastly, we stitch the closest two points.
When the tuning bandwidth, tuning speed, and sampling frequency of the data acquisition card are
set, the required number of the sampling points is fixed. The first step of the segmentation mosaic
algorithm is dividing the signal of the fixed length to 10 segment signals of the same length, namely:

Im(k) = Im(k1) +Im(k2) + . . . + Im(k10) (21)

Then, we use the adaptive filtering method and the phase-matching mosaic algorithm to progress
them separately. Finally, the measured distance should be described as:

Lm =
n f ∑10

i= 1 Pi

nair ∑10
i= 1 Ni

La (22)

Each segment signal is one-tenth of the fixed length, so the time that FFT spent is greatly reduced.

3. Simulation

When there are noises and the mode-hopping signals in the auxiliary interferometer, the output
of the auxiliary interferometer can be described as:

Ia(t) = Sa(t) Noisea(t)+MHSa(t) + Low(t) + High(t)
Sa(t) = 0.5 sin(2π(100000t − 100t 2 + 100t3))

Noisea(t) = awng(S a(t) , SNR) − Sa(t)
MHSa(t) = 0.2 sin(10000πt) + 0.2 sin(8000πt),

T = 0.1, 0.10000004, 0.100001
Low(t) = 0.3 sin(200πt)

High(t) = 0.3 sin(20000000πt)

(23)

where Ia(t) simulates the actual output of the auxiliary interferometer, Sa(t) simulates the ideal
output of the auxiliary interferometer, Noisea(t) simulates the Gaussian white noise, awng is a
function in Matlab that simulates the GWN, MHSa(t) simulates the mode-hopping signals, Low(t)
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simulates the low-frequency noise, High(t) simulates the high-frequency noise, t is the sampling time,
and −100t2 + 10t3 simulates the variation caused by the tuning nonlinearity of the ECL. The sampling
frequency of the simulation is 5 MHz, and the number of sampling points is 1 × 106, which is the same
with the experiments in Section 4.

When FSI-based system measures non-cooperative targets, the SNR of the measurement
interferometer is low. We set the SNR of the measurement interferometer to 5 dB, which is the
same with the SNR in the experiments, so the output of the measurement interferometer can be
simulated as:

Im(t) = Sm(t) Noisem(t) + MHSm(t)+Low(t) + High(t) + Ii(t)
Sm(t) = 0.2 sin(2π(30000t − 30t 2+ 30t3))

MHSm(t) = 0.1 sin(10000πt) + 0.1 sin(8000πt),
t = 0.1, 0.10000004, 0.100001

Ii(t) 5 sin(2π(10000t − 10t 2 + 10t3)) 3 sin(2π(10000t − 10t 2 + 10t3))

Noisem(t) = awng(S m(t) , 5) − Sm(t)

(24)

where Im(t) simulates the actual output of the measurement interferometer, Sm(t) simulates the
ideal output of the measurement interferometer, Noisem(t) simulates the GWN, Ii(t) simulates the
interfering signals, and −30t2 + 30t3 is the variable caused by the ECL nonlinearity tuning. The ideal
frequency is 30,000 Hz, and all of the signal processing was performed in MATLAB.

Figure 5 shows the comparison of the ideal frequency (the red line) with the simulated result of
our method (the green line). When the SNR of the auxiliary interferometer ranges from 5 dB to 30 dB,
the result of our method is the same with the ideal frequency. However, if the SNR is 0 dB, the result of
our method is slightly smaller than the ideal frequency. In our experiments, the SNR of the auxiliary
interferometer was about 25 dB, and our adaptive filtering method was effective in this situation.
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4. Experiment and Analysis

Figure 6 shows the setup of our experiments. It includes two parts: the FSI-based absolute
distance measurement system, and the interferometer (Renishaw XL-80). The ECL has been used
for five years, and mode-hopping of the ECL (NewfocusTLB-6728) always happens. In experiments,
the power of the ECL was 8 mW, and the scanning range of the ECL was 1515–1535 nm. The optical
frequency was set to sweep as a triangle at tuning rate of 100 nm/s. The sampling frequency of the
DAQ (Gage CSE161G4) was 5 MHz, and the number of sampling points was 1 × 106. The measured
target was a 10-cent coin, and the incident angle of the measurement signal was 12 degrees, so the
backward echo signal was very weak.
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Figure 6. Experiment setup.

The He-Ne interferometer was used to verify the accuracy of our method. The cube-corner prism
of the He-Ne interferometer and the target of the FSI system were both fixed on a slider. The slider
moved along a precise guiderail, and the range of the guiderail was 1000 mm.

The measured result in Figure 4 consists of two parts. One was the distance from the ECL to
the fast steering mirror (FSM) of our FSI-based system, and it can be obtained when the FSM was
horizontal. Another was the measured distance from the FSM to the measured target, such as the
results in Figures 7 and 8. In our experiments, the former was 8385.432 mm. The measured distance in
Figures 7 and 8 was the measured result minus 8.385.432 mm.

Figure 7 shows the comparison of the experiment results between the method of Deng et al. [17]
(part a) and the adaptive filtering method and the mosaic algorithm (part b) with the same experiment
data. It proves the necessity and effectiveness of our method to deal with the noises and the
mode-hopping signals.
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In order to analyze the stability of our method, we measured the coin 20 times at one position and
used our adaptive filtering method and mosaic algorithm to progress the experiment data. As shown
in Figure 8, the blue line denoted the results of 20 measurements, and the green line denoted the
residuals. When there were noises, the mode-hopping signals and the interfering signals in our system,
the statistical uncertainty of our method was 5.7 µm over 20 measurements, which was the same order
as the result of Lu et al. [16].Appl. Sci. 2018, 8, x FOR PEER REVIEW  11 of 13 
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Figure 8. The measurement results of our FSI-based system.

To evaluate the accuracy of our method, the coin moved 62.45 mm every time, and totally moved
seven times. The FSI-based system and the He-Ne interferometer simultaneously measured the
displacement of the slider. So, our FSI-based system and the laser interferometer could use the same air
refractive index. The measured results of the laser interferometer were used as the truth value of the
moving distance. Figure 9 showed the difference between the measured results of our systemand the
laser interferometer. The max relative error of our method was 9.6 µm. The relative error was attributed
to the Abbe error, the air-path distance variation, and the optical dispersion error. In our experiment,
the moving distance was less than 500 mm, so the Abbe error between the laser interferometer and
our FSI-based systemwas less than 0.5 µm. The air-path distance variation was mainly caused by the
variation of the air refractive index. The temperature, pressure and humidity in the experiments were
basically stable, so the error caused by the air-path distance variation was within 1 µm. The optical
dispersion error was originated from the optical frequency sweep of the ECL, and was compensated
by Equation (7). According to Equation (7), the moving distance was 0.06245 m, β was −23 ps2/km,
and the tuning bandwidth was 10 nm, so the distance offset was 2.3 µm.
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laser interferometer.

The CRLB was used to evaluate the performances of our system. In our experiments, n f was
1.4682, nair was 1.0003, La was 20.05832 m, the SNR was 5 dB, and the ideal value of N was about
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60,000. According to Equation (16), the CRLB was about 0.8 µm. Figure 10 showed the comparison of
the measured root mean square error (MSEs) at eight positions with the CRLB. The red and pink data
denoted the MSE obtained by the results of six independent measurements and the CRLB of ranging
estimation, respectively. The max MSE based on our method at eight different placements was 2.4 µm,
which approached the CRLB of 0.8 µm.Appl. Sci. 2018, 8, x FOR PEER REVIEW  12 of 13 
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5. Conclusions

In our FSI-based system, the ECL has been used for five years. Thus, the SNR of the ECL is
low, and the mode-hopping signals often occur. In addition, the influence of the interfering signals
cannot be neglected when the system measures non-cooperative targets. To ensure the precision of
our system, it is essential to delete the erroneous sampling points in the auxiliary interferometer and
the interfering signals and phase jump in the measurement interferometer. So, the adaptive filtering
method, the phase-matching mosaic algorithm, and the segmentation mosaic algorithm are proposed
to solve the problems and improve the data processing speed. The results of our simulation prove the
efficiency and applicability of our methods. In the experiments, the target was a coin and the laser
interferometer (Renishaw XL80) was used to verify the efficiency of our method. The stability of our
system was 5.7 µm over 20 measurements. The maximum deviation of the measured results between
the FSI-based system and the He–Ne interferometer was 9.6 µm, and the maximum mean square error
of our method was 2.4 µm, which approached the Cramer-Rao lower bound (CRLB) 0.8 µm.
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