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Abstract: Amid escalating urbanization, devising rational commercial space layouts is a critical
challenge. By leveraging machine learning, this study used a backpropagation (BP) neural network
to optimize commercial spaces in Weinan City’s central urban area. The results indicate an increased
number of commercial facilities with a trend of multi-centered agglomeration and outward expansion.
Based on these findings, we propose a strategic framework for rational commercial space develop-
ment that emphasizes aggregation centers, development axes, and spatial guidelines. This strategy
provides valuable insights for urban planners in small- and medium-sized cities in the Yellow River
Basin and metropolitan areas, ultimately showcasing the power of machine learning in enhancing
urban planning.
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1. Introduction

The rapid global urbanization, which is projected to exceed 60% by 2030, is leading
to profound adjustments in cities’ industrial structures and posing challenges to urban
development. As cities adapt to these transformations, the role of commercial activities in
reshaping urban space becomes increasingly significant. A well-designed commercial area
not only fuels economic development but also meets residents’ consumption needs while
enhancing their comfort and happiness. Therefore, it is of utmost importance to simulate
and optimize the expansion of urban commercial space for effective urban planning.

Effective commercial areas integrate diverse facilities and services that are accessible
and beneficial to the community, contributing to vibrant urban life. Therefore, the simu-
lation and optimization of urban commercial space expansion are essential for strategic
urban planning. This process helps planners and developers to predict and respond to
the dynamic needs of urban populations, ensuring that commercial developments are
sustainable, equitable, and conducive to economic prosperity.

In light of these challenges, it is crucial to develop tools and methodologies that can
accurately model and optimize commercial space layouts in urban settings. The integration
of advanced technologies, such as artificial intelligence and geographic information systems,
into urban planning processes allows for more precise and efficient planning. By utilizing
data-driven approaches, urban planners can create more adaptive and responsive urban
environments that not only meet current needs but are also scalable for future demands.

In a rapidly changing world, understanding the significance of commerce in cities
goes beyond economic prosperity; it is about shaping livable and business-friendly urban
environments that create more opportunities and benefits for residents. Through in-depth
research and comprehensive analysis, we can discover that a rational layout of commercial
space not only promotes sustainable urban development but also strengthens community
cohesion and improves residents’ quality of life.

Appl. Sci. 2024, 14, 3845. https://doi.org/10.3390/app14093845 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14093845
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0009-0006-8861-3435
https://doi.org/10.3390/app14093845
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14093845?type=check_update&version=2


Appl. Sci. 2024, 14, 3845 2 of 19

Through rigorous, in-depth research and comprehensive analysis, urban planners and
developers can uncover the profound impacts that a well-thought-out commercial space
layout has on a city’s overall ecosystem. A rational layout of commercial spaces not only
boosts sustainable urban development by making efficient use of land and resources but
also plays a crucial role in enhancing community cohesion. Such planning ensures that
commercial areas are accessible, culturally inclusive, and economically viable, which, in
turn, fosters a sense of belonging among residents.

The planning and development of commercial areas must take a holistic approach that
prioritizes social and environmental sustainability. This involves not just the integration of
innovative architectural designs and diverse commercial offerings but also a commitment
to creating spaces that foster community engagement and support the local economy. By
emphasizing innovation and diversity, urban planners can provide cities with a broad
spectrum of choices and opportunities that cater to a variety of tastes and needs. The
variety not only enriches the urban experience but also attracts a diverse array of visitors
and residents, enhancing the city’s cultural fabric and economic vitality.

Therefore, research on the effective planning and optimization of urban commercial
space holds significant meaning. It not only drives sustainable urban development but also
creates more livable and prosperous urban environments, leading to greater well-being and
happiness in people’s lives. Effective commercial planning involves strategic site selection,
thoughtful design, and the integration of amenities that enhance public life. By focusing on
accessibility and human-scale developments, these areas become more than just places of
commerce—they become central hubs for community activity and engagement. Optimized
commercial spaces can act as catalysts for local economic growth by attracting businesses
and investors. Economic stimulation can lead to job creation and provide a wider range of
services and products to the community, further boosting the local economy. As commercial
areas thrive, they contribute to the overall economic health of the city, creating a virtuous
cycle of growth and improvement.

Urban commercial spaces are influenced by a variety of factors, including transporta-
tion, policy, economic conditions, and historical context. Traditionally, qualitative analysis
methods in urban planning heavily relied on the intuition of planners, often leading to
subjective outcomes. However, with the application of artificial intelligence and machine
learning, an increasing number of planners are incorporating these complex technologies
into urban planning methodologies, marking a significant shift in the field [1–4]. The
multidisciplinary approach utilizes extensive data sets and applies systematic rules to
continuously refine results. It can effectively solve site selection challenges by simulating
the most suitable locations based on key influencing factors [5–7]. Additionally, machine
learning techniques can be integrated with image data to further enhance research. The
integration helps in identifying image features and facilitates the semantic segmentation of
streetscape images, leading to more precise and objective urban planning outcomes [8–11].

Machine learning, when synergistically combined with urban cellular automata (CA)
models, has engendered a range of sophisticated CA-based urban simulation models,
such as artificial neural network-based cellular automata (ANN-CA) [12,13] and random
forest-based cellular automata (RF-CA) [14–16]. These innovative models are pivotal in
simulating and predicting the evolution of urban spaces into the future. The increasing
application of machine learning in urban commercial spaces signifies a transformative
trend aimed at diminishing the inherent subjectivity in urban planning processes.

ANNs are particularly adept at modeling complex and dynamic relationships, making
them suitable for predicting various urban dynamics that are non-linear in nature. For
instance, ANNs have been successfully applied to predict daily city water consumption—
which is a critical component of urban infrastructure management—owing to their capacity
to learn and model from vast datasets [17,18]. ANNs are instrumental in functional area
classification, where they categorize different urban zones based on usage, such as residen-
tial, commercial, or industrial, which is essential for effective urban planning and resource
allocation [19]. Decision trees facilitate the understanding and visualization of data through
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a tree-structured classifier, where decisions are made and outcomes are predicted based
on the data attributes. In urban planning, decision trees have been utilized to discern
correlations between the physical attributes of buildings and the socio-economic levels of
inhabitants. This application is vital as it aids urban planners and policymakers in identify-
ing and implementing targeted interventions aimed at improving living conditions and
planning new developments [20]. Support vector machines (SVMs) are robust classifiers
that work well on both linear and non-linear problems. They are particularly effective
in classifying complex urban data into predefined categories and have been integrated
with geographic information systems (GISs) for enhanced spatial analysis [21–23]. This
integration is crucial for applications such as predicting landslide susceptibility in urban
and peri-urban areas, thereby enabling preventive planning and mitigation strategies to
enhance urban resilience.

ANNs have been specifically selected to simulate the expansion of urban commercial
spaces [24–27]. The choice is predicated on the ANNs superior ability to handle and
model complex relationships within large datasets, thereby facilitating more effective
optimization and planning of commercial space distribution. The employment of ANNs
supports the creation of more rational, data-driven urban planning processes, ultimately
leading to better decision-making by urban planners. The strategic application not only
optimizes commercial space allocation but also contributes significantly to the broader
goals of sustainable urban development, enhancing the overall functionality and livability
of urban environments.

Within the vast field of ANNs, there exists a wide variety of models, each tailored to
specific types of data and prediction needs. Notable among them are radial basis function
(RBF) networks, Elman networks, and backpropagation (BP) neural networks, each of
which serves a different purpose and demonstrates unique functionality and plays an
important role in urban, social, and engineering fields [28–36].

RBF networks are a type of neural network that uses radial basis functions as activation
functions [37,38]. They are particularly known for their effectiveness in handling non-linear
data separations [39–41]. RBF networks have been extensively applied in urban planning
contexts, particularly in predicting urban commercial and industry land demand [42–44].
Their ability to interpolate surfaces or spaces makes them exceptionally suitable for mod-
eling complex urban growth patterns, thus aiding in the planning and development of
smart cities.

Elman networks are well suited to capturing dynamic changes over time, making them
ideal for applications involving temporal sequences [45]. In the realm of environmental
science, Elman networks have been effectively utilized to predict carbon emissions and
monitor changes in average sea levels [46]. Their recurrent nature allows them to perform
well in scenarios where data points are temporally connected, providing planners and
environmentalists with a powerful tool for assessing long-term environmental impacts and
trends [47].

BP networks have gained widespread acclaim for their robustness and adaptability
across a diverse array of predictive modeling tasks. These networks are particularly lauded
for their layered architecture, which allows for the meticulous modeling of complex relation-
ships between input and output variables. The efficacy of BP networks in error correction
via the backpropagation algorithm is unparalleled, rendering them exceedingly proficient
in unraveling multifaceted problems in predictive analytics [48,49]. In the domain of urban
planning, the application of BP neural networks has been particularly transformative [50].
Urban planners have harnessed these networks to forecast urban air quality indices with
remarkable accuracy, taking into account multifarious variables, such as traffic flow, indus-
trial emissions, and meteorological data [51,52]. This predictive capacity is instrumental in
the development of urban policies aimed at air quality management and the mitigation of
health risks associated with airborne pollutants.

Furthermore, BP neural networks have been adeptly utilized to assess and predict
regional flood hazards. These networks analyze vast datasets, including topographical
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maps, hydrological patterns, and historical flood data, to predict potential flood zones with
high precision [53]. This information is crucial for urban developers and policymakers
to plan strategically placed flood defenses, implement effective drainage systems, and
delineate land use that minimizes flood risk. BP networks extend to the spatial configura-
tion of urban landscapes as well. By analyzing data on population density, land use, and
socioeconomic activities, these networks support the optimization of urban space alloca-
tion, facilitating the creation of well-balanced, sustainable urban environments [54]. BP
networks assist urban planners in the intelligent design of urban spaces that harmoniously
integrate residential areas with commercial, recreational, and green spaces, contributing to
the socioeconomic dynamism and environmental resilience of urban centers. In conclusion,
the implementation of BP neural networks within the scope of urban spatial planning and
development underlines a significant advancement in the field, marrying the analytical
rigor of machine learning with the strategic vision of urban development [55]. This synergy
is pivotal for crafting smart cities that are both sustainable and conducive to an enhanced
quality of urban life.

Despite the distinct benefits offered by RBF and Elman networks, backpropagation
(BP) networks are exceedingly prominent in the field, representing a significant majority
of neural network applications across a range of disciplines [56–61]. Their widespread
adoption is attributed to their comprehensive applicability and proven effectiveness in
addressing complex predictive modeling tasks [62–70]. The dominance is attributed to
the BP network’s flexible architecture, which can be adjusted and scaled according to the
complexity of the task at hand, making it a versatile tool for many predictive tasks.

This study chose to employ a BP neural network to simulate the expansion of urban
commercial space. This decision was based on the network’s proven track record in
handling complex datasets and its ability to model intricate relationships within urban
planning data. This approach ensured that the predictions made were both reliable and
relevant, providing urban planners with a robust tool for making informed decisions that
are critical for sustainable urban development. This methodology not only enhanced the
accuracy of the urban space modeling but also contributed to more effective and efficient
urban planning and development processes.

In the subsequent sections of this paper, we explore the methodologies employed,
including a detailed explanation of the data collection process and the machine learning
techniques applied. We then delve into the results and discussion, where the outcomes
of our analyses are presented and interpreted in the context of existing literature. Finally,
our conclusions summarize the implications of our findings and suggest directions for
future research, highlighting how this study contributes to the broader field of urban
commercial space.

2. Study Area and Data
2.1. Study Area

This study concentrated on the Linwei District of Weinan City, which is located in the
east-central part of Shaanxi Province, China, strategically situated on the main axis of the
Guanzhong–Tianshui Economic Zone. Linwei District is a pivotal area, as delineated by
the city’s comprehensive Urban Master Plan for the years 2016 to 2030, and Weinan City is
an important city in the Golden Triangle demonstration zone in the Yellow River, which
is a regional planning zone in China. To the east are Sanmenxia City and Yuncheng City
in Henan Province, to the west are Tongchuan City, Xianyang City, and Xi’an City (the
capital of Shaanxi Province and an important city in western China), and to the south is
Shangluo City in Shaanxi Province. Weinan City spans an extensive area of 13,134 km2,
making it the largest city in the province, with a predominant focus on agriculture. The
significance of Linwei District within the urban landscape is underscored by its substantial
economic contribution. As of 2020, with its population of 920,000, the district accounted
for an impressive 23.68% of Weinan City’s gross domestic product (GDP). This notable
figure not only highlights Linwei District’s role in fueling the city’s economic engine but
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also cements its status as the central commercial nexus. The district’s robust economic
performance, marked by such a notable share in the city’s GDP, underscores its critical
function as an economic powerhouse and a focal point for both commerce and development
within the region (Figure 1).
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Figure 1. The district of Weinan City.

This study was centered on Linwei District for five reasons. First, Weinan City is
experiencing a significant developmental phase, and with the commercial space in Linwei
District expected to undergo substantial expansion, accurate forecasting and simulation
become critical to achieving a strategically distributed commercial layout. The growth in
the city’s GDP and retail sales accentuates the urgency of the planning. Second, Weinan
City’s strategic proximity to the metropolis of Xi’an, coupled with its burgeoning commer-
cial activity, positions it as an exemplar for urban commercial development. Its lessons
and models hold significant relevance for smaller- and medium-sized neighboring cities,
particularly those on the fringe of larger metropolitan zones. Third, Linwei District is repre-
sentative of the transformative effects of infrastructural investments on urban development.
The district has witnessed a surge in such investments, which have catalyzed local eco-
nomic activities and urban revitalization. This case study provided a unique opportunity to
analyze the impact of infrastructure on commercial space distribution and urban economic
health. Fourth, this district served as a microcosm for studying the integration of traditional
agricultural economies with modern commercial expansion. This interplay is crucial for
understanding how rapidly urbanizing regions can balance heritage with progress, making
Linwei District an ideal candidate for in-depth research into sustainable urban commercial
growth that respects and incorporates its agricultural roots. Lastly, the data accessibility
within China, which facilitated a thorough and detailed analysis of urban growth patterns
and commercial development strategies.

2.2. Study Data

This study utilized four primary data types: traditional data, geographic data, network
data, and image data. Traditional data comprised statistical yearbooks, development
bulletins, and city master plans from Weinan City’s government units. Geographic data
were mainly sourced from the National Geographic Information Resources Catalogue
Service System (www.webmap.cn, accessed on 12 July 2022), while network data included
point of interest (POI) data from www.amap.com and OSM road network data from Open
Street Map (www.openstreetmap.com, accessed on 12 July 2022). Image data consisted
of street view photos from Linwei District. For efficiency, these data were organized,

www.webmap.cn
www.amap.com
www.openstreetmap.com
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calibrated, and integrated into Arc GIS 10.4, with the final coordinate system unified to
WGS_1984_UTM_Zone_53N.

POI data were the most important data for this study, as it encapsulated the vital
locations that defined the functionality and vibrancy of urban life within the Linwei District.
These data were critical because it provided insights into the distribution and diversity
of services, amenities, and infrastructures. The acquisition of POI data was executed
through advanced Python scripts utilizing the requests and json libraries, which enabled
the dynamic collection of data from Amap’s location service APIs for the periods of 2023.
Linwei District POI data contained 44,034 points (Figure 2). There were eight categories, of
which administration had a total of 6399 data, business had a total of 22,886 data, education
had a total of 2088 data, medical had a total of 2465 data, office had a total of 3609 data,
residential had a total of 2256 data, tourism had a total of 192 data, and traffic had a total of
4139 data. All data were disseminated through the website.
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3. Methods
3.1. Backpropagation Neural Network

Data visualization within this study was meticulously carried out using ArcGIS 10.4,
which provided an intuitive platform for mapping and analyzing the geographical distri-
butions of data points. Concurrently, data analysis and model optimization tasks were
conducted using Python, which is a versatile programming language known for its ro-
bust libraries and frameworks that support complex data analysis and machine learning
algorithms (Figure 3).

In the realm of neural networks, the BP neural networks employed here were typically
structured with three layers: the input layer, the hidden layer, and the output layer. Each
node in the hidden layer was equipped with an activation function, which was crucial for
the network’s ability to capture non-linear relationships within the data. The use of BP
neural networks in this study was pivotal due to their proficiency in handling multilayered
learning processes, which was essential for the complex nature of urban data. The choice
to utilize a three-layer BP neural network structure was driven by the need for a balance
between simplicity and computational efficiency. A three-layer architecture provided
sufficient complexity to model non-linear relationships and interactions between variables,
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facilitating a clear understanding of how inputs influence outputs, which is essential
for practical applications in urban planning. The simplicity aided in maintaining model
transparency and interchangeability, which are crucial for stakeholders who depend on
the clarity of model findings. Additionally, more complex multi-layer networks increase
the risk of overfitting, where a model learns the noise in the training data rather than the
actual patterns, leading to poor performance on new, unseen data. A simpler three-layer
network mitigates the risk and requires less computational power and time to train, which
is vital given the large datasets typically involved in urban studies. Furthermore, adhering
to the principle of parsimony, or Occam’s razor, suggests selecting the simplest model that
sufficiently captures the underlying trends. This approach not only ensures a more robust
and generalized model but also aligns with empirical evidence that often finds three-layer
networks are adequate for effectively modeling complex phenomena.
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The operational flow of the BP neural network algorithm implemented in research
includes several critical steps designed to optimize the accuracy and reliability of the model
predictions. These steps are detailed as follows:

Identification and normalization of feature values: Initially, relevant feature values
were identified from the dataset, which involved selecting significant variables that influ-
enced the study outcomes. Subsequently, all data underwent normalization to ensure that
the neural network processed values on a comparable scale, which was fundamental for
achieving model stability and convergence during training.

Parameter setting for network training: After normalizing the data, the parameters
of the BP neural network, such as the number of neurons in each layer, the learning
rate, and the activation functions, were meticulously established. These parameters were
crucial, as they directly influenced the learning efficiency and the predictive performance
of the network.

Simulation and output evaluation: With the parameters set, the neural network was
trained on the data, and model predictions were generated. The output from the neural
network was then critically assessed against predefined accuracy metrics. If the output met
the set accuracy standards, a reverse normalization process was applied to transform the
data back to its original scale, facilitating the practical interpretation and application of
the results.

The methodical approach to data visualization, analysis, and neural network training
ensured that the study not only adhered to rigorous scientific standards but also yielded
actionable insights that could significantly influence urban planning and policy-making.

The BP algorithm is shown in Figure 3, which was actually given a training set
X = {(Ak, Bk)}n

k=1 to determine the X input neurons, Y output neurons, and Z output
neurons, where the threshold of neurons in the output layer is denoted by θi, the threshold
of neurons in the hidden layer is denoted by µj, the connection weights between the
input layer and hidden layer neurons are αnj, and the connection weights between the
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hidden layer and output layer neurons are ωji. The input of the hidden layer neuron is
k j = ∑x

n=1 anj Ak, and the input of the output layer neuron is li = ∑Z
j=1 wjibj, where bj is the

hidden layer neuron output, assuming that both the hidden layer and output layer neurons
used the sigmoid function. For the training set, the output of the neuron was

B̂k
l = f (li − θi) (1)

where f (li − θi) is the sigmoid function and the net i is the input to the neuron. The mean
square error (MSE) over the network is given by

Ek =
1
2∑Y

i=1

(
Âk

i − Ak
i

)
(2)

where Âk
i is the target output and Ak

i is the actual output of the network.
The BP neural network utilized an iterative approach to minimize the MSE through

the adjustment of weights and thresholds. This was done by updating the parameters using
the following general formula for each iteration:

ϑ←− ϑ + ∆ϑ (3)

∆wji = −η
∂Ek
∂wji

(4)

∂Ek
∂wji

=
∂Ek

∂B̂k
i
×

∂B̂k
i

∂li
× ∂li

∂wji
(5)

And
∂li

∂wji
= bj (6)

where ∆ represents the changes made to each parameter. Given the sigmoid activation
function, the derivative used in the backpropagation was

f ′(x) = f (x)(1− f (x)) (7)

Combining Equations (1) and (2) during the backpropagation phase, the weight
updates could be computed as follows:

gk = −
∂Ek

∂B̂k
i
×

∂B̂k
i

∂li
= −

(
B̂k

l − Bk
i

)
f ′(li − θi) = B̂k

l

(
1− B̂k

l

)(
B̂k

l − Bk
i

)
(8)

Collating all these equations from (1) to (8) helped in systematically updating the
model’s parameters during training, ensuring the model effectively learned from the
training data.

∆wji = ηgkbj (9)

where η is the learning rate. The same reasoning applies to obtain

∆θi = −ηgk (10)

ej = −
∂Ek
∂li
∗ ∂li

∂Ki
= −

Y

∑
k=1

∂Ek
∂li
∗ ∂li

∂bj
f ′
(
k j − µj

)
= bj

(
1− bj

) Y

∑
k=1

wji∗gk (11)

∆αnj = ηejXn (12)

∆µj = −ηej (13)

The reasoning extended similarly for biases and weights throughout the network,
systematically updating each according to the error correction calculated at each step of the
learning process. All the formulas of the BP neural network were programmed in Matlab.
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3.2. Eigenvalue Selection

The study area was segmented into unique square cells based on the range of a five-
minute living circle. Each cell was assigned a unique number, which enabled the spatial
correlation of the POI data. The POI data were sorted into eight functional categories:
tourism, medical, science and education, commercial, administrative, office, transportation,
and residential. Using the “spatial connection” tool in ArcGIS 10.4, each POI datum was
linked with spatially co-located cells, which allowed for the counting of each functional
POI in each cell.

The statistical distribution of the POI data indicates a correlation between commercial
POI and other functional POI. The Pearson product-moment correlation coefficient analysis
reveals a positive correlation when the coefficient is above 0, with values closer to 1
being stronger.

Based on the above, the commercial POI data generally showed high positive cor-
relation (>0.5) with seven categories (transportation, office, residential, administrative,
scientific, educational, and medical), implying a mutual influence in their numbers. No-
tably, the office function had a high correlation of 0.82 with the commercial function.
In contrast, tourism showed a weak correlation (~0.2) with other functions, indicating
minimal influence.

Consequently, the seven functions that demonstrated strong correlations were selected
as characteristic variables for further analysis and modeling within the study, highlighting
their importance in understanding the dynamics of urban commercial spaces.

3.3. Parameter Debugging

(1) Number of nodes per layer

Increasing the number of neuron nodes generally enhances the training effectiveness
of BP neural networks, effectively reducing the overall error in predictions (Figure 4). In
practical applications, the quantity of nodes is typically iteratively adjusted to optimize
network performance. In this case, after conducting 250 trials to refine the model, the
optimal network configuration was established as having 50 nodes in the input layer,
90 nodes in the hidden layer, and 90 nodes in the output layer. The specific configuration
demonstrated robust performance, achieving an R2 score of 0.7719 and a remarkably low
error rate of 0.0015, indicating a high degree of predictive accuracy and model reliability.

(2) Learning rate and momentum

The learning rate is a critical parameter in neural networks that directly influences the
magnitude of weight adjustments during training. Both excessively high and low learning
rates can negatively impact the performance of a backpropagation (BP) neural network,
leading to either erratic or insufficient updates to the model’s weights. Similarly, the
momentum parameter plays a pivotal role in determining the consistency of the gradient’s
direction across updates, enhancing the training process when consistent and moderating
updates otherwise. In our experiments, we conducted multiple tests on the BP neural
network, varying the momentum between 0.1 to 0.9 and adjusting learning rates from 0.01
to 0.1. Through these tests, we identified that the network achieved an optimal performance
with a momentum of 0.5 and a learning rate of 0.04, resulting in an R2 score of 0.7688
(Figure 5). This combination of learning rate and momentum was shown to be the most
effective in achieving a balance between the rapid convergence and stability of the learning
process. The learning rate, which is a crucial neural network parameter, influences the
weight changes’ magnitude. Both overly high and low learning rates adversely affect the
BP neural network. The momentum determines the consistency of the gradient direction,
boosting updates if consistent and reducing them otherwise. Multiple tests were conducted
on our BP neural network, with the momentum varying from 0.1 to 0.9 and learning rates
from 0.01 to 0.1. The optimal result with an R2 score of 0.7688 was achieved at a momentum
of 0.5 and a learning rate of 0.04.
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(3) Excitation function

In BP neural networks, excitation functions are utilized for non-linear processing.
While the output layer typically uses sigmoid as the default, this study tested various
combinations of excitation functions. After nine trials, the optimal configuration was
identified as tanh for the input layer and sigmoid for the output layer. This combination
yielded an R2 score of 0.6952 and an error of 0.0018 (Table 1).

Table 1. R2 score and error of excitation function.

Input Layer Hidden Layer Error R2

Sigmoid Sigmoid 0.006195 0.0238
Sigmoid Rule 0.003329 0.4171
Sigmoid Tanh 0.002153 0.6487

Rule Sigmoid 0.002409 0.5743
Rule Rule 0.002267 0.5972
Rule Tanh 0.001976 0.6877
Tanh Sigmoid 0.003035 0.5906
Tanh Rule 0.001943 0.6917
Tanh Tanh 0.001840 0.6952
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4. Discussion
4.1. Model Prediction and Output

To avoid an overlap between the training and prediction sets, the algorithm employed
a ten-fold cross-validation, which partitioned the data into ten subsets, each in turn serving
as a validation set while the remainder formed the training set. This approach reduced
the bias and prevented the training set from coincidentally resembling the data condition,
enhancing the reliability of the learning outcomes.

The BP neural network optimization model used the number of commercial POI
facilities in each grid as the dependent variable and other functional POI facilities as
independent variables.

The research adopted a grid-based approach, selecting square grids as the focal point of
study due to the convenience they offerred in conducting spatial analysis and the reliability
they provided in terms of data support. The study area was methodically subdivided into
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a grid of 1 km × 1 km squares using the fishing net tool, resulting in a comprehensive total
of 1097 individual units for a detailed analysis. This resulted in an optimized commercial
facility with an R2 = 0.7046, and an increase in the total number of commercial facilities
from 44,034 to 49,871.

Figure 6 displays the static density map of both the existing and optimized commercial
spaces, with the density of commercial facilities in each cell indicated. The optimization
results, which were categorized and visualized by the same criteria, were exported to
the field properties in the ArcGIS software. This revealed a prospective development of
commercial space in Weinan City’s center, which was focused around two agglomeration
points in a multi-core pattern, with commercial complexes propelling the growth. Such
a spatial representation not only encapsulated the current state but also forecasted the
evolution of commercial zones, signifying where growth is likely to intensify.
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The envisioned commercial expansion, as it unfurls along the main transportation
routes, commands a wider influence than the currently observed commercial footprint.
Significant developments are poised to stretch westward into the dynamic high-tech in-
dustrial development zone, as well as northward, bridging the river into the economic and
technological development zone, reflecting strategic foresight in urban commercial growth.

Figure 7 deftly superimposes the projected commercial facilities upon the existing
commercial landscape, spotlighting the strategic areas of Chaoyang Street and Lotian Street
at the heart of Weinan City’s center. Chaoyang Street is already home to sizable commercial
complexes, whereas Lotian Street, despite its paucity of large-scale commercial entities,
demonstrates a dense congregation of commercial activity.

These observations are astutely aligned with the principles of traditional agglomera-
tion theory and central place theory. Chaoyang Street and Lotian Street are identified as
nascent hubs of urban commerce, with Chaoyang Street already exhibiting a pronounced
degree of commercial clustering. The forecasted growth in commercial space dovetails with
the optimized projections, thereby affirming the validity of agglomeration tendencies and
central place theory within the urban planning context.
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4.2. Measures for the Development of Commercial Space

(1) Multi-center development

According to the optimization results, commercial space in Weinan City’s center
should be developed in a multi-center cluster, forming a spatial layout of “one primary and
two secondary” centers, as illustrated in Figure 8.
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The “primary” refers to the central group commercial area, which should continue
along its current development trajectory, enhance the quality of its regional commercial
facilities, and play a core driving role.
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The “secondary” centers consisted of the high-tech industrial development group
commercial center and the economic and technological development group commercial
center. The high-tech industrial development group commercial center was located in the
high-tech industrial development zone, in proximity to Xi’an City, and was a significant
layout area for the integration and development of Xi’an and Weinan Cities. The high-
tech industrial development group should revolve around Wanda Plaza, continuously
improving commercial facilities to spur the development of regional commercial space.

The economic and technological development group, which was located on the north
bank of the Weihe River, should focus on enterprise-centered commercial facilities, enhance
the degree of commercial facility aggregation, and establish a new commercial sub-center
to drive the development of commercial space within the economic and technological
development zone.

(2) Multi-axis development

According to the optimization results, commercial space in Weinan City’s center should
adopt a “primary and secondary” spatial layout along the development axes. Figure 9
illustrates these two development axes: one extending northward from the central group,
and the other westward.
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Commercial space development in central Weinan should primarily follow the west-
ward axis, given its superior infrastructure environment and rapid expansion rate. Priori-
tizing the westward development axis can also accelerate the integration process between
Xi’an and Weinan City, which aligns with the planning of the Xi’an metropolitan area.

While the region north of the central group possessed abundant land resources, es-
pecially across the Weihe River, its slower development rate made it a more suitable
secondary development axis. Although the development of commercial space across the
river is an inevitable trend, this area should serve as a complement to the main westward
development axis.

(3) Office space guides business development

The results from related studies show that the strongest correlation between the office
function POI data and commercial function POI data occurred in Weinan City’s central
urban area. This suggests that areas with a concentration of office spaces should also be the



Appl. Sci. 2024, 14, 3845 15 of 19

sites for commercial facilities. Thus, when planning commercial space development, the
central area of Weinan City should prioritize aligning with office spaces. This approach is
both effective and sensible.

As demonstrated in Figure 10, there was a considerable overlap between the concentra-
tion of office spaces and commercial spaces in the central cluster. This overlap will further
enhance the densification of commercial spaces. Meanwhile, in the high-tech industrial
development and the economic and technological development clusters, the office and
commercial spaces were somewhat distanced from each other. In these areas, the expansion
of commercial spaces should progressively move toward office spaces.
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5. Conclusions

The BP neural network algorithm, which was based on POI big data, was leveraged
to optimize the expansion of commercial space in the central urban area of Weinan City.
This study revealed key insights that significantly contribute to urban development and
commercial spatial planning research.

1. This study, which dissected the city into 1097 grid cells, utilized a sophisticated
machine learning model to refine the commercial landscape, yielding an R2 value of
0.7046. The optimization effectively increased the number of commercial facilities from
44,034 to 49,871, showcasing a marked progression in urban commercial optimization.
This positive trajectory underscored the viability and reliability of the data-driven
approach taken in research, thereby enriching the corpus of urban planning literature
with practical, data-backed insights for spatial planning.

2. Conforming to established urban economic theories, such as agglomeration theory
and central place theory, this study’s results delineated two principal clusters of com-
mercial agglomeration within the city’s downtown. The preferential expansion to the
north and west delineated a targeted direction for future commercial space develop-
ment, reflecting a broader pattern of urban spatial growth favoring agglomeration
economies. These outcomes not only resonate with previous findings in urban spatial
studies but also highlight the relevance of theoretical frameworks in decoding the
complexities of commercial space distribution.
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3. This research suggests a three-tiered optimization strategy for the commercial space
in Weinan City’s center, encompassing spatial structuring, a development trajectory,
and regulatory guidelines. It envisions a multi-centered spatial structure, advocates
for a multi-directional development axis, and prescribes adherence to a principle
where office space developments precede and inform commercial space expansions.
This holistic strategy offers novel insights into urban commercial space dynamics,
proposing a synchronized approach to commercial and office space development.

In summary, the commercial landscape in Weinan City’s center is poised for growth,
with an emphasis on multi-centric and multi-axis development strategies that are energized
with the progression of office spaces. The insights garnered from this study significantly
contribute to the formulation of nuanced urban commercial development plans and en-
hance the scholarly understanding of urban commercial space evolution.

However, this study was not without its limitations. The reliance on current POI data
may not fully account for future changes in urban dynamics, including evolving economic
conditions and policy shifts. Further research is needed to incorporate predictive models
that account for these variables and to explore the interplay between commercial space
development and other urban factors, such as residential patterns and public amenities.
Future investigations could also expand upon the integration of real-time data analytics
and the exploration of adaptive planning strategies that can dynamically respond to urban
growth patterns. These avenues will continue to refine the precision of urban planning and
contribute to the sustainable development of urban commercial spaces.
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