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Abstract: Recent research has delved into the biological parallels between deep neural networks
(DNNSs) in vision and human perception through the study of visual illusions. However, the bulk of
this research is currently constrained to the investigation of visual illusions within a single model
focusing on a singular type of illusion. There exists a need for a more comprehensive explanation of
visual illusions in DNNs, as well as an expansion in the variety of illusions studied. This study is
pioneering in its application of representational dissimilarity matrices and feature activation visual-
ization techniques for a detailed examination of how five classic visual illusions are processed by
DNNSs. Our findings uncover the potential of DNNs to mimic human visual illusions, particularly
highlighting notable differences in how these networks process illusions pertaining to color, contrast,
length, angle, and spatial positioning. Although there are instances of consistency between DNNs and
human perception in certain illusions, the performance distribution and focal points of interest within
the models diverge from those of human observers. This study significantly advances our comprehen-
sion of DNNs’ capabilities in handling complex visual tasks and their potential to emulate the human
biological visual system. It also underscores the existing gaps in our understanding and processing
of intricate visual information. While DNNs have shown progress in simulating human vision, their
grasp of the nuance and intricacy of complex visual data still requires substantial improvement.

Keywords: deep learning; deep neural networks; cognition; optical illusion; computer vision

1. Introduction

Visual illusions, as fascinating phenomena, have long been a hot topic in psychological
and neuroscience research. These illusions reveal the limitations and characteristics of the
human visual perception system in processing visual information [1,2]. Traditional studies
of visual illusions emphasize the subjectivity and complicated internal mechanisms of the
brain in processing visual stimuli [3,4]. These studies provide critical insights into how
the human brain interprets complex visual environments, aiding our understanding of
perceptual biases that may arise under various environmental conditions.

With the advent of deep neural networks (DNNSs), inspired by the structural and func-
tional aspects of the human brain, and the development of interdisciplinary approaches
combining neuroscience and artificial intelligence, researchers have begun to leverage
these computational models to simulate and probe into the brain’s processing of visual
information [5,6]. This mutual inspiration and influence signify an integrative evolu-
tion of neuroscience and Al, offering novel insights and innovative possibilities to both
fields (Figure 1A).

Particularly, convolutional neural networks (CNNs), a subtype of DNNs, have demon-
strated remarkable capabilities in a variety of visual tasks, mirroring the brain’s hierarchical
organization to manage complex visual patterns [7,8]. This synergy has not only deepened
our theoretical understanding of visual processing but also introduced fresh methodologies
for visual illusion studies. For example, employing DNNs to simulate visual illusions has

Appl. Sci. 2024, 14, 3429. https:/ /doi.org/10.3390/app14083429

https://www.mdpi.com/journal/applsci


https://doi.org/10.3390/app14083429
https://doi.org/10.3390/app14083429
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0001-5699-9659
https://doi.org/10.3390/app14083429
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14083429?type=check_update&version=1

Appl. Sci. 2024, 14, 3429 2 of 33

shed light on their utility in decoding facets of human visual perception, with some mod-
els exhibiting responses strikingly similar to human behavior [9-12]. Such comparisons
enrich our comprehension of the neural substrates underlying visual illusions and hint at
underlying computational principles that could be mimicked in visual systems [13,14].
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Figure 1. Interdisciplinary: Learning relationship between neuroscience based on human behavior
and deep learning. (A) Bidirectional interaction between deep neural networks, the brain, and human
behavior: Deep neural networks draw inspiration from the brain’s functions and attempt to imitate its
cognitive processes, while the brain uses its neuroplasticity to influence and control human behavior,
which in turn provides data and scenarios for cognitive understanding and behavioral modeling of
deep neural networks. (B) DNNs and the human brain are considered as two biologically similar
structures, exploring potential similarities in visual interpretation.

This burgeoning field intersection not only redefines our grasp of the human visual
system but also propels Al research forward, demonstrating that emulating the brain’s
visual information processing approach can lead to advanced visual cognitive functions in
AI [15,16]. Concurrently, it equips neuroscientists with innovative tools to dissect complex
visual phenomena [17,18]. However, the quest to perfectly replicate the nuanced and
diverse nature of human perception in DNNs reveals the models’ current limitations and
underscores the vast uncharted territories in both domains [19,20].

Despite deep neural network (DNN) strides in approximating human visual process-
ing, their application in exploring visual illusions remains surprisingly narrow, typically
confined to demonstrating the presence of illusions in isolated models. For instance,
Ward et al. (2019) [21] utilized DNNs for binary classification to discern the presence of vi-
sual illusions, identifying the possibility of illusion in the Miiller-Lyer illusion, yet failing to
demonstrate the presence of illusions in four other geometric visual illusions. This approach
underscores the limitations of relying on single models to test and explain phenomena,
given the plethora of brain-like DNN architectures available. Similarly, Sun (2021) [11]
observed visual illusions in the context of ImageNet but was unable to explain why these
illusions occur in DNNSs. These examples highlight the need for a more comprehensive
approach that encompasses multiple models and types of illusions to better understand the
phenomenon and its implications for both artificial and human vision.

Addressing this gap, our study pioneers the examination of 5 classic visual illusions—
color assimilation, Hermann grid, Miiller-Lyer, Zollner, and Poggendorff—through 12 DNN,
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utilizing the brain score and brain hierarchy score for evaluation [22-24]. These illusions span a
diverse array of visual processing facets, from color and light perception to spatial and geometric
interpretation, offering a rich landscape for assessing DNNs’ simulation capabilities.
Furthermore, through representational similarity analysis (RSA) and class activation
mapping (CAM) techniques, we delve into the intricacies of how DNNs recognize and
react to these illusions, comparing their feature attention mechanisms against human
perception [25-27]. Our exploration not only uncovers the internal dynamics of DNNs in
processing geometric visual illusions but also benchmarks different models” performances,
shedding light on both shared and unique aspects of human and machine visual perception.
Our study extends the insight on visual illusions in DNNs, demonstrating that while
significant strides have been made, the exploration to fully understand and replicate the
complexity of human vision is far from over. By broadening the scope of research to include
a wider range of illusions and employing a comparative approach across multiple DNN
models, we edge closer to unraveling the understanding of the human visual system.

2. Materials and Methods
2.1. Participant Characteristics

Thirteen male subjects (mean age = 27.08, sd = 2.6) were recruited for the visual illusion
experiment. All participants were confirmed to be free of color blindness and had normal
or corrected-to-normal vision. Moreover, to ensure a diverse understanding of visual
perception, none of the subjects had prior experience with the visual illusions experienced
in the experiment. This study was approved by the Human Research Ethics Committee of
Kochi University of Technology and followed the relevant guidelines and regulations. We
obtained written informed consent from all participants involved in the study.

2.2. Optical Illusions

Optical illusions are a key research topic in the field of visual perception, helping us
understand the workings and limitations of the human visual system. In this study, to
broaden the spectrum of investigated phenomena and contribute to a more comprehensive
understanding of visual illusions, we employed five classic visual illusions: color assimi-
lation, the Hermann grid illusion, the Miiller-Lyer illusion, the Zollner illusion, and the
Poggendorff illusion (Figure 2).

The color assimilation illusion, as shown in Figure 2A, showcases the influence of adja-
cent colors on our visual perception. This phenomenon is exemplified by the appearance of
squares in three distinct hues against a striped background. Conversely, the Hermann grid
illusion, presented in Figure 2B, features a grid pattern interspersed with white dots. At the
grid intersections, ephemeral dots emerge, unveiling our visual system’s approach to light
contrast and edge delineation. The Miiller-Lyer illusion (Figure 2C) employs lines termi-
nated by differing arrow configurations to illustrate the impact of contextual indicators on
length perception, whereby the inclusion of varied arrows modifies the perceived length of
a line. Similarly, the ZolIner illusion (Figure 2D) induces a perception of misalignment in
lines obscured by rectangles, underscoring our visual system’s challenges in discerning line
orientation and parallelism. The Poggendorff illusion (Figure 2E), meanwhile, engenders a
distorted perception of line angles contingent on arrow placement, shedding light on our
visual processing of spatial positioning and alignment. By studying these illusions, we
can gain a deeper understanding of the mechanisms of human visual perception and its
similarities and differences with DNNSs, especially in terms of color, brightness contrast,
size, and spatial relationship processing.
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Figure 2. Experiments with human subjects based on 5 geometric visual illusions. (A) Color assimi-
lation: 12 colored squares in alternating black, gray, and white striped backgrounds, divided into
3 depths. The task is to rank the similarity in color between the 3 depths and the square. (B) Hermann
grid: Flickering dot illusion with a black background and grid. The grid has 4 colors, with 5 different
dot sizes. The task is to select the perceived flickering dots. (C) Miiller-Lyer illusion: The illusion of
straight lines with arrows pointing outward and inward. The task is to adjust the length labels of
the two types of arrows to visually match the length of the straight lines with actual length labels.
(D) Zollner illusion: The illusion of arrows combined with two straight line. The task is to observe the
stimulus and adjust the perceived angle of the horizontal line to match the stimulus. (E) Poggendorff
illusion: The illusion formed by a black rectangle and straight lines. The task is to adjust the line
below the rectangle until it visually aligns with the line above.

Based on the variable factors of these five visual illusions, we set the parameters
for each (Figure 2, Table 1). For color assimilation, we used 12 colors based on the RGB
color wheel, with backgrounds of alternating black, gray, and white stripes which generate
three hues of original color(three different depths) for the square colors, totaling 36 stimuli.
In the Hermann grid illusion, we set five sizes of white dots (6~10) and five grayscale
levels (i = 1~5) from white to black, and four grid colors (red, green, blue, gray), totaling
100 stimuli. For the Miiller-Lyer illusion, we set lines of 200 to 380 pixels (20 increments)
with matching inward and outward arrows, totaling 20 stimuli. The Zollner illusion had
seven rectangle widths (120~240, interval = 20) and five angles (15°, 30°, 45°, 60°, 75°),
totaling 35 stimuli. In the Poggendorff illusion, we set six angles (30°, 40°, 45°, 55°, 60°,
75°), three arrow spacings (15, 25, 35), and line positions in three areas (%, %, %) (Figure 2E),
totaling 54 stimuli.

Table 1. The setting of the illusion’s experiment

Illusion Independent Variable Perception Total
Color Assimilation Color(12)/Depth(3) Ranking 36
Hermann-grid illusion Color(4)/Dot_size(5)/Gradient_depth(5) Option 100
Miiller-Lyer illusion Line_length(10) Adjustment 20
Zollner illusion Angle(5)/Rectangle_width(7) Adjustment 35

Poggendorff illusion

Angle(6)/ Arrow_space(3)/Position(3) Adjustment 54
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2.2.1. Stimuli and Procedures

The experiment was conducted in a dark room using an HP monitor (HP P244 23.8-
inch, refresh rate: 60 Hz, resolution: 1920 x 1080). The subjects’ head positions were
stabilized using a chin rest (Tobii Pro AB), ensuring the same viewing angle and distance
for all participants, 65 cm from the screen. Before the formal experiment, all subjects
underwent practice and testing, and were instructed to observe and adjust based on
visual perception only. The experiment was conducted using Matlab(vR2023a) and the
Psychtoolbox [28] (v3.0.19).

Stimuli for color assimilation, the Hermann grid illusion, the Miiller-Lyer illusion, the
Zollner illusion, and the Poggendorff illusion were presented in sequence, divided into
five groups with 5-min breaks in between. The experiment was controlled using ASD keys,
as well as the space and enter keys. Specific operations were as follows:

*  Color assimilation: Each round displayed a group of colored squares and corre-
sponding three depths with black, gray, and white striped backgrounds, with WASD
displayed as labels on the screen (Figure 2A). Subjects were asked to observe the
squares labeled ASD (corresponding to depths 1 to 3) and the original color on the
right, and rank them from the highest to the lowest similarity. The pressed space to
enter the next group.

*  Hermann grid illusion: 100 stimuli images were randomly displayed (Figure 2B),
with ASD corresponding to “Clear”, “Weak”, “None”. The subjects chose based on
their perception of flickering dots. They pressed the chosen option to proceed to the
next round.

e Miiller-Lyer illusion: Lines 200 to 380 pixels (20 increments) were randomly displayed
at the top of the screen. Below them, lines with inward or outward arrows of random
lengths were shown (Figure 2C). Subjects observed the lines and adjusted the length
of the arrowed lines using WASD; AD for larger adjustments (+10 pixels) and WS for
smaller adjustments (£1 pixels). They pressed space to proceed.

e Zdllner illusion: 35 stimuli were randomly displayed in the middle of the screen
(Figure 2D). In each round, a line parallel to (and at the same angle as) the line above
the rectangle was shown below it, randomly positioned along the bottom of the
rectangle. Subjects adjusted the lower line’s position until it visually aligned with
the upper line. AD is for larger adjustments, WS is for smaller. They pressed space
to proceed.

* Poggendorff illusion: 54 stimuli randomly appeared at the top of the screen, with
two parallel, horizontal lines below them (Figure 2E). Subjects adjusted the angle of
the lower lines based on the perceived angle of the line in the upper stimulus. They
pressed ENTER to switch the control between lines. AD is for larger adjustments
(£0.1°), WS is for smaller (£0.02°). Adjustments were optional; they pressed space
to proceed.

2.2.2. Brain-like Deep Neural Networks

In this study, we aimed to bridge the gap between artificial intelligence and human
cognitive science by focusing on the functional mapping relationship between deep neural
networks (DNNs) and the human visual ventral pathway [23]. The high similarity between
CNNss and the human early visual cortex in terms of regional mapping correlation reveals
the similarity between the advanced layers of DNNs and the advanced regions of human
brain visual processing in terms of visual recognition and understanding. This perspective
provides a theoretical foundation for us to comprehensively evaluate the ability of DNNs in
simulating the human visual system by considering both brain hierarchy (BH) scores [24]
and brain score [22,23] rankings. A basic DNN model can be represented as a series of
layers, each being a nonlinear transformation of the previous layer. The specific expression
of DNNs can be represented as follows:

hy = o(Wix + by) (1)
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y = o(Wyhy_1+by) (4)

Mapping

Optical illusion images

nputF

Human perceptual images

where:

*  xisthe input vector.

*  h;is the output of the ith hidden layer.

*  W;and b; are the weight and bias of the ith layer, respectively.
* ¢ is the activation function, such as ReLU or Sigmoid.

*  yis the output vector.

We selected models with a single-path sequential feedforward architecture and exten-
sive spatial integration features proposed based on BH scores (Figure 3), such as the Incep-
tion series (Inception_v3 [15], Inception_v4 [15]), AlexNet [7], and VGG series [8] (VGGL16,
VGG19). At the same time, for a more comprehensive perspective in evaluation, we also
considered the ResNet and DenseNet series with high brain score rankings (including
ResNetv2_50 [29], ResNetv2_101 [29], ResNet152 [16], ResNext_v2 [30], DenseNet121 [31],
DenseNet169 [31], DenseNet201 [31]). This selection method is aimed at balancing two
important but sometimes contradictory scoring systems: BH scores focus on assessing
the brain-like characteristics of the model in hierarchical processing, while brain score
evaluates the model’s similarity to the brain across multiple dimensions, including but not
limited to image recognition capabilities. Brain score measures the overall ‘brain-likeness’
of a model by its alignment with neural and behavioral measurements, thereby providing a
comprehensive assessment of the model’s ability to simulate the human brain’s processing
of visual information.

PP® = u v2 0y

Input Layer Hidden Layers Qutput Layers -
Deep Neural Networks

Figure 3. Brain-like deep neural networks and mapping relationships.

These models were deployed utilizing PyTorch’s torchvision package (v0.11.2) and the
timm package [32] (v0.6.11), facilitating standardization and accessibility while harnessing
PyTorch'’s efficiency and adaptability. These pre-trained models were trained on large
image datasets (such as ImageNet [33]), which not only saved substantial training resources
but also performed excellently in simulating human visual processing tasks due to their
optimization in processing a rich array of visual features.

Table 2 shows the pre-trained weights and total model parameters of each model.
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Table 2. Models and Parameters

Models Pre-Trained Dataset Package Parameters (Millions)
AlexNet IMAGENETI1K Torchvision 61.10
VGG16 IMAGENET1K Torchvision 138.36
VGG19 IMAGENET1K Torchvision 143.67
ResNetv2_50 IMAGENET1K Timm 25.55
ResNetv2_101 IMAGENET1K Timm 44.54
ResNet152 IMAGENET1K Torchvision 60.19
ResNext101 IMAGENETI1K Torchvision 88.79
Inception_v3 IMAGENET1K Timm 23.83
Inception_v4 IMAGENET1K Timm 42.68
DenNet121 IMAGENET1K Torchvision 7.98
DenNet169 IMAGENET1K Torchvision 14.15
DenNet201 IMAGENET1K Torchvision 20.01

2.2.3. Representational Dissimilarity Matrices

We utilized representational dissimilarity matrices (RDMs) as a novel approach to
analyze and compare the response patterns of human behavioral data and deep neural
networks (DNNs) when processing the same visual inputs. This method allows for a direct
and quantifiable comparison between human and artificial visual processing, highlighting
both similarities and discrepancies in their interpretation of visual stimuli.

Initially, we collected human response data to specific visual stimuli, reflecting behav-
ioral response patterns when observing different images. Subsequently, the same visual
stimuli were input into DNNSs to obtain the network’s responses to these stimuli. This
step is crucial as it allows for a direct comparison between human and model perception.
RDMs are constructed using Euclidean distance, extracting feature vectors from the last
layer before the classification layer. The Euclidean distance (L2 distance) between different
feature vectors is calculated to construct the matrix. Considering the differences among the
five visual illusions in the experiment, unconventional RDMs were constructed for three
of the illusions, separate from color assimilation and the Hermann grid illusion. That is,
feature vectors of both stimulus images and adjusted perceptual images were extracted,
where the horizontal and vertical axes correspond to stimulus images and perceptual
images (perception data adjusted after observation by human subjects).

The construction of specific RDMs is as follows:

*  Color assimilation: A 48 x 48 RDM composed of 12 colors.

e Hermann grid illusion: A 25 x 25 RDM for each color, corresponding to different
parameter combinations.

¢ Miiller-Lyer illusion: A 10 x 10 RDM, based on the direction of arrows in perception data.

e Zollner illusion: A 54 x 54 RDM, based on stimulus images and adjusted perceptual images.

*  Poggendorff illusion: A 35 x 35 RDM, also based on stimulus images and adjusted
perceptual images.

Overall, the construction equation for RDMs is expressed as follows:

i = | (fik — fir)? (5)

k

RDM

where RDM,;; represents the distance between the ith and jth rows in the matrix, fj and fj
are the values of the ith and jth feature vectors in the kth dimension, respectively.

By computing RDMs, we can compare these responses in a multidimensional space.
Each RDM represents the differences between a set of stimuli and perceptual images, cal-
culated based on either human behavioral responses or DNN outputs. This enables us to
intuitively observe similarities and differences in processing the same visual information
between humans and DNNSs, including how they handle visual illusions compared to
standard perceptual processing. Furthermore, by analyzing RDMs, we can explore the
capability of DNNs in simulating human visual cognition, especially in handling complex,
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variable, or ambiguous visual information. The effectiveness of RDMs in distilling com-
plex, high-dimensional data into a comprehensible, two-dimensional format provides a
clear visual indication of whether the DNN’s internal representations align with human
susceptibility to visual illusions. This analysis not only enhances our understanding of
human visual processing mechanisms but also provides guidance for improving and opti-
mizing the design of DNNs. By drawing closer parallels or distinctions with human visual
processing, especially in identifying illusion-like phenomena within DNNs, we can gain
insights into the underlying mechanisms.

2.2.4. Cam Visualization

To further understand the internal mechanisms of the network, and to draw parallels
with human visual processing we utilized class activation mapping (CAM) visualization
techniques, including Grad-CAM and Grad-CAM-++ with their guided backpropagation,
to explore the internal decision processes of deep neural networks (DNNs) in processing
visual information. These techniques enable us to generate heatmaps of images, showing
the areas of focus when the network makes decisions. The specific equation is as follows:

L&anm = ReLU (Z wg A ) (6)
k

where:

*  wj is the importance weight of category c for feature map AX.

e AFis the kth feature map of a specific convolutional layer.

¢ The ReLU function is used to retain features that positively influence category c and
remove features that have a negative influence.

2.2.5. Proposed Visualization

We also combine RDM and CAM as new frames to clearly show the proposed visual-
ization method. The integration equation for combining RDMs and CAM is conceptualized
as follows:

Vintegrated (¥) = FRDM(D(x), P(x)) ® GCAM(L(x,c)) 7)
where:

*  xrepresents the input visual stimulus.

*  D(x)and P(x) denote the feature vectors derived from DNNs and human perceptual
data, respectively, for the input x.

e FRDM(+) calculates the representational dissimilarity matrix for the given pairs of
feature vectors, representing the multidimensional quantitative dissimilarities.

e L(x,c) signifies the activation maps for category ¢ when processing input x through
a DNN.

e GCAM(-) generates the CAM heatmap based on the activation maps, highlighting
regions of interest for the specific category.

*  ® represents an operation that overlays or integrates the dissimilarity information
from RDMs onto the spatial heatmap generated by CAM, thus combining multidi-
mensional dissimilarity with spatial attention cues.

3. Results
3.1. Color Assimilation

Color assimilation [34] refers to the perceptual changes in the hue of a color square
when positioned against various backgrounds. Specifically, when the square is placed
against backgrounds comprising black, gray, and white stripes, this leads to distinct vari-
ations in color perception. Based on the square’s location relative to these backgrounds,
it shows three color hues in the base color. Consequently, we have categorized the three
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positions of the square against the background as depthl, depth2, and depth3, as illustrated
in Figure 2A. This section presents participants’ perceptual rankings of three distinct color
depths (labeled as depthl, depth2, and depth3 in Figure 2A) across a wheel of 12 colors
and the DNN performance in ranking these three depths in 12 colors.

The data from participants, who observed a square of 12 colors and their corresponding
three depths and then ranked the depths, are presented as average frequencies, as shown
in Figure 4A, where each depth of the 12 colors corresponds to a specific ranking. These
rankings reflect the perceived similarity between the color depth and the original color.
A larger number on the axis indicates that the color depth is more similar to the color of
the square. The results show that all colors ranked highest at depth2, suggesting that this
depth is visually closest to the original color. Overall, the frequency of rankings is primarily
concentrated in two configurations: depth (231) and (213).

In the color assimilation test involving the 12 models for the 12 colors, we extracted
the feature vectors for each primary color and its corresponding color depth from the last
convolutional layer of each model. We then calculated their L2 distances to assess their
similarity. Based on these similarity data, we also conducted a ranking classification, as shown
in Figure 4B. The ranking order presents six different combinations of depth ranking, with
each number representing a color depth. Figure 2B shows the distribution of color rankings
for each model. According to the high-frequency human rankings depth (231) and (213), only
ResNetv2_101 [29] and VGG16 [8] show higher frequencies in these two rankings. In addition,
the most frequently occurring ranking across all models is “312”.

We also presented the representational dissimilarity matrix (RDM) [25] heatmaps of
12 models for the 12 colors (Figure 5). The darker the color in the heatmap, the higher the
similarity. Each color corresponds to the original color square and its depths from depthl to
depth3, forming a 4 x 4 matrix. From the heatmap, it can be observed that ResNet_v2 with
“pre-activation” architecture exhibits deep red across almost all areas, indicating that this
model may not be particularly sensitive to color. Similarly, VGG16, despite its similarity
in human perceptual rankings, also displays this characteristic. In contrast, other models
within the ResNet series demonstrate more pronounced color differentiation capabilities,
especially outside the heatmap’s diagonal regions.

Among the colors in the high-frequency human ranking depths (231) and (213), green
appeared most frequently across the 12 models. We visualized the different depths of green
using CAM (class activation mapping) [26,27] to explore the network’s decision-making
and feature preferences. As shown in Figure 6, most models focused, to some extent, on
the inner color square, but VGG16 and VGG19 were exceptions. ResNext101 [30] focused
on the features of the entire square at each color depth. Other models showed a preference
for focusing on the features of the square’s edges or certain middle areas. Moreover, the
most frequently occurring red color also showed a similar pattern across the 12 models
(see Figure A1), but with more models tending to focus on the middle area and edges of
the square. Additionally, as can be seen from Figure 4C, at the shallow layers (primary
modules), all models showed a high frequency of depth (132) ranking. However, as the
depth of the network increased, the models began to show rankings of multiple different
depths, indicating that models have different color sensitivities at various depths.
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Human perceptual ranking of Color Depths Across Different Colors
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3.2. Hermann Grid Illusion

The strength of the Hermann grid illusion is categorized into three clarity levels: clear,
weak, and none. The illusion is associated with four colors, as well as five point sizes and
five color gradient depths (ranging from white to black). The gradient depth is denoted
from p(1) to u(5) to show the depth of the color of the point. y(1) is white and p(5) is black.
As shown in Figure 7A, the results indicate that the perception of flickering dots is the most
intense within the white gradient depths from (1) to u#(3). Flickering dots are perceived at
the (1) depth in all four colors. As gradient intensity increases, the perception of flickering
dots gradually weakens, with green grids showing the most significant perception from
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u(1) to u(3). Additionally, an increase in the dot size also leads to a weaker perception of
flickering dots. Participants report that the perception of “Weak” flickering dots resembles
that of gray dots, but less clear than the “Clear” level.

A Stacked Bar Charts of Response by Dot Size and Depth Combination
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Figure 7. Behavioral data distribution of the Hermann grid, perceptual testing in DNNs. (A) Dis-
tribution of the intensity of flickering dots in the Hermann grid for different colors as perceived
by subjects. (B) Representational similarity changes in the model for the Hermann grid based on
u(1)/Dot_size(6), under different grid colors and gradient depth changes.
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Subsequently, 12 deep neural networks (DNNSs) processed these four colors of grid
images, and experiments were conducted. Using the z(1) depth (dot size 6) of the four colors
as a baseline, the L2 distance of feature vectors was calculated for other gradient depths and
dot size combinations of the same color compared to the baseline. As illustrated in Figure 7B,
all 12 models initially showed an upward trend as the gradient intensified from white to
black. However, a downward trend subsequently appeared in gray grids across all models.
Generally, as gradient depth increased and white transitioned to black, the similarity
decreased, i.e., L2 distance increased, usually in a monotonic presentation. However, it was
observed that the trend was not unidirectional (only increasing or decreasing) but exhibited
a more complex pattern with increasing gradient depth. The downward trend suggests
that the models might have made judgments similar to flickering dots, and the slope of the
decline could reflect the perception intensity of flickering dots. It is evident from the graph
that the flickering dot perception was most pronounced in gray grids, while green and red
grids (to a lesser extent) also showed similar perceptions. In contrast, blue grids showed
almost no perception of flickering dots. Specifically, Inception_v4 displayed a decreasing
and then increasing trend in green grids, possibly indicating a judgment similar to “Clear”
but weaker than black flickering dots. A similar trend was also observed in the gray grids
of DenseNet121 [31] (dot sizes 7 and 8) and ResNetv2_101. Under different dot sizes, the
trend showed a positive correlation; the larger the dot size, the weaker the perception of
flickering dots. Overall, the 12 models exhibited diverse perceptions of flickering dots in
the four colors of grids, with most models showing weaker perception (lower slope). In the
DenseNet series, flickering dot perception in gray, red, and green grids was more marked.

We then developed a representational dissimilarity matrix (RDM) for each color grid,
as depicted in Figures 8A and A2-A4, following the Kriegeskorte method (2013) [25]. Anal-
ysis of these RDMs revealed structural similarities across the four color grids, with distinct
variations in representational similarity across different gradient depths. Specifically, within
the gray grid’s RDM, we identified distinct rectangular areas showing heightened similarity
at intermediate gradient depths, notably between 1.(3) and u(4). This pattern suggests that
these gradient depths may trigger a flickering dot perception in the models. Interestingly;,
as representational similarity increased between y(4) and yu(5), the models’ flickering dot
perception appeared to diminish, indicating a nuanced shift in perception with changing
gradient conditions. For the blue grid, a high level of representational similarity was
observed at shallower gradient depths, which might account for the reduced presence
of flickering dots. Conversely, the other color grids exhibited fewer high-similarity areas
at the shallowest gradients, y(1) and p(2). Specifically, models from the AlexNet [7] and
VGG series [8] demonstrated increased similarity in the lower right corner of their RDMs,
suggesting a potential decrease in sensitivity to color grid variations. Meanwhile, models
from the DenseNet series [31] showed distinct low similarity regions in the lower left and
upper right corners of the gray grid’s RDM, indicating a more nuanced and differentiated
processing of color grids across gradient depths.

In Figure 8B, the feature tendencies of different models when processing Hermann grid
illusion images are displayed [26,27]. Through Grad-CAM analysis, it was found that VGG
series models mainly focus on each intersection of the grid image, while models performing
better in flickering dot perception, such as the DenseNet and Inception series, tend to focus
more on the edges of the grid and show weaker feature preferences for the middle dots.
In contrast, the AlexNet model’s focal points are concentrated on the fence-like structures
formed between the dots. When analyzed with Grad-CAM++, models that effectively
identified flickering dots tended to focus on features of squares and intersections inside the
grid, while those with weaker or no clear performance in perceiving flickering dots showed
almost no significant changes. Subsequently, tests were conducted on the performance
of flickering dot perception at different network depths, as shown in Figure 9. Using the
image of (1) depth with dot size 6 as a baseline, the impact of dot size changes at different
network depths on L2 distance was calculated. The graph shows that—at the same network
depth—changes in dot size had almost no effect on L2 distance. However, as network
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depth increased, the non-monotonic change trend became more pronounced in deeper
networks, possibly reflecting a significance in processing similar to human perception of
flickering dots at deeper network levels.

Inception_v3
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RDM for Grid usion - ey ROM for Grid lusion - grey. H
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Figure 8. RDMs of DNNs under different colored grids, class activation heatmap for the gray grid.
(A) Horizontal and vertical axes represent four grid colors, each corresponding to a combination
of dot size and gradient depth. Darker colors indicate higher representational similarity. (B) Class
activation heatmap for gray, the most prominent color for flickering dots in DNNs. Class activation
heatmaps for the other three colors are in Figures A2-A4.
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Figure 9. Perceptual performance of flickering dots at different network depths in DNNs.
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3.3. Miiller-Lyer Illusion

After collecting data on participants” perceived lengths of lines in the Miiller-Lyer
illusion [35], we quantified the degree of visual illusion, which is the difference between the
perceived length and the actual length. As shown in Figure 10A, significant differences in
the degree of visual illusion were observed between inward-pointing arrows (represented
by light green bar graphs) and outward-pointing arrows (represented by pink bar graphs)
under different length standards. Specifically, the visual illusion caused by outward-
pointing arrows was positive, whereas that by inward-pointing arrows was negative. This
means that visually, lines with outward-pointing arrows seemed shorter than their actual
length, while lines with inward-pointing arrows appeared longer. In other words, to
visually match the actual length standard, lines with outward-pointing arrows needed to
be adjusted longer than their actual length, and those with inward-pointing arrows shorter.

We calculated the Euclidean distance between the feature vectors of the perceived
lines of inward and outward-pointing arrows after adjustment by users and constructed a
representational dissimilarity matrix (RDM) [25], as shown in Figure 11A. The horizontal
axis of the RDM represents lines with outward-pointing arrows, and the vertical axis
represents lines with inward-pointing arrows. All lines correspond to the average perceived
lengths after adjustment, meaning the perceived lengths visually equaled the actual lengths.
The results showed that DenseNet169/201, VGG16/19 exhibited high similarity at the
diagonal, indicating these networks’ highly similar representations of perceived lines with
inward and outward-pointing arrows, reflecting a human-like performance in the visual
illusion of length variation. In Figure 11B, a control group was similarly set up, with the
axes still representing lines with outward- and inward-pointing arrows. However, here,
the line lengths corresponded to actual length labels, e.g., a length label of 200 indicating
an actual length of 200. Interestingly, apart from ResNetv2_50, other networks that showed
human-like visual illusions exhibited shifts above the diagonal. This indicates that even
with lines of the same length, the addition of opposite arrows led the models to make
different length judgments, i.e., produce visual illusions. This further confirms the human-
like perception performance of the models at the diagonal in Figure 11A. Under variations
in network depth (Figure 10C), the perceived lines matched the actual lengths of the control
group (right side), generally maintaining a similar trend, further indicating the models’
human-like perception in visual illusions.

When applying the visual CAM method [26,27], models that exhibited visual illusions
were observed in Grad-CAM and Grad-CAM++ to focus on features of both the line itself
and the arrows (Figure 10B). The focus was mainly on the overall or partial features of the
arrows and the line, with some attention to the line in the middle area. In contrast, models
that did not exhibit visual illusions mostly focused only on the arrows or the line and the
overall features of the image. This difference indicates the cause of the models’ perception
of the Miiller-Lyer illusion.

3.4. Poggendorff Illusion

In the Poggendorff illusion [36] experiment, participants were asked to adjust the
position of the lower line to visually align with the upper line, while observing different
angles of the upper line and different widths of rectangular covering. The perceived
position of each participant was recorded and averaged against the actual position. As
shown in Figure 12A, the greater the angle between the upper line and the rectangular
covering, the smaller the position deviation. As the width of the rectangular covering
increases, the actual distance deviation at each angle fluctuates slightly, but the deviation
at an angle of 15 degrees shows a more significant change. Overall, participants tend to
adjust the line to the left to achieve visual alignment of the line.
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Figure 10. Distribution of perceived length in the Miiller-Lyer illusion, class activation heatmap for
perceived length testing, L2 distance changes at different network depths. (A) The difference between
perceived length and actual label length as observed by subjects. Pink represents arrows pointing

outward; light green denotes inward. The vertical axis shows the average actual difference. (B) Class

activation heatmap of straight lines with inward and outward arrows under perceived length groups in

DNN:Ss. (C) The left graph shows representational similarity changes between perceived length groups
and actual length groups at different depths in DNNSs; the right graph denotes the control group.
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Figure 11. Representational dissimilarity matrix of perceived length groups and control groups
in DNNSs. (A) The horizontal axis represents straight lines with outward arrows; the vertical axis
represents inward arrows. All line lengths correspond to their respective average perceived lengths,
darker colors indicate higher representational similarity. (B) The horizontal axis denotes outward
arrow lines; the vertical axis denotes inward. All line lengths correspond to their actual length labels,
darker colors indicate higher representational similarity.

Based on the average deviation values of the position, we regarded them as the per-
ceived images after user adjustment. Then we extracted feature vectors between the actual
position images of the true lines and perceived images in the last convolutional layer of
the 12 models, calculating Euclidean distances to construct a representational dissimilarity
matrix (RDM) [25], as shown in Figure 12C. Surprisingly, all models showed high similarity
along the diagonal. The difference was that each model’s RDM near the diagonal presented
multiple parallel lines of high similarity. Combined with the visualization heatmaps based
on the CAM method (Figure 13) [26,27], the VGG series and AlexNet all showed feature
tendencies towards the lines, as did Inception_v3 and ResNet152. Other models tended
to focus on the rectangle or the overall image. Correspondingly, those models focusing
on line features in the RDM showed multiple clear parallel lines of high similarity apart
from the diagonal, with lower similarity in other areas. In contrast, models not particularly
focusing on line features in the RDM presented multiple areas of high similarity, with
weaker similarity outside the diagonal. Although the high similarity of all models along
the diagonal indicates human-like judgments of visual illusions, these differences reflect
whether the models truly focus on and understand the visual illusion phenomena in the
images. Additionally, in the Euclidean distance analysis at different depths (Figure 12B), as
network depth increased, deeper networks typically showed lower similarity values com-
pared to shallower networks, possibly indicating a more complex mechanism of judgment
of visual illusions at deeper levels of the models.
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The exploration of the Poggendorff illusion highlights the sophisticated capability of
DNNs to approximate human visual illusion perception, albeit with notable differences in
sensitivity and processing depth. The alignment of DNN responses with human percep-
tion trends, particularly in terms of line adjustment and position deviation, underscores
the models’ potential in simulating human visual processing. However, the variance in
representational similarity and focus points across models underscores the importance
of model-specific adjustments and enhancements to more closely replicate human visual
illusion experiences.
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Figure 13. Class activation heatmap of DNNs for images of perceived positions of lines and rectangles
at a 30-degree angle.

3.5. Zollner Illusion

In the Zollner illusion [37] experiment, participants adjusted angles to reflect their
degree of visual perception, thereby indicating the strength of the illusion. These adjusted
angles were averaged and shown in Figure 14A, the average perceived angles varied under
different arrow spacings and angles. The perceived angles were larger, typically exceeding
0.5 degrees when the arrow angles were 30 and 40 degrees. For other angles, the perceived
angles fluctuated around 0 degrees, indicating almost no visual illusion. Additionally, the
perception of the lines in different areas of the arrows (ABC in Figure 14A) also showed
differences. Generally, the perceived angles of the lines were relatively larger at the middle
position of the arrows (position 2 in Figure 2D, A in Figure 14). The perceived angle values
of the two lines showed almost completely opposite trends, with similar magnitudes.

Then we generated perceptual images by using these averaged perceived angles,
which were then compared with the stimulus images through a representational dissimi-
larity matrix (RDM) analysis [25]. As shown in Figure 14C, high similarity was observed
at the diagonal in all 12 models. However, visualizations generated through the CAM
method (Figure 15) [26,27] indicated that almost all models highly focused on the overall
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combination of arrows and lines, rather than the lines alone. The diagonal similarity in
the RDMs of these models suggests that there are differences between the stimulus and
perceived images as a whole, and these differences are also reflected in the CAM heatmaps,
showing the comparison and perception of the overall images rather than angles. In terms
of the Zollner illusion, this does not conclusively prove that deep neural networks (DNNs)
exhibit visual illusions. In Figure 14B, we observed that the overall trends at different
network depths were similar to those of the Poggendorff illusion (Figure 14B), which might
indicate that deep neural networks are more sensitive to the physical distance of lines
rather than angular differences.
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axis corresponds to stimulus images; the vertical axis corresponds to perceived angle images; darker
colors indicate higher representational similarity.



Appl. Sci. 2024, 14, 3429

23 0of 33

gradcam

gradcam-+

gradcam

gradcam

gradcam

AlexNet

DenNet169 Inception_v3

ResNetv2_101 ResNext101 Vgg19

ol ol EREl

Figure 15. Class activation heatmap of DNNs for stimulus images of arrows at a 15-degree angle.

4. Discussion

In this study, we utilized representational similarity analysis (RSA) and class acti-
vation mapping (CAM) visualization methods to delve into how brain-like deep neural
networks (DNNs) respond to and process various visual illusions. We observed that DNNs
display both similarities and differences with the human visual system in processing colors,
contrasts, lengths, angles, and spatial relationships. For example, the high representational
similarity of VGG19 RDMs constructed based on human perceptual data and stimulus
data shows that DNNs produce length variation patterns similar to those seen in humans
(Figures 11A,B). Also, the clear difference in the color ranking distribution of all DNNs
in Figure 4B highlights the differences and gaps between DNNs and human perception.
Specifically, by analyzing perception data from color assimilation, Hermann grid, Miiller-
Lyer, Zollner, and Poggendorff illusions (as shown in Figure 4 and Table 1), we evaluated
whether DNNs exhibit responses similar to humans. RSA revealed the sensitivity of DNNs
to specific features or patterns that might cause visual illusions. Post hoc interpretability
methods like Grad-CAM or Grad-CAM++ helped us identify and visualize specific regions
of interest that DNNs focus on while processing these illusions. Our experiments suggest
that DNNs can certainly exhibit responses similar to human visual illusions. Particularly in
Miiller-Lyer and Poggendorff illusions, the high diagonal similarity in RDM and unified
areas of attention revealed unique mechanisms in the model’s decision-making process
regarding visual illusions (see Figures 8B, 9, 10C and 11). However, in the ZolIner illusion,
despite the high representational similarity, CAM visualizations showed that models fail to
comprehend angular differences and only focus on the whole (see Figure 15), highlighting
the limitations of DNNs in processing visual information. In the color assimilation experi-
ment, some models were able to simulate human-like perception rankings (as shown in
Figure 4), demonstrating DNNs’ capability in simulating basic visual processing. However,
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in the analysis of the Hermann grid illusion, we found that the models’ response patterns
were non-monotonic, and the distribution of visual illusion responses significantly differed
from human perception (see Figure 7), highlighting the limitations of DNNs in simulating
complex visual phenomena.

Previous studies on topics like the brain score [22,23] and the brain BH score [24] have
shown the potential for deep neural networks in simulating the human brain. As models
that emulate the visual ventral stream, the architectural differences of DNNs significantly
affect their effectiveness in visual tasks. These differences are reflected not only in the
perception of visual illusions but also in how networks process complex visual information.
The BH score emphasizes that networks with simpler, more uniform structures, such as
AlexNet [7] and VGG series [8], have relatively higher brain-like indices. However, in
the brain score, which combines brain-like scores from V1 to IT areas, these models rank
lower compared to some like residual networks or deeper networks. Considering that deep
neural networks (DNNs) pre-trained on large image datasets have been used to mimic
human brain learning patterns, this study selects 12 pre-trained models (Figure 3), taking
both standards into account.

Further analysis suggests these differences may stem from varying model architec-
tures. For example, the VGG series, with a higher BH score, excelled in illusions involving
length and spatial positioning but struggled with more complex image structures (like grid
images or color assimilation features), focusing only on single-point features or rectangle
edges (see Figures 6, 8B and A1-A4). This is likely due to the VGG series” architecture
focusing on consecutive convolution operations, making it proficient in processing single-
dimensional shape features. However, this structure is limited when facing complex image
structures, as it focuses only on single-point features or rectangular edges and is unable
to fully capture subtle color changes. The Miiller-Lyer illusion, involving distortion in
length perception where angles between lines affect length judgment, saw VGG16 and
VGG19 performing well, effectively revealing their understanding of length and spatial
relationships by focusing on the combination of arrows and lines. The more structurally
simplistic AlexNet did not show significant visual illusion responses. In contrast, the
higher-ranking brain score ResNet series showed high representational similarity between
different colors in the color assimilation experiment (see Figure 4). This might be due to
the pre-activation modules in ResNet architecture, allowing effective feature transmission
at deeper levels but possibly reducing sensitivity to color details. In the Hermann grid
experiment, all ResNet models [16,29,30] showed only weak responses to gray grid flicker-
ing dots, reflecting limitations in processing complex visual information. However, in the
Poggendorff illusion, ResNet152, with its deep network and complex feature extraction
capabilities, successfully focused on line features in the feature heatmap, demonstrating
its advantages in processing certain visual illusions. The DenseNet series [31] showed
increasing representational dissimilarity in color assimilation with increasing architectural
size, possibly due to DenseNet’s dense connection strategy effectively capturing subtle
color changes. However, despite some level of visual illusion response in Hermann grid
and Miiller-Lyer illusions, DenseNet’s performance in the Poggendorff illusion was not
significant, suggesting limitations in processing more complex spatial relationships. The
Inception series [15] showed varied performance in color assimilation and Hermann grid
illusions. For instance, Inception v3 performed better than v4 in the Hermann grid illusion,
possibly due to its modular design being more adapted to this specific task. However, in
the Miiller-Lyer illusion, neither showed significant visual illusion responses, possibly due
to limitations of the Inception models in processing length and spatial positioning. In the
Poggendorff illusion, v3 showed more focus on line features than v4, possibly indicating
its stronger capability in processing visual illusions.

To understand the internal mechanisms of DNNs, we conducted a detailed analysis of
12 models at 6 different depth levels. In the color assimilation experiment, these models
showed a consistent color processing pattern at the primary layer (see Figure 4C, depth 1),
indicating similar color recognition strategies in early processing stages across different
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models. Notably, this early layer similarity might reflect a shared foundational mechanism
in color processing, analogous to findings by Gomez-Villa et al. (2020) [38], who observed
that CNNs trained for low-level visual tasks demonstrate human-like responses to bright-
ness and color illusions. However, they also highlighted a divergence in illusion perception
between CNNs and human vision, emphasizing the limitations of linear models and the
complex, nonlinear behavior of more sophisticated network architectures. Figure 4C il-
lustrates the highest frequency ranking changes of color depth under varying depths in
DNNSs, with most models undergoing significant changes in color processing strategies
beyond the initial layer. This is in contrast to Gomez-Villa et al.’s observation that simple
CNNs exhibit features akin to the human visual system, such as center-surround receptive
fields. Our analysis further shows that only DenseNet121 and DenseNet169 maintained the
same 132 ranking as the initial layer for many colors, underscoring a potential consistency
with biological visual systems at early layers. However, the evolution of color processing
strategies in deeper layers, and the ResNet_v2 series’ differentiation changes post the initial
layer, signify a departure from early similarities. Interestingly, Engilberge et al. (2017) [39]
and our findings highlight the initial high color sensitivity in DNNSs, aligning with the
biological visual system’s basic color processing mechanisms. Yet, as Gomez-Villa et al.
(2020) articulate, the quest to model human vision through CNNs must navigate the in-
tricate balance between linear approximations and the divergent outcomes of nonlinear,
flexible architectures. This juxtaposition not only provides a deeper understanding of
DNNs’ color processing capabilities but also highlights the challenges in creating models
that fully encapsulate the complexity of human vision [40].

In the Hermann grid illusion, models showed non-monotonic changes at deeper
network layers (Figure 9), while in the earlier layers, there was a monotonic increase in
dissimilarity. This suggests that this type of visual illusion, under the same mapping in the
ventral pathway, particularly in later stages like V4/IT, leads to the perception of illusions.
This finding aligns with Kriegeskorte’s (2015) research [41], suggesting the higher-level
structures of DNNs play a key role in mimicking advanced human visual processing
mechanisms. However, this contrasts with the explanation of the Hermann grid illusion
being caused by the responses of simple S1-type cells in the primary visual cortex to the
grid [42].

In the Miiller-Lyer illusion, across different network depths of DNNs (Figure 10C),
there were minimal changes between the initial and deeper layers, with a slight increase in
representational similarity, except for a few models. The currently prevailing explanation
is that the Miiller-Lyer illusion results from the interaction between the ventral and dorsal
streams in response to length variation [43]. Similarly, the Poggendorff illusion, which
involves IPS and LOC, is not solely a result of the ventral stream [44]. From Figure 12B, the
Poggendorff illusion also exhibits minor representational similarity differences between
initial and deeper layers. This may indicate that the ventral pathway, in processing Miiller-
Lyer and Poggendorff illusions, is not limited to basic processing of visual information
but involves more complex spatial relationships and shape perceptions at deeper levels.
Although there are minor differences in representational similarity between initial and
deeper layers, these differences may reflect the capabilities and limitations of DNNs in
mimicking the human visual system’s ventral pathway. The ventral pathway plays a key
role in object recognition and categorization, as well as in processing illusions; it may
reveal the depth and complexity of neural networks in understanding and interpreting
visual information. Furthermore, this suggests that deep learning models require further
optimization and adjustment to more accurately mimic the complex mechanisms of the
human brain in processing illusions.

In the Zollner illusion, despite feature heatmaps showing that models could not dif-
ferentiate angular differences of lines (Figure 15), focusing only on overall representational
similarity, analysis through RDM and changes in network depth yielded results similar to
the Miiller-Lyer and Poggendorff illusions. This further suggests that while DNNs may not
fully replicate the detail processing in biological visual systems, they can replicate some basic
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illusion phenomena in human vision to some extent. This indicates that DNNs have made
some progress in emulating the functions of the ventral pathway (responsible for object recog-
nition and shape processing). However, this similarity might be limited to the manifestation
of illusions, and there remain significant differences in the underlying mechanisms of illusions
between human visual systems and DNNs. These observed differences may stem from unique
strategies used by neural networks in processing the color, shape, and spatial positioning, and
inherent limitations in attempting to mimic the complexity of the human visual system. This
underscores the need for deeper adjustments and optimization of DNN architectures and
processing mechanisms in future research to more precisely emulate the complex processes of
the human brain in processing visual information.

Based on human behavioral data, DNNs can emulate certain functions of the human
ventral pathway, especially in processing more direct visual tasks like color assimilation and
Hermann grid illusions. However, in more complex visual scenes, such as the Poggendorff
illusion, DNNs show clear limitations in emulating the advanced visual processing capabil-
ities of the ventral pathway. The ventral pathway is a key part of the human visual system
for object recognition and scene understanding [45], playing a crucial role in processing
complex visual information. The results (Figures 9, 10C and 12B) suggest that while DNNs
show potential in emulating the ventral pathway in processing some visual illusions, their
capabilities in higher-level visual cognitive functions still need improvement.

Recalling our study;, as for datasets, we utilize deep neural network (DNN) models that
have been pre-trained on extensive and varied image datasets, such as ImageNet. These
models demonstrate exceptional proficiency in handling a broad spectrum of visual features,
showcasing their versatility across diverse visual processing tasks. However, this approach
also unveils the intrinsic challenge of employing general-purpose models to emulate specific
visual phenomena, such as illusions. According to the high representational similarity of
DNNs (deep neural networks) in RDMs (representational dissimilarity matrices), further
evidence supports the findings of Ward (2019) that the Miiller-Lyer illusion is manifested
in DNNs. However, it also highlights a potential issue, namely, that DNNs themselves
are incapable of understanding illusion tasks. This problem is evident from the feature
heatmap of the Zollner illusion (Figure 15). The use of feature heatmaps underscores
a critical problem identified in previous research—the illusion performance of DNNs is
related to whether they are trained and the nature of the training set itself.

This revelation underscores a critical avenue for future research: the development
of models and training datasets that more accurately reflect the unique attributes and
principles underlying various visual illusions [46]. To deepen our understanding and
simulation of human visual perception, future research would benefit from the utiliza-
tion of datasets meticulously curated to encompass imagery with explicit perspectives,
shapes, and color contrasts. Such precise enhancements are likely to significantly bolster
the models’ capabilities in recognizing and accurately simulating visual illusions. Fur-
thermore, the exploration and potential creation of new DNN architectures, designed to
more effectively grasp the complexities of these phenomena, represent another promising
direction. These architectural advancements could facilitate a more detailed emulation
of the sophisticated mechanisms of human visual perception, indicating the potential for
DNNs to more precisely mimic human visual processing mechanisms in the future by
refining training datasets and model frameworks. Our study enriches the understanding of
DNNSs’ capacity to manage complex vision tasks, particularly in mimicking biological vi-
sion systems. Despite some advancements, these findings also highlight DNNs’ limitations
in comprehending and processing complex visual information, signaling the necessity for
ongoing research and optimization.

5. Conclusions

This study explores the ability of deep neural networks (DNNs) to simulate human
visual illusions. Utilizing representational similarity analysis (RSA) and class activation
mapping (CAM), this research uncovers the similarities and differences in how DNNs and
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the human visual system process visual illusions. These illusions pertain to aspects such as
color, contrast, length, angle, and spatial positioning. Upon analyzing various pre-trained
models’ responses to five visual illusions—color assimilation, Hermann grid, Miiller-Lyer,
Zollner, and Poggendorff—we found that these models demonstrate human-like responses,
particularly excelling with the Miiller-Lyer and Hermann grid illusions. However, the
varied performances among different DNN models highlight their distinct capabilities and
limitations in processing visual information. Specifically, the notable differences between
DNNs and human perception of visual illusions enhance our understanding of DNNs’
visual processing abilities and underscore their limitations in simulating human cognitive
processes. Future research should aim to integrate specific illusion datasets to delve into
the mechanisms behind visual illusions. This endeavor seeks to narrow the divide between
DNNSs and human visual perception, enriching our understanding of cognitive processes.
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Figure A3. The representational dissimilarity of the green grid.
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