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Abstract: This study delves into the analysis of a vineyard in Carinthia, Austria, focusing on the
automated derivation of ecosystem structures of individual vine parameters, including vine heights,
leaf area index (LAI), leaf surface area (LSA), and the geographic positioning of single plants. For
the derivation of these parameters, intricate segmentation processes and nuanced UAS-based data
acquisition techniques are necessary. The detection of single vines was based on 3D point cloud
data, generated at a phenological stage in which the plants were in the absence of foliage. The mean
distance from derived vine locations to reference measurements taken with a GNSS device was
10.7 cm, with a root mean square error (RMSE) of 1.07. Vine height derivation from a normalized
digital surface model (nDSM) using photogrammetric data showcased a strong correlation (R2 = 0.83)
with real-world measurements. Vines underwent automated classification through an object-based
image analysis (OBIA) framework. This process enabled the computation of ecosystem structures
at the individual plant level post-segmentation. Consequently, it delivered comprehensive canopy
characteristics rapidly, surpassing the speed of manual measurements. With the use of uncrewed
aerial systems (UAS) equipped with optical sensors, dense 3D point clouds were computed for
the derivation of canopy-related ecosystem structures of vines. While LAI and LSA computations
await validation, they underscore the technical feasibility of obtaining precise geometric and mor-
phological datasets from UAS-collected data paired with 3D point cloud analysis and object-based
image analysis.

Keywords: precision viticulture; 3D point cloud analysis; UAS-based data acquisition; object-based
image analysis; optical sensors; UAS-based data acquisition

1. Introduction

Precision agriculture is focused on the use of various technologies to monitor the
spatial and temporal variability related to agricultural management, yield maximization,
and economic and environmental benefits [1]. In precision viticulture, the technological
advances used in precision agriculture are used to improve yield forecasting, harvesting
management, water management, and the improvement of grape quality, which then in
turn influences the quality of the bottled product, namely, wine. In recent decades, the
development of uncrewed aerial systems (UAS) technology and satellite technology for
remote sensing has experienced an increase in spatial resolution, temporal availability, and
the capability to describe the physiological, geometrical, and morphological parameters
of plants [2].

Vegetation indices, calculated based on multispectral sensor data from UAS or multi-
spectral satellite data, are used to monitor plant status, stress levels, and vineyard variability.
The index values are correlated to chlorophyll content within leaves, nitrogen concentra-
tion, and plant water status for vine variability and vigor monitoring [3]. Besides vineyard
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variability monitoring, the estimation of vine row area and leaf area, disease detection, and
vineyard vigor mapping, yield estimation is another important topic [1]. Yield estimation
is used for wine cellar management and to calculate the grape purchases from external
sources if the forecast of the yield is below the needs of the winery, or to intensify the
selling of grapes if the yield is above the expectations. Therefore, it is of great importance
to monitor the yield of a vineyard to work profitably and accurately. However, optimizing
yield estimation requires current and georeferenced vineyard information regarding the
parameters, including crop height, canopy architecture, and fruit weight [4]. From all
collectable datasets within a vineyard, data related to yield estimation stand out for their
economic relevance and for being of great importance for optimizing plant growth and
fruit quality [5].

The optimization of vineyard management techniques often requires efficient and
automated or semi-automated methods in order to identify vine-specific morphological and
geometric parameters like canopy architecture, vine heights, vine row geometry, and vine lo-
cation within rows. UAS-based imagery offers the capability of modeling the plant-specific
morphological parameters using photogrammetric processing [6]. Photogrammetry can
provide a non-contact 3D reconstruction of objects that can be beneficial if the objects are
spread over a large area or are difficult to reach. Structure from motion (SfM) processing
combines photogrammetric data acquisition techniques with computer vision in order to
reconstruct 3D surfaces [7]. The algorithm uses a technique of comparing recurring points
in image sets to reconstruct the UAS camera positions. The process results in a sparse
point cloud, containing the triangulated locations of points that were matched across the
images [8]. The generated output requires imagery from different angles and viewpoints
to reliably reconstruct the geometry of the area under study. The image acquisition and
the photogrammetric processing are followed by the output creation. The outputs of the
digital image processing are a dense 3D point cloud, a textured 3D model, a digital surface
model (DSM), and an orthomosaic [9].

UAS are among the most important sensor platforms in modern precision agriculture.
They show great potential in precision viticulture thanks to their capacity to produce very
high spatial, spectral, and temporal resolution with a ground sampling distance (GSD) up
to 1 cm; the possibility to apply multispectral sensors; and the option of a high repeatability
rate. Sensors onboard UAS can collect a variety of different data sets that are used to
calculate vegetation indices for monitoring the vitality and the geometric and morphological
characteristics of the objects under study. Müllerová et al. [10] presented a comprehensive
framework where common rules in the domain of UAS-based monitoring of ecosystems are
identified. By analyzing studies, the researchers found similarities in workflows according
to the character of the vegetative properties under investigation. Properties concerning
biodiversity, ecosystem structure, plant status, and dynamics were defined. Successful
UAS surveys accounted for the choices of sensor and platform, knowledge about the
phenomenon under study, and use of the desired resolution and analytical methods. In the
study presented herein, the ecosystem structure of vines is monitored. Parameters like leaf
surface area (LSA), leaf area index (LAI), and vine height are derived from UAS-collected
multispectral and RGB datasets. According to Müllerová et al. [10], vineyard rows appear
as distinct objects that are highly dissimilar to the surrounding objects. In terms of UAS data
acquisition, the unique structural appearance of planted rows should lead to a high spatial
resolution and low spectral resolution. The preferable classification method comprises an
object-based image analysis (OBIA) framework. In order to derive the targeted vegetation
heterogeneity components, a passive sensor should be used with a high overlap, followed
by SfM processing. By using the resulting 3D point cloud and the respective analytical
methods, the heterogeneity parameters of vine height, LSA, and LAI can be derived [10].

Matese et al. [11] proposed the effectiveness of low-cost UAS systems for vigor map-
ping in vineyards. UAS-collected data can serve as the baseline for photogrammetric
processing workflows that are then used to create a variety of 3D datasets. RGB data are
useful for spatial variability monitoring within a vineyard when accurately segmented and
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properly analyzed. However, manually segmenting and digitizing individual vines is a
time-consuming and error-prone task. Poblete et al. [12] provided a framework for vine
canopy recognition using different automatic classification methods like K-means, Ann,
random forest, and spectral indices. The results showed that the spectral index method
provided the best results for vine canopy detection, since this method is automatic and
does not require specific software to calculate the indices. The 2G_RBi index was obtained
from the difference of the divergency of the red and blue bands from the green band of the
original RGB orthomosaic.

The very high resolution of UAS images can also be a challenge in classification
due to the high spectral variability between different vegetation classes. In the study of
de Castro et al. [13], the researchers proposed a method for the automated detection of
grapevine 3D canopy structures based on high-resolution UAS imagery. An algorithm was
developed where the 3D morphology of vines was investigated, a height estimation was
conducted, and missing plants within a row were detected. The algorithm needs no training
and is self-adaptive to different crop field conditions. The researchers used a random forest
(RF) classification environment where the RF randomly selected a training set, gathered
the optimal feature values, and classified weeds and crop rows [13]. The research carried
out by Mesas-Carrascosa et al. [14] shows an approach to plant variability monitoring that
uses RGB point clouds for the recognition and classification of plants to investigate the
geometric structure of vines using the soil points as a reference and calculating differences
to the canopy tops. To obtain information about the tree canopy, a series of 3D point clouds
was generated using the SfM technique on images acquired with an RGB sensor on board a
UAS. Together with the geometry, each point of the cloud stored the information from the
RGB color space. This information was used by the researcher to distinguish vegetation
from bare soil and to perform an automatic classification of the point clouds where the
soil points were subtracted from the vine points, resulting in a vegetation index-based
automatic calculation of canopy heights within the research areas.

The monitoring of the vine’s ecosystem structure is a labor-intensive task and is mostly
performed manually. Manual measurements are often inconsistent, leading to errors in the
metrics, and only small regions can be sampled [15]. The ecosystem structures of vines cor-
relate with plant growth, health status, and potential yield [16]. UAS-based remote sensing
methods for data acquisition have the benefit of delivering sub-centimeter spatial resolution
imagery in a fast and efficient way in comparison to proximal sensing. Satellite-based
imagery provides valuable insights at a landscape scale, but the spatial resolution is often
too coarse for precision viticulture [17]. In the review paper of Moreno and Andújar [15],
the researchers state that future research should investigate the optimal flight angles of
UAS-mounted sensors in order to collect valuable data for the geometric characterization
of vines. In the current study, 3D point cloud analysis combined with object-based image
analysis is used to detect and segment single vines. The derivation of single plants in the
research area enables the calculation of ecosystem structures at the single-plant level. The
study’s contribution to precision viticulture involves accurately identifying individual plant
locations and extracting the geometric parameters of vines associated with the identified
individual plants using high-resolution, UAS-based 3D point clouds.

2. Materials and Methods
2.1. Research Area

The study area (Figure 1) was a 0.7 ha vineyard located in Carinthia, Austria, on a
south/west-facing slope with an average incline of 17.4◦, at an average elevation of 750 m.
Here, white wine grape varieties and red wine grape varieties have been cultivated since
the year 2012, and the end-products are distributed locally. The vineyard contains about
1200 vines, planted with an average between-vine spacing of 1 m. The vines are organized
in rows, which are arranged into seven blocks. The main cultivars are ‘Bianca’, ‘Regent’,
and ‘Jura’. Vines are not irrigated; only lime is used to increase the nutrient supply, and no
chemical pesticides or fertilizers are applied.
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Figure 1. Study area in Carinthia showing seven blocks of wine grapes across the 0.7 ha parcel.

2.2. Data Collection

Various terrestrial measurements were conducted in the field, primarily involving the
collection of ground control points (GCPs) and reference measurements for the subsequent
validation of the analysis results. The reference measurements include vine height measures
and the measurement of vine stem locations. The primary device employed for point data
collection was the Leica Viva GS16 GNSS Rover (Leica Geosystems, St. Gallen, Switzerland).
Eight GCPs were measured with this rover. This process was integral in georeferencing
the results of photogrammetric processing, ultimately enabling their transformation into a
projected coordinate system, specifically the ETRS89/Austria Lambert (EPSG-3416). The
GCPs were installed across the entire study site, encompassing varying topographic levels,
including locations both above and below steep slopes. Due to the foliage cover of the vines
and to the plants’ developmental stages, different UAS missions were necessary in order
to derive the desired data. The usage of the different datasets is described in the method-
ological part of this manuscript. RGB and multispectral data were collected in the field.
Different flight altitudes were tested in order to achieve ground sample distances (GSD)
close to 1 cm. The flight angle of the UAS varied from full nadir to 45◦ oblique in order to
scan the sidewalls of the vines. For UAS data collection, an automated flight plan was used
with a forward image overlap of 80% and a side overlap of 90%.

Figure 2 displays the camera positions alongside the 3D point cloud, generated fol-
lowing the completion of photogrammetric processing steps. The first UAS mission was
conducted in April of 2023, when the plants had not developed full leaf coverage, being in
the phenological stage EL 1–3 following the Modified EL system [18]. The absence of foliage
made it possible to photogrammetrically record the stems of the individual vine plants,
which was important for derivation of the stem positions in a later step. For the first flight,
the DJI M600 (DJI, Shenzhen, China) was used, equipped with a Sony A7riii camera with
42.4 megapixels and a Sony 50 mm f1.8 lens (Sony Corporation, Tokyo, Japan). The second
flight was conducted in September 2023, when the vines were in phenology stage EL 38,
1 h before the grapes were harvested. Here, the foliage was in its final pruning stage [18].
The data from the second flight were used to derive the ecosystem structures of the plants
(LSA, LAI, and vine height). For the second flight, the same UAS was used as for the
first flight, but a multispectral data set was also recorded in order to be able to base the
derivation of the vine plants on their spectral signature. The multispectral sensor used
was the Micasense Dual (Micasense Inc., Seattle, WA, USA). The Micasense is capable of
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recording 10 spectral bands with a spatial resolution of 7 cm. Before and after each flight,
the Micasense Dual was calibrated using the reference images provided with the sensor [19].
For both flights, a cross-grid pattern was used and supplemented with oblique flights. The
flight altitude of the UAS was 30 m for oblique flights and 50 m for the nadir cross-grid. The
automated flight plan was executed automatically, with the terrain following an underlying
digital elevation model (DEM).
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Figure 2. Three-dimensional point cloud together with the camera positions.

2.3. Data Processing

A photogrammetric workflow was used in order to generate outputs from the con-
ducted UAS missions. The UAS data collection missions were complemented by the
measurement of 8 GCPs for georeferencing.

The data were processed in Agisoft Metashape Version 1.8 (Agisoft, St. Petersburg,
Russia), a SfM processing software used for the processing of 3D spatial datasets. The
software was used to generate georeferenced orthomosaics, DSMs, dense point clouds,
and 3D textured meshes of the study vineyard. The first task was to visualize the data
to determine sufficient coverage of the research area [20]. The UAS images were stored
and aligned based on matching points. The alignment was achieved with regard to the
interrelations of the images, and the software oriented them spatially with the result of a
sparse point cloud [21]. The algorithm automatically found the camera positions. After
tie point creation, the alignment optimization and the georeferencing were carried out,
after which the dense point cloud was created. The root mean square error (RMSE) of
the input GCP locations and their estimated positions was 0.034. This total error was
computed as the RMSE of all input GCP locations relative to their estimated positions,
shown in meters [20]. The dense point cloud was built by using the connecting points
between the single images and the respective depth information [20]. The created dense
cloud was checked for possible outliers and edited accordingly. By using the georeferenced
dense point clouds, DSMs were created. Those DSMs served as the database for the
creation of georeferenced orthomosaics. Textured 3D models were additional outputs of
the photogrammetric processing.

2.4. Data Analysis and Respective Results

Using the georeferenced outputs from the photogrammetric processing, the ecosystem
structures of the vines were extracted together with the locations of individual plants. In
Figure 3, the methodological workflow diagram is shown, which includes all necessary
analytical steps.
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2.4.1. Vine Location

The geolocation of individual vines within a vineyard holds significant importance in
the field of viticulture. The spatial data concerning the distribution of individual plants
offer valuable assistance during vineyard replanting procedures, enabling viticulturists
to establish an accurate inventory of plant count within the vineyard. This information
proves instrumental in assessing the current state of the vineyard’s plant population. In
this study, the exact location of individual vines was derived by analyzing the 3D point
cloud recorded from the mission on 8 April 2023 (Figure 3). At this time of the year, the
plants are in the phenological stage EL 1–3, where only leaf tips are visible and the rest of
the plant is represented by woody plant parts [18].

In Figure 4, a portion of the 3D point cloud used for vine location detection is shown.
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Bird exclusion netting is folded around the trunks all year around. For the task of
deriving single vine locations, oblique UAS missions were performed together with nadir
missions, where the camera angle was set to 45◦ and 90◦, respectively. In order to keep the
computing time of the devices within the limits, a smaller part of the point cloud was used
for the derivation of the individual positions of the vines. This part consisted of a series of
vines with different spacing. A planar mesh surface was adapted to the 3D point cloud,
which should form the base surface for the further analysis. Subsequently, the distance
of the point cloud to the automatically generated mesh surface was calculated, with the
maximum values of this calculation reflecting the top of the vine stems. In the scalar field
of the individual vine stems, all X, Y, and Z values of the individual points were stored. The
maximum Z values of the grapevine trunk clusters were used, and the X and Y coordinates
of the maximum Z-values were stored, respectively.

The exported coordinates of the maximum distance between the surface and point
cloud are georeferenced in the Austrian geodetic system Lambert ETRS 1989, and they
show the locations of the individual vines at heights of about 20 cm (Figure 5). Up to this
distance, the vine trunks are vertical and do not show any significant slope angles.
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2.4.2. Leaf Surface Area, Leaf Area Index, and Vine Height Derivation

The canopy architecture of the vines plays an important role in the domain of precision
viticulture. Having geometric parameters of the vines at hand enables viticulturists to
perform biomass calculations to assess vine heights and leaf surface area metrics that are of
great importance when applying the right amount of fertilizer and for the optimization of
canopy treatment practices. Information about canopy architecture at the vine level enables
farmers to undertake regulation procedures targeted at a vine-specific location rather than
a larger scale of their vineyard [11].

Automated derivations of vine heights were produced for the entire study area. In
an effort to obtain canopy-associated metrics, a specific row of grapevines was designated
as the experimental area. Rather than conducting a comprehensive analysis covering the
entire vineyard, this targeted approach was based on considerations of time efficiency
and the limitations posed by finite computational resources. Vine row localization is an
important first task in precision viticulture that enables researchers to shift the focus from
the vineyard level to the single-vine level by determining the exact extent of the plants
under investigation [22]. To discriminate the vine rows from other objects in the scene, the
3D point cloud was used. A cloth filter algorithm was applied to the 3D point cloud that
extracted ground from non-ground points by applying a cloth simulation [23]. The scene
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selection was utilized to illustrate relief-like terrain, with the cloth resolution adjusted to
1.5 cm to match the cell size of the DSM. A z-classification threshold of 0.15 m was set. The
algorithm flipped the original point cloud and then constructed a flexible plane over the
surface, turning it “upside down”. By analyzing the distances between the knots of the cloth
and the points in the 3D point cloud, the final shape of the cloth could be determined and
used for point cloud classification in two sets, namely, ground and non-ground points [24].
Two surfaces were generated. A digital terrain model (DTM) indicated the topography
of the ground surface and a DSM indicated the total height of objects, stored per pixel.
Both surfaces had a cell size of 1.5 cm. By performing a raster difference calculation, a
normalized digital surface model (nDSM) was created. The nDSM represented the relative
height of objects above the bare ground surface [25]. The DTM represented the absolute
heights relative to mean sea level, referenced to a reference geoid. In the current study, the
reference geoid was the GRS80 ellipsoid. The nDSM surface showed the absolute heights of
all objects in the research area. In order to distinguish the vine vegetation from other objects
in the scene, a multi-threshold segmentation approach was used. The multi-threshold
segmentation algorithm was implemented in eCognition Developer 10.3 (Trimble, Munich,
Germany). This procedure segments image objects in a top-down segmentation approach
based on pixel value thresholds. The thresholds are user-defined and are based on the
knowledge that all elevated objects are possible candidate vines, and all non-elevated
objects are not considered for further analysis.

The scene was segmented to isolate elevated image objects from non-elevated ones.
To classify the vine row image objects and analyze their geometric and spectral features,
a class assignment method was utilized. This approach involved employing multiple
thresholds for the classification of the image objects. Classes were assigned to the elevated
image objects. The classification algorithm makes use of the nDSM raster surface and the
respective standard deviation values. Pruned vineyard rows were assigned nDSM standard
deviations < 1. Bushes and trees were assigned nDSM standard deviations > 1 because
of their free-growing nature, where no pruning takes place. The algorithm classified all
image objects above 4 m as high vegetation. Therefore, high trees were >4 m in height,
indicating a height-based threshold set by the user. The algorithm then assigned classes
to the elevated image objects and isolated the vine vegetation from other entities in the
scene. To make the algorithm for vineyard row classification more robust, a multispectral
orthomosaic was used. The weighted difference vegetation index (WDVI) was calculated
as shown in Equations (1) and (2):

WDVI = NIR − a × red (1)

a =
NIR soil
red soil

(2)

where NIR represents the processed reflection values of the NIR-band; a represents the
slope of the soil line; and red represents the processed reflection values of the red-band.

The WDVI aided in distinguishing between non-vegetated objects and vegetation,
assisting in the classification algorithm by considering the spectral properties specific to
grape vines. The index especially considered that the ratio between NIR and red spectral
values on bare soil pixels was consistent and independent of soil moisture. Furthermore, the
WDVI (Equations (1) and (2)) was less sensitive to inter-row vegetation in comparison to the
normalized difference vegetation index (NDVI). Because of this, UAS-based WDVI imagery
could yield a better separation of soil and vine pixels [26]. WDVI values > 0 correlated
with vegetation and values < 0 correlate with bare soil or human-made objects [27]. Taken
together, the mean nDSM values, the nDSM standard deviation, and the WDVI-values were
used to create image objects representing vines. In Figure 6, the calculated vine heights are
shown. The image objects representing vines were used to mask the nDSM raster surface,
resulting in a vine height raster (Figure 7).
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Figure 7. The automatically derived vine heights in meters for possible nutrient supply calculation or
other resource optimization problems, like pruning management.

To isolate the leaf surface points in the 3D point cloud while excluding grape clusters,
a color filtering algorithm was employed. This algorithm allowed for the selection of points
within the point cloud that exhibited colors within the violet to blue spectrum ((red: 99;
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green: 81; blue: 122)–(red: 50; green: 62; blue: 114)) to represent grape clusters. Points
within the green to yellow color range ((red: 69; green: 114; blue: 66)–(red: 160; green: 156;
blue: 67) were categorized as leaf points, representing the vine canopy. Additionally, to
facilitate precise analysis at the individual vine level as opposed to a row-based metric, the
knowledge of vine trunk locations was utilized. The 3D point cloud was segmented into
individual vines based on the locations of trunks derived beforehand. This segmentation
approach enabled the computation of geometric parameters for each individual vine.
A strip threshold of 0.5 m was applied to the point cloud, resulting in the subdivision of the
point cloud into discrete segments, each centered around a detected trunk. This approach
ensured that the analysis was conducted at a fine-grained level, allowing for the derivation
of accurate leaf surface measurements for each vine.

In Figure 8, a snippet of the 3D point cloud is shown. The right image shows the
detected grape clusters based on their RGB values that were subtracted from the point
cloud in order to calculate the LSA of leaf points only.
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Leaf points were segmented using a 0.5 m threshold, delineating them between the
detected trunk locations. Subsequently, a mesh representing the entire canopy of the
vineyard row was generated (Figure 9). This process yielded a segmented mesh for each
individual vine within the investigated row. The mesh was then employed to determine
the LSA. For further analysis, the one-sided leaf area was used. The LSA was therefore
divided by a factor of 2. The LSA calculation was automated through the use of Leica
Cyclone 3DR Software (Leica Geosystems AG, St. Gallen, Switzerland). The algorithm
computed the surface area in square meters for each mesh segment corresponding to every
vine in the row and their leaf canopy without grape cluster areas. Those metrics were then
used to determine the LAI for every vine along the row under investigation. The LAI is an
important metric when characterizing the canopy–atmosphere relation where the energy of
the plant is exchanged [28]. By using the estimated LSA per plant and the shape area of the
vine segmentation results collected with the OBIA approach, it was possible to calculate
the LAI for every vine using the following Equation (3):

LAI =
LSA

overshadowed ground area
(3)

According to Equation (3) [29], the overshadowed ground area corresponds to the results
of the vine segmentation determined using the nDSM and the calculated WDVI, together
with a multi-threshold segmentation approach and the class assignment of the OBIA frame-
work. Those metrics contained the ground surface that the vine occupied from the soil area
underneath in a nadir viewing angle.
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Figure 9. The created mesh computed with the leaf points only, used for the calculation of
canopy-related metrics like leave surface area and LAI.

The parameters shown in Figure 10 were derived at a single-vine level by going
through the analysis steps shown in the methodological diagram (see Figure 3). The
findings and results are validated and discussed in the following sections.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 12 of 20 
 

 
Figure 9. The created mesh computed with the leaf points only, used for the calculation of canopy-
related metrics like leave surface area and LAI. 

The parameters shown in Figure 10 were derived at a single-vine level by going 
through the analysis steps shown in the methodological diagram (see Figure 3). The find-
ings and results are validated and discussed in the following sections. 

 

Figure 10. Parameters derived at the vine level. 

Vine ID 

Vine height 

LSA 

LAI 

Figure 10. Parameters derived at the vine level.

3. Validation

The estimation of vine parameters is pivotal in viticulture for informed decision mak-
ing. The vine-related parameters could serve as indicators of vine health, growth, and
productivity, offering valuable insights for optimizing vineyard management practices.
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Validation is a critical step in ensuring the robustness and applicability of the derived values
to real-world vineyard conditions. It involves a comprehensive assessment against ground
truth measurement. Through this validation process, the aim is to assess the accuracy,
precision, and overall performance of the employed techniques, ultimately enhancing the
reliability of the findings. Here, a systematic approach to validation, encompassing field
data collection, statistical analyses, and comparative studies, is presented. Specific chal-
lenges encountered during the validation process are highlighted, and potential sources of
error that may influence the accuracy of the derived parameters are discussed. Through this
validation framework, a solid foundation is established for the subsequent interpretation
and application of the derived ecosystem structures of vines.

In Figure 11, the reference vine points are visually displayed together with the derived
vine points using the 3D point cloud approach, where the maximum z coordinate of the
mesh to cloud distance was used to report the respective X and Y coordinates, which
resulted in the X, Y, Z location of the top of the vine trunks.
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The average distance from the reference points to the observed vine points measured
10.7 cm (Table 1). The vine detection method offers an automated solution, making it highly
practical for applications in vineyards. It enables the efficient counting of single vines,
precise vine localization for yield and vigor assessments, and the tracking of missing plants
over successive years. This is a solution to the task that proves challenging with manual
approaches due to the intertwining growth of plants, making the clear delineation of single
plants difficult. For the derivation of vine locations, a root mean square error (RMSE) was
calculated as follows:

RMSE =

√
1
n∑n

i=1 (di − mean(d))2 (4)

where n is the number of distances observed, di is the distance between a reference point
and the derived vine location for each vine, and mean(d) is the mean overall distance.
For the vine location calculation, an RMSE of 1.707 was calculated, which represents the
average discrepancy between the derived vine points and the reference measurements.
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Table 1. Euclidian distance from the derived vine location to the reference measurement.

Vine ID Euclidian Distance to Nearest Ref. Point (cm)

1 10.1
2 5.3
3 10.8
4 13.3
5 4.6
6 26.3
7 5.5
8 9.7
9 11.8

10 9.4
11 27
12 8.4
13 8.2
14 6.8
15 9.1
16 21.4
17 8.3
18 8.3
19 9.7
20 11.1
21 0.1

The validation of the automatically derived vine height, using an OBIA framework
approach that included several analysis steps within a ruleset built using eCognition
Developer 10.3 Software, was performed by comparing the derived vine heights to manual
measurements across the whole vineyard. Measurement locations were measured using
the Leica Viva GS16 GNSS-Rover with an accuracy of 10 mm. The reference measurements
were compared to the derived vine heights at the same location.

Ground-level measurements were conducted at 23 different points across the vineyard,
as shown in Figure 12, to assess the accuracy of the derived vine heights. This evaluation
also aimed to gauge the effectiveness of the OBIA approach in segmenting the vine vegeta-
tion. Field measurements were specifically taken at locations with active vine growth. In
areas without vine growth, the nDSM yielded a value of 0. A vine height reference point
registering a value of 0 may signify potential bias in the segmentation process, warranting
further scrutiny and refinement.
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Linear regression analysis comparing manually measured vine heights to heights
automatically derived from a nDSM was performed on a dataset comprising 23 data points
(Figure 13). The coefficient of determination (R2) was found to be 0.83, indicating a strong
positive correlation between the two sets of measurements. This suggests that the derived
vine heights were highly predictive of the manually measured values. The regression equa-
tion provides a mathematical representation of this relationship. Specifically, for every unit
increase in the automatically derived vine height, there was an associated 0.96 cm increase
in the manually measured vine height, with an additional constant offset of 1.37 cm [30].
These findings affirm the validity and accuracy of the vine height estimation approach and
underscore its potential utility in vineyard management and related applications.
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The validation of the leaf area index (LAI) in the vineyard will be deferred to a
subsequent stage due to the unavailability of an LAI measurement device, such as a
ceptometer or LAI-2200 Plant Canopy Analyzer. Similarly, the validation of the leaf area
will also be postponed. This is attributed to the labor-intensive nature of obtaining analog
measures of one-sided leaf area, which will be addressed in subsequent phases of the
study. It is important to note that these measures, while currently assumed, are based
on established methodologies and demonstrate technical feasibility within the scope of
this research.

4. Discussion

This study has delved into various aspects of vineyard ecosystem analysis, encompass-
ing the derivation of the location of single vines, vine heights, computation of the LAI, and
determination of the LSA. Each of these steps presented its own set of challenges and con-
siderations, from the segmentation processes to the technical nuances of data acquisition.
One objective is to discern any patterns or relationships among these parameters that could
potentially illuminate the dynamics of the vineyard environment. A correlation matrix
analysis holds promise in providing valuable insights into the interplay of these variables.

The detection of individual grape vines was based on the 3D point cloud of the study
vineyard generated in April 2023. In early spring, the vines did not show any leaves, making
it possible to scan the woody part of the plants for structure. Based on the assumption
that every vine trunk belonged to a single vine, a surface was generated and applied at
the base of the trunks. The computation of the distance from the base surface to the top
of the trunks made it possible to extract the z maximum for every vine and the respective
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X, Y, Z coordinates. The validation showed a mean distance from the reference points
to the observed location of 10.7 cm. This value shows the real possibility of detecting
vines using UAS techniques. Because of computing power constraints, the algorithm was
tested on one vineyard row containing 21 vines. In future work, it would be of great
interest to test this approach in a different vineyard to check the robustness of the method.
One methodological issue is that vines do not grow perfectly vertically. A height-based
threshold of 25 cm from the surface was introduced to make sure that the z maximum value
would be derived from the trunk and not any branch of the vine. But if the stem were to
have an extreme growing angle, the distance to the reference point, which is taken at the
ground level of the stems, would be higher.

The derivation of vine heights was based on the computation of the NDVI and an
OBIA approach for the classification of vines. The surface model was established using
a DTM together with a DSM. Usually, to compute a DTM, a LiDAR device is used, since
the laser has the ability to penetrate through the tree cover and record the bare soil [31].
For this project, no UAS-LiDAR was available, which made it necessary to compute the
nDSM based on photogrammetric UAS datasets. The use of the cloth filtering algorithm
in CloudCompare v2.12.4, together with an interpolation method to close holes, made it
possible to generate a DTM from the photogrammetry data. This method shows that it is
possible to perform a task that is typically performed using a LiDAR device with lower-cost
equipment. After the use of the OBIA framework to distinguish the vine morphology from
all other objects, it was possible to use the image object outlines to mask the nDSM and
obtain the height values only for vine vegetation across the whole vineyard. The R2 value
of the linear regression on the reference measurements and the observed vine heights was
0.83, indicating a strong correlation of the automatically derived vine heights with the
real-world scenario. The computation of the LAI and the LSA could not be validated over
the course of this study. A follow-up study on LAI and LSA is currently in progress. This
procedure can only be carried out post-harvest, since the removal of all leaves could impede
grape development. As shown in Figure 14, correlation matrix was used to display possible
relationships among the collected parameters in the vineyard. The matrix was computed
using the R-Studio software and an applicable R scripting language. Upon examination of
the correlation matrix, some associations emerged. The LAI had a correlation coefficient
of 0.22 to the observed LSA. The correlation was not strong, but could still imply that
the LAI changes with changing leaf cover and pruning techniques. The overshadowed
area, which is the areal extent of the vine plants from the nadir view (polygonal area of
the OBIA segmentation) and leaf area, demonstrated a notably strong positive correlation,
registering at 0.79. This relationship suggests a significant interdependence between these
two variables, signifying that, as the overshadowed area increases, so does the leaf area.
Further, a correlation coefficient of 0.58 was observed between the vine height and the leaf
area, indicating a moderate positive correlation. This finding suggests that, as the vine
height increases, there is a tendency for leaf area to also increase, albeit with a moderate
strength of association.

The initial correlation coefficients extracted from the correlation matrix serve as a
foundation for a more in-depth exploration of relationships within the vineyard ecosystem.
This study lays the groundwork for the development of a yield prediction model, leveraging
the observed correlations between key variables. By employing these coefficients as a
starting point, a future aim will be to construct a predictive framework that can forecast
harvest weight based on factors such as leaf area, vine height, and other relevant metrics.
This paper demonstrates the technical feasibility of the study’s approaches, demonstrating
the potential for advanced analytics to inform precision viticultural practices and enhance
decision making in vineyard management.
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Figure 14. The matrix displays the correlation coefficients between the variables. Strong correlations
are shown in dark red shades.

5. Conclusions and Future Work

Over the course of this study, a multitude of ecosystem structure parameters were
systematically collected at the studied vineyard. The precise localization of individual vines
was achieved through the analysis of a 3D point cloud generated at an early phenological
stage, focusing exclusively on the woody structures of the plants. Subsequently, vine
heights spanning the entire vineyard were extracted from the resultant nDSM, which was
computed from a DTM using a robust cloth filtering method. The segmentation of vine
vegetation and its differentiation from other objects in the scene were executed through
an OBIA framework, leveraging the geometrical attributes of the vines. Additionally, the
computation of LAI and LSA was predicated using 3D point cloud analyses, capitalizing
on the high-resolution data obtained through cross-grid flights and oblique data-capturing
methods. Although timing constraints precluded the validation of the latter parameters,
these methodologies demonstrate technical feasibility in acquiring geometric and mor-
phological datasets from RGB-equipped UAS platforms. Looking ahead, the research will
extend into the incorporation of multispectral data, soil-specific data, and satellite data,
promising to further enrich our understanding of vineyard dynamics and providing a more
comprehensive assessment of physiological parameters. The correlation matrix shows the
interaction of the derived parameters at a single time point in the development cycle of the
vine plants. Future projects will analyze the monthly changes in the vine plants and thus
create a basic concept for a harvest prediction model.
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