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Abstract: Mobile ad hoc networks (MANETs) are wireless multi-hop networks that do not rely on
any fixed infrastructure, unlike traditional networks. Nodes in MANETs are formed dynamically
and are free to move in any direction at variable speeds. The special characteristics of MANETs
make them vulnerable to flooding attacks, which can have a negative impact on their performance.
Moreover, due to their nature, employing solutions designed for traditional networks is not feasible.
One potential solution to enhance the performance of MANETs in the face of network attacks is
to implement trust management. This paper evaluates the performance of Ad hoc On-Demand
Distance Vector (AODV) Routing in the presence of a flooding attack. We propose a direct trust
management scheme to detect and isolate malicious nodes and implement this scheme on AODV.
We name the modified protocol Trusted AODV (TAODV) and, finally, compare the performance of
AODV and TAODV when both are under a flooding attack to measure the improvement achieved by
our suggested scheme.
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1. Introduction

A mobile ad hoc network (MANET) is a decentralised, wireless, self-configured
network that is formed dynamically by multiple mobile nodes without the use of any
centralised administration or existing infrastructure [1–3]. MANETs do not rely on a pre-
existing infrastructure, such as access points, routers, or servers. Instead of using routers
to forward data through the network, each node participates in routing, forwarding the
data from the source node to the destination node. A route in MANET is created when it is
needed, in other words when a node wants to send data to another node in the network [4].
There are many routing protocols for MANETs, each of which has its own mechanism for
creating the routes through the network [5].

The absence of a central administration leads to vulnerabilities that can be exploited
to harm the network performance [6]. For example, uncooperative (malicious) nodes can
join the network at any time, as can cooperative nodes, without any authentication or
validation and launch a flooding attack. In the flooding attack, A malicious node sends a
huge number of fake routing requests asking for routes to non-existent destinations. As a
result, the network is flooded by fake requests that can consume its resources and lower its
performance level.

A potential solution that could help assure the performance of MANETs in the face of
a network attack is to use the idea of trust management. The principle of trust management
in MANETs is that each node monitors the behaviour of its neighbouring nodes and tries
to detect any malicious activities. Once a node identifies that a neighbouring node is
malicious, it will categorise it as untrustworthy and avoid dealing with it in the future.

The notion of a security tradeoff with other aspects of a system, e.g., performance or
reliability, has been widely explored, e.g., [7]. MANETs can be used to support many kinds
of application, for example Internet of Things (IoT), sensor and vehicular networks and
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recently cyber-physical systems [8]. Each new application area brings different demands
and potentially different vulnerabilities. In this work we consider only the underlying
MANET routing and focus on one kind of attack, however the approach we use could be
applied to other protocols and other forms of malicious behaviour. Specifically, the aim of
this paper is to show the impact of flooding on the AODV routing protocol and to explore
whether a simple direct trust mechanism can improve performance.

2. Related Work

Since the AODV routing protocol was introduced, many schemes and solutions have
been proposed to improve its performance in the presence of network attacks. Some of
these schemes use techniques that require high computational power, such as cryptography.
Although many of these solutions improve the performance of MANETs by detecting and
isolating malicious nodes, the cooperative nodes suffer from the high computational load
required. This may not fit the special characteristics of MANETs. Other solutions rely on
the assumption that the first RREP packet received and the RREP packet with the highest
sequence number are sent by a malicious node. This assumption is true in the case of
black-hole and grey-hole attacks, but not in the case of selfish attack. Various solutions
have been suggested to improve the performance of MANETs black-hole, grey-hole and
selfish attacks and these are reviewed in the following subsections.

Several solutions and algorithms have been suggested to deal with flooding attacks.
The flooding attack model is completely different from the black-hole, grey-hole and selfish
attacks. In flooding, the attackers use the RREQ packet to launch the attack, unlike black-
hole, grey-hole and selfish attackers, who use the RREP packet. They flood the network
with RREQ packets to non-existing destinations to keep the nodes processing these packets
for the longest possible time. The solutions previously outlined concentrated on the RREP
packets to detect black-hole, grey-hole and selfish attacks. In contrast, flooding attack
solutions need to focus on and analyse RREQ packets.

Jhaveri et al. [9] suggested an observation mechanism to calculate a trust value for
neighbouring nodes. This mechanism aims to detect malicious nodes and isolate them.
The trust value is calculated dynamically after every time interval using three parameters:
(i) the RREP packet sequence number; (ii) the routing table sequence number; (iii) the
number of replies received over the time interval. This algorithm is designed to detect
and isolate malicious nodes in the route discovery phase. When sending the RREQ packet
in the discovery phase, the source node broadcasts a list of malicious nodes. When the
intermediate nodes receive this list, they update their routing tables. This trust-based
mechanism was found to improve the packet delivery ratio (PDR) under black-hole and
grey-hole attacks.

Sharma and Chauhan [10] implemented a trust-based distributed algorithm in the
AODV protocol to detect and separate grey-hole attackers from other nodes. Each node
in the network monitors the behaviour of its neighbours; when it senses the existence of
a grey-hole node, it stores it in a grey-hole attacker list. To confirm the decision, it sends
RREQ packets to the other neighbouring nodes to see if the suspected node will still behave
maliciously. Based on the responses received from the neighbours, it can decide whether
the suspected node is a grey-hole attacker or not. When it is confirmed that the suspected
node is malicious, the source will avoid any future communication with it. This algorithm
shows a better throughput in the presence of a grey-hole attack.

Vasantha et al. [11] proposed a trust-based mechanism to improve MANET perfor-
mance under black-hole and grey-hole attacks. The mechanism detects malicious nodes by
filtering their RREP packets at the source and intermediate nodes. The mechanism ignores
the RREP packets with very high sequence numbers and also ignores the first RREP packet
received. The malicious nodes will be added to a blacklist to prevent any communication
with them in the future. The mechanism consists of two stages: prevention and detection.
Both stages run while transmitting data between the source and destination nodes.
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Jhaveri [12] proposed an algorithm to detect and separate multiple black-hole and
grey-hole attackers during the routing discovery phase. They suggested modifying the
functionality of receiving RREP packets. Each node in a MANET monitors the behaviour
of its neighbouring nodes by analysing the RREP packet received. If an intermediate node
detects a malicious node after receiving an RREP packet, it labels the RREP packet do not
consider and marks the node as a malicious node in the routing table. The intermediate
node will reverse the path, sending the RREP packet back towards the source node, which
will update the routing tables of all nodes with the malicious node entry. The new route
towards the destination node is selected by unmarked RREP packets.

Bindra et al. [13] proposed an algorithm to detect black-hole and grey-hole attacks
by adding extended data routing information to the routing table in the AODV protocol.
The routing table exists in every node in the network and fields are added to detect
malicious nodes and save a history of their previous malicious activities. Creating a
historical record for each node’s malicious activities is a way of addressing grey behaviour.
This mechanism is built on the AODV protocol.

Marti et al. [14] proposed an idea called “watchdog”, which is a direct trust manage-
ment mechanism and a path rater. Each node in the network listens to the transmissions of
the next node along the route to detect malicious behaviours. The path rater holds the trust
values of the nodes, which range from 0 to 0.8, with neutral taking the value of 0.5. These
values given to the nodes are updated continuously by 0.1 each 200 ms. The source node
should be able to detect selfish nodes and avoid sending packets to them. This scheme has
shown better performance in the presence of selfish attacks. However, it also increases the
memory overhead as the watchdog mechanism needs to maintain the information collected
from the packets.

Buchegger and Le Boudec [15] proposed an amended routing protocol called Cooper-
ation Of Nodes - Fairness In Dynamic Ad hoc NeTworks (CONFIDANT). This improved
protocol contains a trust management and reputation system. While monitoring the be-
haviour of the neighbouring node, the trust manager evaluates the node’s activities and
sends alarms to neighbouring nodes telling them about a malicious node. The malicious
node is then isolated by all nodes that receive the alarm. This mechanism combines direct
monitoring and a reputation system. The mechanism has shown better performance in the
presence of black-hole attacks.

Michiarde and Molva [16] suggested a collaborative reputation scheme based on
collaborative monitoring. This schema has a more complicated reputation system in
which it is not only one node monitoring the behaviour of the next node, but many nodes
monitoring the behaviour of the same nodes. The decision is made using the data collected
by all nodes involved in the network. The decision here should be more accurate than using
other methods because it is not made by an individual node. Each node has a reputation
table and a watchdog mechanism. Each node monitors the behaviour of its neighbours,
assigns trust values to them and saves those values in its trust table. The nodes share their
trust values with each other. This mechanism has shown better performance in the presence
of selfish attacks.

Pissinou et al. [17] proposed a secure MANET routing protocol based upon a direct
trust mechanism establishing the trust level of the nodes along the route. This protocol
stores trust values in the RREQ packet. When the source node wishes to initialise a route
to the destination, it sends the RREQ packet to its neighbouring node. The intermediate
node updates the trust values in the RREQ packet and forwards it to the next node. When
the RREQ packet reaches the destination node, the destination node replies to the source
by sending an RREP packet containing the level of trust of the route. Then the source can
choose the route with the highest trust level rather than choosing the shortest route.

Balakrishnan et al. [18] proposed a reputation-based trust model called secure MANET
routing with trust intrigue. The evidence of trustworthiness in this model is collected effi-
ciently from direct interactions with the neighbouring nodes and through recommendations
from other nodes. This mechanism contains two components: detection and reaction. In
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the detection phase, evidence of the malicious behaviour of neighbouring nodes is collected
and in the reaction phase, the source node uses this evidence to accept or reject a newly dis-
covered route. Also, in the reaction stage, the source node can predict the future behaviour
of a cretin node by using the evidence collected.

Wang et al. [19] proposed an improved trust-based version of the DSR routing protocol.
Each node in the MANET has a trust table that stores the trust values of the neighbouring
nodes. The amended DSR selects the routing path with the highest trust values and least
delay, unlike the standard DSR, which chooses the routing path that has the lowest hop
count. The trust values are calculated and updated individually by the nodes. A trust value
ranges between −1 and +1, where −1 means distrust and +1 absolute trust. Implementing
this mechanism in the DSR protocol showed a better PDR under selfish attacks.

Li et al. [20] proposed a trust algorithm based on packet forwarding ratio (PFR). PFR
is calculated using the ratio of the number of packets forwarded to the number of packets
received. Trust values are assigned based on the PFR results. The trust value of any
node can increase or decrease based on its behaviour in forwarding packets. When the
PFR increases, the trust value increases, and when it decreases, the trust value decreases.
The trust value in this model is between 0 and 1, where 0 means distrust and 1 means
absolute trust. A trust value between 0 and 0.5 indicates the node is malicious, 0.5 to 0.75
indicates the node is suspect, 0.75 to 0.9 suggests the node might be not entirely trustworthy
and 0.9 to 1 means the node is trustworthy. Nodes with low trust values are isolated and
not allowed to participate in new routes.

Yi et al. [21] suggested a scheme called Flooding Attack Prevention (FAP), which
aims to monitor the RREQ packets received from neighbouring nodes. The FAP algorithm
assumes that there is less of a risk of a node that sends fewer RREQ packets being a
malicious node running a flooding attack. Thus, if a node sends fewer RREQ packets, it
is assigned a higher priority for selection. When a node broadcasts a high rate of RREQ
packets, the neighbouring nodes will observe this and reduce the responding priority for
this node.

Yi et al. [22] added a fixed threshold to the FAP. The modified algorithm assumes
that if the RREQ packets received by a neighbouring node exceeds the threshold, it is
launching a flooding attack. Any RREQ packets from this node will be ignored in the future.
The disadvantage of this modification is that if the attacker guesses the fixed threshold, it is
possible simply to make the number of RREQ packets less than the threshold. This way a
flooding attack will not be detected.

Song et al. [23] proposed a filtering mechanism that has two thresholds: the rate limit
and the blacklist limit. The source node only accepts RREQ packets from nodes that have
not reached the rate limit. After receiving the RREQ packet, the source node compares
the sequence number of the packet with the one stored in the blacklist. If it is greater than
the sequence numbers in the blacklist, the RREQ packet is discarded and the node will be
added to the blacklist. The disadvantage of this mechanism is that the attacker can run the
attack by reducing the flooding rate and sequence number if they discover the values of
the thresholds.

Venkataraman et al. [24] proposed a trust management solution to mitigate the impact
of flooding attacks on MANETs. The algorithm of the solution classifies neighbours based
on their given trust values under three categories: friend, stranger and acquaintance.
A friend node is trusted, a stranger is not trusted and an acquaintance is neutral. There are
three transmission rate threshold values and each category has its own threshold value.
When the source node receives an RREQ packet from a neighbouring node, it first checks
its type and compares its transmission rate to the threshold value of its category. If the
transmission rate is below the threshold value for the category, the RREP packet is processed;
otherwise, the packet will be discarded and the node will be added to the blacklist.

Bandyopadhyay et al. [25] proposed a scheme that allows a limited number of RREQ
packets to be sent by any source node in the network. The limit was set at 10 RREQ
packets per second. This low rate helped prevent flooding the network with RREQ packets.
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The disadvantage of this approach is that the malicious node can change the value of the
allowed rate parameter because it has full access to it.

Khattak and Nizamuddin [26] provided a hybrid approach for preventing black-hole
and grey-hole attacks. The proposed algorithm uses a hash function and timestamp base
solution. The source node selects the second shortest route to the destination instead of
the first. The probability of the existence of a black-hole attacker decreases for the second
shortest route. This is because black-hole and grey-hole attackers send RREP packets to the
source stating that they have the shortest route to the destination. Choosing the second
shortest path is thus safer in the AODV protocol. The point of monitoring the RREP packets
coming from the neighbouring nodes and ignoring the one with the shortest path is a direct
trust mechanism for improving MANET performance.

Velloso et al. [27] suggested a recommendation exchange protocol (REP), which enables
a node to exchange trust values with its neighbouring node. In this model, the trust values
are calculated based on direct observation. The decision to isolate a specific node is
made using the evidence collected individually and by recommendations received from
neighbouring nodes. Each node in the network assigns a trust value to its neighbours
of between 0 and 1. This model consists of two phases: the learning phase and the
trust phase. The learning phase is responsible for collecting data and converting it into
knowledge. The trust phase is responsible for using that knowledge to detect and isolate
malicious nodes.

Yu et al. [28] defined a trust management system that provides a degree of assurance
for the future behaviour of nodes based on the services previously received from the
nodes. Yu et al. classified the trust and reputation management system into two major
categories, namely individual-level trust and system-level trust. The individual-level trust
mechanism allows the source node to initialise communication with the subject node,
aggregate declarations from other nodes about prospective communications, evaluate
the trustworthiness of potential interaction based on the past recorded data and make a
trustworthiness decision on whether to interact with the subject node. The system-level
trust mechanism concentrates on applying punishment based on the node’s trustworthiness
and reputation to improve the utility for nodes that are highly trustworthy.

Lee et al. [29] suggested adding two new packets to the AODV protocol: a route
confirmation reply (CREP) packet and a route confirmation request (CREQ) packet. When
an intermediate node receives an RREQ packet from the source node, it checks its routing
table and sends an RREP packet back to the source and sends a CREQ packet to its next hop
node towards the destination node. When the next-hop node receives the CREQ packet, it
sends a CREP packet back to the source node if it has a fresh route to the destination node.
When the source node receives the CREP and RREP packets, it validates the path to the
destination by comparing the paths in the two packets. If both agree, the path is valid.

Al-Shurman et al. [30] proposed a solution requiring additional computation which
results in an increased overhead. The source node stores the sequence numbers of the last
packets sent and the last packets received in two separate tables. When the source node
receives an RREP packet, it compares the sequence number in this packet with the stored
numbers. If there is a match, the source node starts data transmission; otherwise, it will
classify the RREP packet as malicious. The source node will send an alarm message to the
other nodes to block the malicious node.

Raj and Swadas [31] designed a solution that adds an additional task for the nodes:
checking the RREP packet before accepting it. When a node receives an RREP packet, it
checks if the sequence number is higher than a threshold value. If the sequence number
of the RREP packet is higher than the threshold, it is classified as malicious and the node
that sent it is added to a blacklist. When a node has detected a malicious node, it sends an
alarm packet to inform all neighbouring nodes. This solution has been found to increase
the overhead.

Mistry et al. [32] suggested a solution that entails analysing the RREP packets received.
When a source node receives the first RREP packet, it does not react to it immediately
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but waits for some time to receive multiple RREP packets and then saves them in a table.
The source node then analyses the stored RREP packets in the table and rejects those with
very high sequence numbers. The nodes that sent these packets are marked as malicious.
The source node will arrange the remaining RREP packets according to the sequence
numbers of their destination nodes, and the one with the highest number will be selected.
This mechanism increases the end-to-end delay as the source node has to wait some time to
receive multiple RREP packets.

Yang [33] proposed a cluster-based trust mechanism where data are transmitted
securely using encryption. The objective is to identify nodes which produce high volumes
of traffic as anomalous, but measuring not only the number of packets, but also their quality.
Comparison is made against Energy-Aware AODV and Secure AODV and shows a slight
improvement in performance.

3. Ad Hoc On-Demand Distance Vector (AODV)

AODV is a reactive routing protocol which specifies the route between a source and
destination at the time when the route is needed. Each node in the network maintains a
routing table of routes to known nodes. However, as the network topology changes, these
routes become invalid. In addition, new nodes may join the network which then need to
build new routing routing tables. To handle this process, AODV includes two phases: route
discovery and route maintenance.

Route discovery is the process by which a valid route between a source and destination
pair is found [34]. The routing discovery process in AODV operates as follows:

1. A source node that has data to send to a destination node will first check its stored
routing table. If the routing table contains a valid route, then data transmission begins;
otherwise, the source initiates an RREQ packet. The RREQ packet contains: source IP,
destination IP, source sequence number, destination sequence number and broadcast
ID number.

2. When a node receives an RREQ packet, it checks its own stored routing table. If it has
a valid route to the destination then it sends an RREP packet to the source. The RREP
packet contains the following information: destination IP, destination sequence num-
ber, hop count, lifetime and source IP. If the node does not hold a valid route to the
destination then it broadcasts the RREQ packet within its transmission range.

3. Once the source node has received a RREP packet, it starts transferring data using
that path.

Route maintenance is used when routes become broken due to nodes moving out of
range or leaving the network. If this happens, then the following steps are taken to recover
the broken route.

1. The upstream node sends an RRER packet to notify the source that the route is no
longer valid. An RRER packet contains: source IP, unreachable destination IP and
destination sequence number.

2. All intermediate nodes on the route mark it as invalid.
3. On receipt of an RERR packet, the source starts a new route discovery process.

4. Flooding Attack

A flooding attack can be defined as sending a huge amount of multiple fake RREQs to
random nodes aiming to consume the network resources and leading to DoS [22,35]. This
is a common type of attack in all kinds of network, including traditional networks with
fixed infrastructure.

In a flooding attack, the malicious node floods the network with RREQs to nonexistent
destinations to keep the nodes busy processing the fake packets. The aim of this is to
consume the bandwidth, node memory, node power and computational resources and to
prevent normal operations in the protocol [36]. The malicious node in this type of attack
exploits the vulnerabilities in the route discovery phase, allowing an unlimited number
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of RREQs and accepting any RREQ without validation. In traditional networks, a way
of improving performance in the case of this type of attack is to install a firewall in the
hardware, such as servers and routers [37].

In a flooding attack, the attacker selects an IP address that does not exist in the network
to extend the search process in the network and consume the nodes’ resources [25]. If the
attacker knows the scope of IP addresses in the network, the attacker will select IP addresses
from outside the range. If the attacker does not know the scope, they will select random
IP addresses in the hope that they do not exist. If the IP address selected is outside the
domain, no node can answer the RREQs. The AODV protocol does nothing to detect fake
destination IP addresses because of the nature of MANETs, which allow nodes to join and
leave the network freely at any time.

After selecting the IP addresses, the attacker generates a huge number of RREQs for
the void IPs without waiting for the RREPs to arrive. When a flooding attack is launched
successfully in a MANET, the whole network will be flooded with the fake RREQs sent by
the attacker. Both the bandwidth and the resources of the nodes can be exhausted at the
same time, which can easily lead to DoS [38]. To give a simple example of shutting down a
MANET, each node’s capacity for storing the routing table is extremely limited and if the
node receives a huge number of RREQs over a short period of time, the routing table will
be full and the node will not be able to receive any more RREQs. Hence, the node will not
be able to serve the real RREQs from cooperative nodes.

The flooding attack is a type of DoS attack that exploits the routing discovery process
of reactive routing protocols such as AODV [25]. AODV already has a default mechanism
to prevent flooding attacks at some level. However, this mechanism is vulnerable and it
can be hacked by malicious nodes. The default mechanism of AODV has the following
barriers to prevent a flooding attack:

1. Limiting the flooding rate.
AODV has a method to reduce congestion in the network by limiting the number
of RREQs a node can send per second. The number of RREQs per second allowed,
RREQ_RATELIMIT, is 10 by default [39].

2. Limiting the number of routing request attempts.
AODV limits the number of attempts to find a route made by a source node, by set-
ting a threshold RREQ_RETRIES. When a node broadcasts an RREQ, it waits to
get an RREP. If the RREP does not arrive within a given number of milliseconds,
NET_TRAVERSAL_TIME, the node may try again and send another RREQ until the
number of retries reaches the limit of RREQ_RETRIES, which has a default value
of 2 [39].

3. Limiting the time an RREQ can live in the network.
Time-to-live, TTL, is the maximum time allowed for an RREQ to live in the network
before it is discarded. Each RREQ has a TTL_START value stored in its header. This
value increases by TTL_INCREMENT each time the node tries to send a new RREQ
and the total will be stored in the TTL. This continues until the the TTL set in the
RREQ reaches the TTL_THRESHOLD, then the RREQ will be discarded [40].

Theoretically, these methods seem to work well to prevent flooding attacks as they
limit the number of RREQs sent by any node in the network and do not allow any RREQ
to live in the network forever. However, the malicious node can remove these restrictions
by overriding the values of RREQ_RATELIMIT, RREQ_RETRIES and TTL_THRESHOLD.
The parameters of this mechanism are accessible by the source node, which has full control
to change their values. This allows the malicious node to remove the limitations on the
number of RREQs allowed, the flooding rate and the period of time the RREQ can live in
the network.

5. Trust Management

One of the essential goals for MANETs is to provide routing security in the network
and ensure confidentiality, integrity, availability and anonymity [41]. The existence and
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implementation of MANETs depend on the nodes’ cooperative and trusting nature. There
is a common assumption in existing MANET routing protocols that each node participating
in the network is trustworthy [42]. This default assumption needs to change with the de-
velopment of a mechanism that can distinguish a trustworthy node from a malicious node.

Trust can broadly be defined as a measure of subjective belief that an entity will
perform an action and another will perform the promised work without the need to
examine whether or not the work is done [43]. This definition contains two inspiring terms:
measure and performance. This is how networks work; it is all about performance and the
ability to measure it.

In MANETs, trust management is a reputational mechanism such that every node in
the network observes and evaluates its neighbouring nodes’ activities and tries to detect and
isolate any malicious node [42]. It is a method of collecting the information about an entity
needed to make a trust relationship decision about it [27]. Trust management can go further
and obtain experiences from other entities. Thus, the trust decision can be made using
information collected directly or using other nodes’ experiences and recommendations.

Trust management has become crucial to solving many performance issues in MANETS.
The principle of trust is derived from the social sciences and is used in many fields, such
as economics, communications, business and computing and networking. In computer
networks in general and in MANETs especially, trust entails believing that a node is coop-
erating with other nodes to forward the data through the network as expected without any
disruption [44].

Ullah et al. [44] defined that the objectives of trust management in MANETs as follows:

1. To distinguish between trustworthy and malicious nodes.
2. To allow trustworthy nodes to participate in establishing routes between sources

and destinations.
3. To isolate malicious nodes and prevent them from participating in the network

Due to the unique characteristics of MANETs, a trust management scheme must be
distributive and self-organised. Also, it should consume fewer CPU cycles and battery,
memory and bandwidth resources.

Trust management in MANETs comprises four steps: trust initialisation, information
collection, trust calculation and decision making [44]. Each step has its own challenges and
difficulties in MANETs.

5.1. Trust Initialisation

Trust initialisation happens when a node starts sending packets to its neighbouring
node. In this step, a node in MANET has no previous interaction with its neighbour and
has no background about its behaviour. This is a risky situation and most of the direct
trust management algorithms proposed consider the default trust value to be neutral.
For example, if the range of the trust value is between 0 and 1, the default value for the
unknown node is 0.5.

5.2. Information Collection

In direct trust management, a node directly monitors the following node’s behaviour
and gathers information based on this observation. Direct observation is a powerful tech-
nique that can provide authentic information about a neighbouring node’s behaviour.
In indirect trust management, information is collected in two ways: through direct observa-
tion and by receiving recommendations from other nodes in the network.

5.3. Trust Calculating

The information collected about the behaviour of the neighbouring node is used to
calculate a trust value for that node. The trust value can be updated over time to arrive
at a more accurate judgment. Calculating the trust values can be as simple as counting
the packets dropped by the node in question, or it can be more complicated and use
maths functions.
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5.4. Decision Making

Once the trust value of a specific node has been calculated, it can be used to decide
whether the node is trustworthy or not. Based on this decision, the node in question must
either be isolated or allowed to participate in creating routes. There are different levels of
trust in more complex models.

6. Trusted AODV (TAODV)

Trusted AODV (TAODV) is very simple, which is one of its attractive features. No new
messages are generated and the computational overhead is very low. Furthermore, as we
employ direct trust management, there is no need for any additional separate authority to
detect malicious nodes, which would go against the distributed ad hoc nature of MANETs.

In TAODV, each node maintains a list of known nodes in the network with a trust value
for each node. A trust value can be calculated using any reputational measure, depending
on the objective of the trust management scheme and in practice a node could maintain an
number of different trust values in order to achieve different goals, or to counter different
attacks. In this paper, we are specifically concerned with the impact of flooding attacks and
so the trust value used here is specifically tailored to identify nodes which are attempting
to launch flooding attacks. As discussed above, AODV has measures to limit the impact of
flooding attacks but these can be bypassed by a malicious node. Specifically, a malicious
node may attempt to create many long routes with to flood packets across the network.
Thus, the trust value in AODV is based on identifying nodes that generate multiple RREQ
requests in quick succession, or RREQ packets with long time to live (to create long routes).
If such behaviour is found, then the trust value for the offending node will be set to zero by
other nodes. If sufficient other nodes set the trust value to zero for a given node then that
node will be unable to initiate routes on which to launch the flooding attack.

In particular, the proposed scheme can validate the values for the RREQ_RETRIES and
TTL parameters in the intermediate node. Thus, instead of relying on the honesty of the
source node, the intermediate node checks the values and if the TTL value is greater than
the TTL_THRESHOLD value or the RREQ_RETRIES value is greater than 2/s, the source
node will be given a trust value of zero. Thus, the intermediate node should be able to
detect the malicious behaviour of the flooding attacker and isolate it.

To implement the scheme, a table needs to be added to each node to store the following
information: (i) the IP address of the source node sending the RREQ; (ii) the number of
RREQs received by the intermediate node; (iii) the trust value of the node. The number of
RREQs received is zero by default and increases by one each time the intermediate node
receives an RREQ. The number resets each second. The scheme works as follows:

1. The intermediate node checks the value of the TTL associated with the RREQ received.
If the TTL value is greater than TTL_THRESHOLD, the RREQ will be discarded and
the source node will be given a trust value of zero and isolated. The intermediate
node can obtain the TTL_THRESHOLD on its own and compare it to the TTL of the
RREQ received.

2. Each time the intermediate node receives an RREQ, it stores the IP address of the
source node in the table and increases the number of RREQs received from this node
by one. If the number of packets received from the same source node exceeds two
packets within one second, the node is trying to flood the network. The source node
will be given a trust value of zero and be isolated.

7. Simulation and Evaluation

The performance of the scheme is evaluated using the NS3 network simulator (version
3.33) and measured using the following metrics: throughput, PDR and end-to-end delay.
We compare the performance of the plain AODV with the modified version, TAODV, when
both are under flooding attack. The parameters used to run this simulation are shown in
Table 1.
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Table 1. Parameters used to evaluate performance of the TAODV protocol under flooding attack.

Parameter Value Unit

Simulator NS-3.33 -
Packet size 512 byte

Simulation time 100 s
Simulation area 1200 × 1200 m

Number of nodes 50, 80, . . ., 200 -
Node speed 1 m/s

MAC protocol 802.11b -
Transmission range 250 m

Total of simulation runs 10 -
Malicious nodes 5 -

Attack type flooding -
Flooding rate 50 packet/s

Routing protocol AODV, TAODV -

7.1. Performance Based on Number of RREQs Varying the Number of Nodes

The number of RREQs sent by nodes in the network can be used as a metric to measure
the success of the scheme. The scheme should discard or at least reduce the number of fake
RREQs by blocking the malicious nodes. That will lead to a reduction in the total number
of RREQs living in the network.

Figure 1 shows that the number of RREQs increases with an increase in the number
of nodes in both AODV and TAODV. This is expected because having more nodes means
more RREQs will be generated. The addition of the mechanism reduces the number of
RREQs in TAODV by blocking the malicious nodes and stopping them from flooding the
network with more fake RREQs. For example, if the number of nodes is 100, the number of
RREQs is 51,000 in the case of TAODV and 57,000 in the case of AODV. Thus, the scheme
was able to prevent 6000 fake RREQs in 100 s.
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Figure 1. Number of RREQs in TAODV vs. AODV (95% CI).

7.2. Performance Based on Number of RREQs Varying the Number of Malicious Nodes

This simulation was run varying the number of malicious nodes from 5 to 25 with a
constant number of 200 nodes and a flooding rate of 50 packets per second.

Figure 2 shows that increasing the number of malicious from 5 to 25 increases the
number of RREQs from 85,000 to 380,000 in the AODV case, whereas in TAODV, the highest
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number of RREQs is fewer than 190,000 when the number of malicious nodes reaches the
highest value of 25.
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Figure 2. Number of RREQs in TAODV vs. AODV under flooding attack (95% CI).

7.3. Performance Based on Number of RREQs Varying the Flooding Rate

The simulation was run varying the flooding rate from 50 to 100 packets per second
with a constant number of 200 nodes and 5 malicious nodes. The flooding rate is the
number of fake packets sent by a malicious node per second. Figure 3 shows that in AODV,
increasing the flooding rate leads to a rapid increase in the number of RREQs, whereas
the number of RREQs in TAODV seems more stable. The reason for this is that any node
reaching the limit of permitted RREQs will be isolated regardless of the flooding rate.
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Figure 3. Number of RREQs in TAODV vs. AODV under flooding attack (95% CI).

7.4. Throughput Performance Varying the Number of Nodes

Figure 4 shows that during the simulation, the throughput of TAODV was better than
AODV operating under flooding attack. The throughput improved as a result of isolating
the five malicious nodes and preventing them from flooding the network with fake RREQs.
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Figure 4. Throughput of TAODV vs. AODV (95% CI).

7.5. Throughput Performance Varying the Number of Malicious Nodes

The simulation was run varying the number of malicious nodes from 5 to 50 with a
constant number of 200 nodes and a flooding rate of 50 packets per second.

Figure 5 shows that increasing the number of malicious nodes from 5 to 25 sharply
reduces the throughput of AODV from 0.27 Mbps to around 0.054 Mbps. In contrast, there
was a slight decrease in the TAODV case.
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Figure 5. Throughput of TAODV vs. AODV under flooding attack (95% CI).

7.6. Throughput Performance Varying the Flooding Rate

The simulation was run varying the flooding rate from 50 to 100 packets per second
with a constant number of 200 nodes and 5 malicious nodes.

Figure 6 shows that increasing the flooding rate from 50 to 100 packets per second
reduces the throughput of AODV from 0.27 Mbps to less than 0.15 Mbps. In TAODV,
the throughput looks more stable, with a slight decrease.
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Figure 6. Throughput of TAODV vs. AODV under flooding attack (95% CI).

7.7. The Overhead

End-to-end delay is one of the QoS metrics that can be used to measure the overhead.
QoS should be always measured when adding any kind of mechanism to a routing protocol.
It is important to determine the trade-off between the cost and the improvement achieved.

Figure 7 shows that the more work added to the AODV protocol, the greater the
effect on the end-to-end delay metric. End-to-end delay is a very sensitive metric and is
likely to be affected by adding any load to the protocol. The simulation shows that the
end-to-end delay increased by around 0.2 s in TAODV, which seems slight compared to the
improvement in the throughput metric and the reduction in the number of fake RREQs.
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Figure 7. End-to-end delay of TAODV vs. AODV under flooding attack (95% CI).

8. Conclusions

The aim of this paper is to show the impact of flooding on the AODV routing protocol
(which is already designed to deter flooding) and to demonstrate how a very simple direct
trust mechanism (which requires no new operations in the protocol and has a low overhead)
can significantly improve performance.
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In this paper we have explained what MANETs are and how the routing protocols
AODV works. It has described the vulnerabilities that AODV suffers from, which can
be exploited by malicious nodes to run flooding attacks, leading to negative effects on
performance. The paper then introduced trust management as a promising principle that
could solve many issues in MANETs. Then proposed a direct trust management scheme to
detect and isolate the flooding attack, which improved the performance of the network in
the presence of the attack. The proposed scheme shows a considerable improvement in the
performance of MANETs, but with some overhead. The increase in overhead was expected
as adding any tasks to the routing protocol will likely consume more resources such as the
memory for example.

There are clearly other means to counter flooding attacks and other forms of attack
against MANET routing, as discussed in Section 2. The advantage of the TAODV scheme
proposed here is its simplicity and, hence, ease of implementation and low overhead.
Despite this simplicity, TAODV is shown to be effective in countering flooding attacks. The
authors are not aware of any works which show a comparison between different trust-based
approaches or other mechanisms for defending against attacks. An empirical comparison
of the performance of different approaches to defending against flooding attacks in AODV-
based MANETs would be a substantial but worthwhile task, but one which lies beyond the
scope of this current paper.

Direct trust management has been used to identify malicious behaviour in many other
different contexts in order to defend against different forms of attack. The mechanism used
in this paper is only intended to identify a flooding attack, but other approaches to calculate
a trust value could easily be added to counter other attacks against AODV. Furthermore,
the approach used here could be adapted for use in other network routing protocols and
other forms of trust management, indirect or global, could be used.
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