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Abstract: In order to solve the problems of a low target recognition rate and poor real-time perfor-
mance brought about by conventional infrared imaging spectral detection technology under complex
background conditions or in the detection of targets of weak radiation or long distance, a kind
of infrared polarization snapshot spectral imaging system (PSIFTIS) and a spectrum information
processing method based on micro-optical devices are proposed in this paper, where the synchronous
acquisition of polarization spectrum information is realized through the spatial modulation of phase
with a rooftop-shaped multi-stage micro-mirror and the modulation of the polarization state of light
with a micro-nanowire array. For the polarization interference image information obtained, the
infrared polarization spectrum decoupling is realized by image segmentation, optical path difference
matching, and image registration methods, the infrared polarization spectrum reconstruction is
realized by Fourier transform spectral demodulation, and the infrared polarization image fusion
is realized by decomposing and reconstructing the high- and low-frequency components of the
polarization image based on the Haar wavelet transform. The maximum spectral peak wavenumber
error of the four polarization channels of the polarization spectrum reconstruction is less than 2 cm ™1,
and the polarization angle error is within 1°. Ultimately, compared with the unprocessed polarization
image unit, the peak signal-to-noise ratio is improved by 45.67%, the average gradient is improved
by 8.03%, and the information entropy is improved by 56.98%.

Keywords: infrared imaging; polarization snapshot; information processing; polarization spectrum
reconstruction; polarization image fusion

1. Introduction

With the rapid development of aerospace remote sensing, resource surveys, medical
biology, military reconnaissance, agriculture, and other fields, there is an urgent need for
high-performance infrared imaging detection instruments, and higher requirements have
been put forward for the real-time detection of transient targets, weak signal detection
ability, compact structure, and stability. The multidimensional information acquisition
technology developed on the basis of infrared imaging spectroscopy and polarization
imaging technology, known as infrared polarization spectroscopy imaging technology, has
unique advantages. It can obtain the imaging, spectral, and polarization information of the
detected target at the same time, greatly improving the amount of information obtained by
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optical detection, providing a more abundant, more scientific, and more objective scientific
basis and information source for target detection, recognition, and confirmation [1-7].

In 2018, Xi’an Jiaotong University proposed a channel polarization spectroscopy mea-
surement system based on a liquid crystal variable retarder (LCVR). The system adjusts the
zero optical path difference position by controlling the optical path difference delay of an
LCVR and time-sharing each channel to realize the function of polarization spectroscopy
imaging. It improves the resolution of reconstructed spectra while maintaining the high
resolution of images [8]. In 2021, the University of Saskatchewan in Canada proposed a
multispectral polarization imaging instrument for the contour imaging of atmospheric
aerosols. The instrument incorporates a liquid crystal polarization rotator and an acousto-
optic tunable filter to capture polarized multispectral images of the atmospheric edge,
thereby enhancing both the image resolution and signal-to-noise ratio [9]. In 2021, a static
full-Stokes Fourier transform infrared spectrometer was proposed and built by the Shan-
dong University of Technology, which includes a liquid crystal polarization modulator and
a birefringent shear interferometer as the core devices. The 4D data cube containing spatial,
spectral, and polarization information can be obtained synchronously, and the optical path
difference and full-Stokes polarization information with good linear distribution can be
obtained with a high signal-to-noise ratio [10]. Image and spectral information processing
is one of the key technologies in the development of spectral imaging systems. In the field
of polarization spectrum and image data processing, Xi'an Jiaotong University conducted a
study in 2010, while the University of Burgundy conducted a study in 2019, on the image
formation and data distribution characteristics of polarization interferometric imaging
spectrometry in spatio-temporal mixed modulation mode, proposing principles and meth-
ods for multi-spectral data acquisition and processing [11-13]. In 2021, the Changchun
University of Science and Technology used guided filtering and a pulse-coupled neural
network to preprocess a polarization angle image, and then obtained the polarization
features by combining the polarization degree image, after which the multi-scale analysis
method was used to extract and fuse the features of the high-frequency part, making the
image details more affluent and obvious [14].

At present, most of such systems work in the visible light and near infrared band, and
there are few studies on the mid-infrared band [15-17]. The thermal imaging of the infrared
spectrum is characterized by its detection ability for targets in all-weather conditions and
its reduced susceptibility to interference from weather and external factors, thus offering
significant advantages in accurate target recognition. In this paper, we propose a static
infrared polarization snapshot spectral imaging system for infrared target recognition,
which is based on an infrared micro-nanowire-grating polarizer array device, an infrared
micro-lens array device, and a rooftop-shaped infrared multi-stage micro-reflector. It
enables instantaneous stable measurement of the infrared polarization map, allowing for
the simultaneous acquisition of polarization information, interference information, and
spatial information within the infrared band. Moreover, it provides these information
with high spectral resolution, high throughput, and exceptional stability. According to the
structural characteristics of the polarization spectrum data cube, a decoupled reconstruction
method of the infrared polarization spectrum is proposed in this paper, where, through
image segmentation, optical path difference matching, and image registration, the problem
of interference order migration caused by device machining error and system assembly error
is solved, and the high-precision reconstruction of the polarization spectrum information
of the system is realized. At the same time, aiming to address the inherent disadvantages
of infrared images such as the huge noise and low resolution, a fusion method of infrared
polarization images based on the Haar wavelet transform is proposed, through which the
Stokes vector image, polarization degree image, and polarization angle image are fused by
multi-scale analysis and fusion, thus solving the problem of unclear images caused by a
low signal-to-noise ratio and poor contrast of infrared polarization images, and eventually
realizing high-quality imaging of the system.
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2. Principle of PSIFTIS and the Information Reconstruction Method
2.1. Principles of System Operation and Structural Parameters

The principle of a static infrared snapshot polarization spectroscopy imaging system is
shown in Figure 1. The system consists of a pre-system, a micro-lens array, two multi-stage
micro-reflectors, a beam splitter, a relay optical system, a polarizer array, and a detector.
The target light field is incident into the multiplex imaging interferometer system through
the collimation system, and the incident light field is imaged by the micro-lens array in
multiple channels. Two high and low rooftop-shaped multi-stage micro-mirrors are placed
orthogonally, and the step height conforms to the principle of optical path difference sam-
pling complementarity. The imaging unit is subjected to distributed phase modulation to
form an interference image array. The polarizer array modulates the interference image unit
with different polarization states, so as to obtain the polarization-modulated interference
image on the detector that is shown in Figure 1a as well as the polarization-modulated
spectral image by Fourier transform, and to realize the polarization image reconstruction
by Stokes polarization calculation that is shown in Figure 1b.
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Figure 1. PSIFTIS principle: (a) polarization imaging, (b) polarization spectroscopy.

The system mainly works in the mid-infrared band; the spectral range is 3.7—4.8 um,
divided into 4 polarization interference channels; each polarization state corresponding to
the number of interference channels is 8 x 8, the spectral resolution is 7.8 cm !, and the
modulation transfer function of each optical element is greater than 0.5@17 lp/mm.

The core interferometric system of this system is composed of two orthogonal high-
and low-stepped rooftop-shaped multi-stage micro-reflectors and a beam splitter, which
contribute to the phase modulation of the imaging light field of the micro-lens array. The
parameters of the rooftop-shaped multi-stage micro-reflector are as follows.

It can be seen from Table 1 that the rooftop-shaped multi-stage micro-mirror has a total
of 2 N = 16 steps, 8 on the left and 8 on the right, which satisfies the narrow-band sampling
theorem. The sampling frequency Fs of the interferometer system is greater than 2 times
the bandwidth BW of the emission spectral line of the detected target, and the height of
the steps d meets the requirement of being less than or equal to 1/(4 BW). According to
the spectral resolution Ay = 1/(2 N?d) = 7.8 cm ™!, required by the system design, the
low height of the steps d’ can be calculated to be 10 um, with the high height of the steps
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Nd’ being 80 um. The width of the steps matches the size of a single square lens of the
micro-lens array (4 mm X 4 mm), and the total length of the mirror matches the number
of lenses of the micro-lens array (16 x 16), which is made of silicon material, while the
polarizer array is designed with a silicon substrate grid polarizer, so as to meet the working
band of the system, which should be 3.7-4.8 um. The system adopts the model Gavin615A
HgCdTe material medium wave-refrigerated infrared detector, with a working wavelength
of 3.7-4.8 um, a pixel number of 640 x 512, a pixel size of 15 um x 15 pm, an array size of
9.6 mm x 7.68 mm, an F# of 4, a cold shutter aperture of 5.1 mm, and a rear focal length of
19.8 mm. The system structure built is shown in Figure 2.

Table 1. Design parameters of rooftop-shaped multi-stage micro-reflector.

Design Parameters Value
Wavelength 3.7-4.8 um
Left/right steps 8
Low-step height 10 um
High-step height 80 pm
Width of steps 4 mm
Total length of reflector 64 mm

Figure 2. PSIFTIS experimental platform construction: 1—carbon-silicon rod light source and target,
2—collimation system, 3—micro-lens array, 4—high-order rooftop-shaped multi-stage micro-mirror,
5—low-order rooftop-shaped multi-stage micro-mirror, 6—beam splitter, 7—post-position primary
imaging system, 8—polarizer array, 9—post-position secondary imaging system, 10—detector.

2.2. Principle of Polarization Pattern Decoupling and Information Reconstruction in PSIFTIS

Because the data structure obtained by this system is relatively complex and the
spatial, spectral, and polarization information are coupled together, in order to obtain the
three-dimensional information of the target respectively, it is necessary to decouple and
reconstruct the map of the polarization interference image array. The process of obtaining
the reconstructed polarization spectrum and the polarization fusion image through the
processing of the polarization interference image array data is shown in Figure 3.
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Figure 3. Decoupled polarographic reconstruction process of PSIFTIS.

The process is divided into two processing routes: the first route includes image
segmentation, optical path difference matching, and image registration of a polarization
interference image array to obtain the polarization interference intensity cube datasets
Iolx,y,A(m,n)], Lis[x,y,A(m,n)], Iog[x,y,A(m,n)], and I135[x,y,A(m,n)], in polarization directions
of 0°,45°,90°, and 135°, where (x,y) represents the spatial coordinate axis, A represents the
optical path difference axis, m and n are the step orders of the high- and low-step micro-
mirrors, (m,n) is the position coordinates of the corresponding phase modulation unit, and
A(m,n) represents the modulated optical path difference generated by the phase modulation
unit [18,19]. The interference intensity corresponding to the polarization direction is:

Vmax
Iy[x,y, A(m,n)] = / By(x,y,v) explj2rtvA(m, n)]dv 1)
Vmin
Here, v is the wave number, vp,in and vmax represent the minimum and maximum
wave number respectively, By(x,y,v) is the spectrum of each polarization direction, and the
expression of the optical path difference is:

A(m,n) =2(Qn —m)d 2)

Here, Q is the series of rooftop-shaped stepped micro-mirrors, and 4 is the height of the
lower step of the rooftop-shaped stepped micro-mirrors. With the array center as the zero
point, the optical path difference increases in the horizontal and vertical directions. After
addressing baseline correction and apodization, the polarization interference intensity data
cube set Ip[x,y,A(m,n)] is subjected to two-dimensional discrete Fourier transform to obtain
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the three-dimensional spectral data cube set By(x,y,v) of the target in each polarization
direction, and the result is as follows:

Bo(x,y,v) =2d)_Y Is(x,y, A(m, n)) exp[—idmv(Qn — m)d] 3)

Each interferogram unit corresponds to a specific interference order under a specific
polarization state, and polarization channel and interference channel are matched. Ac-
cording to the Stokes vector expression, the spectral information corresponding to each of
the Stokes vectors Sy, S1, Sy, and S3 can be obtained as shown in Equation (4). Sy repre-
sents the total intensity of light, S; represents the difference between 0° and 90° linearly
polarized light components, S, represents the difference between 45° and 135° linearly
polarized light components, and S3 represents the difference between right-handed and
left-handed circularly polarized light components. Since the amount of S3 component in
the reflected light of most objects in nature is very small, it is taken as approximately zero.
The corresponding spectra of each Stokes component are:

(4)

The second route preprocesses the polarization interference image array to obtain four-
channel infrared polarization images, and the Stokes parametric method is used to quanti-
tatively describe the polarization state of the object. According to Equations (5) and (6), the
degree of polarization (DoP) and angle of polarization (AoP) images can be calculated [20]:

\/S12 + S22
pop = YL 72 5)

So

AoP = %arctan(g—i) (6)

After obtaining the polarization intensity image, polarization degree image, and
polarization angle image, the polarization degree image and polarization angle image
are fused to obtain the polarization feature image, and then the polarization intensity
image and the polarization feature image are decomposed into high- and low-frequency
components by wavelet transform to obtain the polarization fusion image.

3. Algorithm Flow
3.1. Polarization Image and Spectral Decoupling and Spectral Reconstruction

The decoupling process of the polarization atlas is shown in Figure 4. According to the
grayscale difference between image units of different interference order, the polarization
interference image array is segmented by using the method of convolution kernel traversing
the image and Canny edge detection. The interference order is determined by the phase
space modulation mode of the system interference core device. The segmented image units
are matched according to the optical path difference. The image units after the optical
path difference matching are image-registered by SUSAN Corner Detection combined
with the SIFT Feature Matching Algorithm, and the polarization interference intensity
sequence of any point in the target scene is obtained. The polarization interference intensity
of each polarization channel is transformed by Fourier transform to obtain the spectral
information and polarization information of the target scene, and then the distributions
of Stokes vectors of each polarization channel in the wavenumber domain, Bg,(v), Bs, (v),
and Bg, (v), are obtained.
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Figure 4. Flowchart of decoupling and reconstruction of polarization spectral data cube.

3.1.1. Polarization Interference Image Segmentation

The segmentation of the polarization interference image array is the basis of sub-
sequent data processing. It can be seen from the system principle that the image array
obtained by a single polarization channel of the detector should be arranged in a pattern of
8 x 8 with 64 image units of the same size. However, the manufacturing accuracy error and
assembly error of the multi-stage micro-mirror, the manufacturing accuracy error of the
micro-lens array, and the rotation translation error will lead to the alignment error of the
optical system, which may cause different widths and order offsets of each interferogram
unit, so it is necessary to segment the image units. Therefore, a method of convolution
kernel traversal combined with the Canny Edge Detection Algorithm is proposed to realize
image segmentation.

The method of using a single convolution kernel to traverse the image to obtain the
rough location set of image elements is relatively effective, but there is also the problem of
incomplete detected edges, while the Canny Edge Detection Algorithm has high accuracy
in edge pixel location and can effectively suppress noise interference so that more fine edge
information can be obtained; therefore, the combination of the two algorithms can improve
the accuracy of edge detection so as to achieve more accurate image segmentation. The
specific steps are as follows.

(1) Adopt the convolution kernel with the size of the enclosing circle of a single image
unit, and set a threshold to traverse the image to obtain the coarse positioning set of
the image unit;

(2) Carry out Canny edge detection on the image to obtain the image edge information
positioning set;

(8) Merge the ergodic coarse positioning set through the convolution kernel and the posi-
tioning set through Canny edge detection to obtain the accurate edge information set.

The coarse positioning point set W = {Z,},"!; is obtained through the image processing

of convolution kernel traversal, where m, represents the number of feature points. The
measured image information positioning set V = { Zg }mil is obtained through Canny edge

detection, where m;, represents the number of feature points. The union set of the two is
obtained as Y, which is the final precise edge information set, as shown in Equation (7):

Y = WUV = {Z)", U {25}, @

3.1.2. Polarization Interference Image Registration and Polarization
Spectral Reconstruction

For the segmented image units, the interference order is determined by the phase space
modulation mode of the system interference core device, and the segmented image units
are matched according to the optical path difference. However, the polarization interference
data cube set obtained by the optical path difference matching cannot accurately locate
the image units, and there are large matching errors, which will affect the accuracy of
spectral reconstruction. In order to accurately obtain the polarization interference intensity
sequence of any point in the target scene to achieve high-precision spectral reconstruction, it
is necessary to register the image units after the optical path difference matching. Therefore,
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this paper proposes an image registration algorithm based on SUSAN corner detection
combined with SIFT feature matching.

The SIFT algorithm is a feature-matching algorithm based on scale space and using
neighborhood gradient information to extract and describe features. SIFT features have
good robustness to image rotation, scaling, and noise, but the feature point extraction is
unstable, and most of the feature points are not corner points, which cannot well reflect the
structural characteristics of the image. SUSAN corner detection is a feature point acquisition
method based on grayscale level. It can detect the edge and corner of the image, and has
the advantages of strong anti-noise ability, high precision, simpleness, and effectiveness.
SUSAN corner detection is used to obtain the corner information of the image unit, and
the SIFT descriptor is used to describe the feature point in the feature point description
stage, so as to obtain stable and accurate feature point information. The specific steps are
as follows.

(1) Perform SUSAN corner detection for each image unit to obtain its corner information set

(2) Generate SIFT feature descriptors according to the corner information set obtained in
step (1);

(8) Perform SIFT feature coarse matching and RANSAC feature fine matching for each
image unit to obtain the feature point information set;

(4) Take the intersection of the feature points obtained in step (1) and step (3) to obtain
the final feature point set and complete image registration.

SUSAN corner detection is essentially a detection method based on a window tem-
plate [21]. It uses a circular window of fixed size, directly compares the grayscale difference
between the pixels in the circular window and the central pixel, counts the grayscale dif-
ference in the whole circular window, and uses the threshold judgment to detect corners.
Since the process of SUSAN corner detection involves no image pixel gradient, it has
good robustness in the presence of noise. Compared with the detection method based on
gradient, situations where the central neighborhood and the central area angular response
are difficult to distinguish are prevented, therefore a simple selection of local maximum
values could lead to the non-maximum suppression.

After SUSAN corner detection, a preliminary corner information set is obtained, and
then the SIFT feature matching algorithm is used to complete the corner information set and
image registration [22]. The gradient magnitude and gradient amplitude of image pixels are
obtained in the region with a radius of 3 x 1.5 o (o as the scale) based on the feature points
through SUSAN Corner Detection, and then the gradient histogram is constructed, and
the peak direction of the histogram becomes the main direction of the feature points. The
region around the corner is rotated clockwise to the main direction angle, and a rectangular
window of 16 x 16 with the corner as the center is selected in the rotated region, and then it
is divided into 4 x 4 sub-regions. The gradient histogram of 16 sub-regions is constructed
in 8 directions, and the 128-dimensional SIFT descriptor can be obtained. Then, the SIFT
feature matching is completed. Finally, the outlier points are removed using the Random
Sample Consensus (RANSAC) algorithm, to complete the image fine matching.

In order to make sure the obtained feature points are more accurate and more rep-
resentative and the best are selected, the intersection of the feature point sets obtained
through SUSAN corner detection and SIFT feature matching are taken as the final feature
point set.

Then, image registration is carried out according to the position of feature points in
image units to obtain the cube set of polarization interference intensity data, Iy[x,y,A(m,n)],
and then the polarization interference intensity sequence of feature points is obtained. After
addressing baseline correcting and apodization by using the Gaussian function, a discrete
Fourier transform is carried out to obtain the polarization spectrum cube By(x,y,v). The
reconstructed polarization spectrum can be obtained by Equation (4).
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3.2. Infrared Polarization Image Fusion

The spectral and polarization information of the target can be demodulated through a
polarization interference image array. However, infrared images have inherent disadvan-
tages such as large noise and low resolution, so the imaging quality of infrared images is
also an important indicator of the system. Polarization image fusion can make full use of
polarization information, make up for the disadvantage that a single intensity image cannot
provide sufficient information under certain scene conditions, and further improve the
amount of information obtained by optical detection. Therefore, the research on infrared
polarization image fusion is carried out. Figure 5 is the overall flow chart of polarization
image fusion.

0°,45°,90°,135°
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) ;
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I |

T
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Figure 5. Flowchart of polarization image fusion.

3.2.1. DoP and AoP Image Solution and Polarization Feature Image Fusion

In order to reduce the impact of pixel position difference and noise pollution, it
is necessary to denoise and register the image in advance. In this paper, a grayscale
transformation is adopted to enhance the image contrast, and the polarization images of
0°, 45°, 90°, and 135° after pretreatment are calculated to obtain Sy, S;, and S, images.
Then, the polarization degree and polarization angle images are calculated according to
Equations (5) and (6). DoP and AoP images can provide a lot of target details in the
fusion process, which plays an important role in improving image quality. DoP images can
highlight the polarization characteristic information of the target; AoP images have a low
signal-to-noise ratio but contain many detailed texture information. The two images can
be fused to remove redundancy and increase useful information of the image, and play a
role in the subsequent fusion with the intensity image. In order to make better use of the
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complementarity between images, this paper chooses the minimum value fusion method,
which can be described as follows:

~JCa(m,€), |Caln,8)| < ICp(1,0)
Crln:¢) = {cgw,@), At ©)| > ICa (1, 2)] ©

Here C4(7,¢) and Cp(,C) are a set of decomposition coefficients of source image A and
source image B respectively, and Cr(7,¢) is the coefficient after fusion.

3.2.2. High- and Low-Frequency Components” Decomposition of PI and PF Images

The PI and PF images acquired are then decomposed into high- and low-frequency
components using the Haar wavelet transform. As the Haar wavelet transform is an
orthogonal wavelet with both symmetry and finite support, it serves as the only orthog-
onal wavelet that possesses these characteristics. These images come with a typical two-
dimensional discrete signal, thus we extend the one-dimensional discrete wavelet transform
to a two-dimensional function in order to achieve the two-dimensional discrete wavelet
transform of the image. In two-dimensional contexts, each two-dimensional wavelet can
be expressed as the product of two one-dimensional wavelets, resulting in 4 separable scale
functions, which enable the measurement of grayscale variations within the image along
different directions. ¢(x,y) is the low-frequency scale change, ¥ (x,y) is the high-frequency
horizontal edge change, ¥V (x,y) is the high-frequency vertical edge change, and ¥P(x,y) is
the high-frequency diagonal change.

3.2.3. High- and Low-Frequency Components’ Fusion of the Polarization Image

Fusion rules are crucial for image fusion, with the selection principle being to retain
useful information while avoiding useless information and enhancing the fusion effect
through complementarity and redundancy between images. After obtaining the high- and
low-frequency components of the polarization intensity image and the polarization feature
image, different fusion rules are used to fuse the high- and low-frequency components of
the two images.

(1) Low-Frequency Fusion of a Polarized Image

The low-frequency part of the image represents the main information component of
the image, represents the main energy distribution in the image, and reflects the main
features of the image. In this paper, the low-frequency fusion rule of the region coefficient
difference combined with the average gradient grayscale stretch (RCD-AG-GS) is adopted.
While preserving the image information to the maximum extent possible, the clarity of the
image is further enhanced.

Firstly, the low-frequency components of the two images are grayscale stretched
to enhance the contrast of the image. Then, the low-frequency fusion coefficients are
preliminarily confirmed by using the difference of regional coefficients. The difference
of regional coefficients is the difference between the grayscale value of the pixel and the
average energy of the region in which it is located. The greater the difference is, the more
useful information the pixel has. Its expression is [23]:

(M-1)/2  (N-1)/2

leiCellpun = X2 Y. |fic+m" y+n")| el y)pen| O
m"=(1-M)/2n"=(1-N)/2

(M-1)/2 (N-1)/2

[fix 4",y + ")
~ "=—(M-1)/2n"=—(N-1)/2
e(X,¥)pun = - - M x N o

Here, i represents the PI and PF images, e represents the low-frequency component, f
represents the grayscale value of a pixel, and é(x,y)y x N represents the mean of the absolute
grayscale value of the low-frequency part in an M x N slider area.
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However, if the region coefficient difference is only used for fusion, useless information
will also be fused into the image, resulting in a lower fusion effect and blurring. Therefore,
the clarity needs to be improved. The average gradient can well reflect the tiny details
and texture characteristics of the image, as well as the clarity of the image. Therefore,
it is combined with the region coefficient difference to achieve effective fusion of the
low-frequency components. The expression of the average gradient is as follows:

Ve - 1 Y JUED ZfERLEE FG) =G DE gy
M=) x(N-1) & = 2

Here, f(i,j) is the grayscale value of the i-th row and j-th column of the image; M
and N are the total number of rows and columns of the image, respectively. When the
difference of the regional coefficients of the low-frequency components of two images is not
equal, the grayscale value of the one with a larger difference is taken to determine the low-
frequency fusion coefficient. Meanwhile, when the difference of the regional coefficients of
the low-frequency components of two images is equal, the grayscale value of the one with
a larger average gradient is taken as the low-frequency fusion coefficient. By combining
Equations (9)—(11), the specific selection rule of the low-frequency fusion coefficient of the
fused image can be obtained, as shown in Equation (12):

fri(x ), llepr(x,y) s > lepr (X y) v

fre(x,y), llepr(x,y) vy < llepr(x, ) llpxn
fri(x,y), llepr(x ) lvxn = e (6 W) Iatsens I VEpillvixn = IVEpEllpxn
fre(xy), llepr () s = lerr (v IVErilmxn < IVEpEll sy

filx,y) = (12)

(2) High-Frequency Fusion of a Polarized Image

The high-frequency component of an image generally reflects the part of the image
with a sharp grayscale transformation, contains a large number of image details and
characteristic information, and can distinguish the object and scene in the image well. The
high-frequency part after wavelet decomposition is divided into vertical, horizontal, and
diagonal components. In this paper, the fusion rules of taking the maximum energy of
the weighted region are used to fuse the three components. This method can effectively
highlight the image texture and detailed information.

The energy algorithm of an image calculates the grayscale value of an image or
a certain region, while the energy of a region is found from calculating the grayscale
value of a single pixel and its neighborhood within the range. The square neighborhood
(x —k,y —k, x+k, y+k) of a pixel (x,y) is defined as the region (), then the energy of the
region can be expressed as:

E(x,y) = Y, 3 Q1) (h1) (13)

Here, (h,1)€Q), Q)(h,]) is the weighted value, taking the pixel point (x,y) as the center,
and the weight gradually decreases away from the center. f(h,]) is the grayscale value at
(h,1). The regional energy matching degree is defined as:

2%§Q(h/ Dfpi(h,1)fpe(h,1)
Epr(x,y) + Epr(x,y)

Mpip(x,y) = (14)

Here, the value range of Mpjr(x,y) is [0,1], and the higher the value is, the higher the
regional energy matching degree is and the smaller the energy difference is. The matching
degree threshold is set as 6. When Mpjr(x,y) < 4, the grayscale value of the high-frequency
component of the polarization intensity image and polarization characteristic image with
larger regional energy is taken as the high-frequency fusion coefficient. When Mpjr(x,y) > 6,
the weighted fusion is carried out according to the size of the regional energy and the size of
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Fi(x,y)

the regional energy matching degree, and the obtained value is taken as the high-frequency
fusion coefficient. In summary, by combining Equations (13) and (14), the specific selection
rule of the high-frequency fusion coefficient of the fused image can be obtained as shown
in Equation (15):

fri(x,y), Mprr(x,y) < 6,Epi(x,y) = Epr(x,y)
fre(x,y), Mpir(x,y) < 6,Epi(x,y) < Epr(x,y) 15)
(1= Mpre(x,y)) fr1(x,y) + Mpie(x,y) fre(x,y),  Mpir(x,y) > 6,Epi(x,y) < Epr(x,y)
Mpie(x,y) fri(x,y) + (1 = Mprr(x,y)) fre(x,y),  Mpie(x,y) = 6, Epi(x,y) 2 Epp(x,y)

3.2.4. Image Reconstruction Using Inverse Haar Wavelet Transform

The inverse Haar wavelet transform is performed on the obtained low-frequency and
high-frequency coefficients to complete the reconstruction of high- and low-frequency com-
ponents. According to Equations (12) and (15), the fusion coefficients of each component
are as follows:

¢'(x,y) = filx,y)
¥ (x,y) = FH(x,y)
, 16
¥ (5,) = KV () (10
¥ (x,y) = EP(x,y)

4. PSIFTIS Imaging Experiment Results and Data Processing
4.1. Polarization Interferometric Image Acquisition and Decoupling

To complete the processing of system spectrum information, an experimental platform
was set up in the laboratory environment. Narrow-band filters with central wavelengths
of 3800 nm, 3970 nm, and 4720 nm are adopted, whose specifications are J25.4 x 1 mm,
¥25.4 x 1 mm, and ©@25.4 x 0.5 mm, respectively. The half-peak widths are 76 + 10 nm,
40 £ 10 nm, and 90 &+ 10 nm. The images of the filters are shown in the Figure 6a. The
target used in the experiment is shown in Figure 6b.

(a) (b)

Figure 6. Materials used in the experiment: (a) narrow-band filter; (b) target.

When the system performs imaging experiments on the target, polarization interfer-
ence image arrays will be formed on the detector array. Taking 45° polarization as an
example, as shown in Figure 7a, the polarization interference image arrays are segmented
according to the above methods, and the results are shown in Figure 7d.
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(a)

(b) (© (d)

Figure 7. Image segmentation method based on convolution kernel traversal and Canny edge
detection: (a) target polarization interference image array; (b) convolution kernel traversal image
result; (c) Canny edge detection image result; (d) final edge detection image result.

As can be seen from the results, the convolution kernel traversal image in Figure 7b
makes a rough location of the edge, and the edge closure is not good. Figure 7c shows the
location results of the Canny edge detection method, which indicates that the image edge
contour location effect is good and the edge closure is good. Finally, the convolution kernel
traversal rough location and Canny edge detection location results are merged to obtain
the results shown in Figure 7d.

Then, the image units after optical path difference matching are registered in optical
path order. As shown in Figure 8a, the results of two image units obtained by using the
SUSAN corner detection method show that the number of the corner detection was mod-
erate. The results after coarse SIFT feature matching and fine RANSAC feature matching
are in Figure 8b, showing that the number of matching lines is moderate and the matching
degree is good. After registration of all image units after feature matching, a polarization
interference data cube set of each polarization channel is obtained as shown in Figure 8c.

(b) (c)

Figure 8. Image registration: (a) SUSAN corner detection results of two image units; (b) SIFT feature

matching results of two image units; (c) polarization interference data cube set.

4.2. Polarization Spectral Reconstruction

In order to obtain the polarization spectrum and image information of the target, a
carbon-silicon rod light source was used as the active light source. Narrow-band filters
with central wavelengths of 3800 nm (2644.64 cm™1), 3970 nm (2522.93 cm ™ 1), and 4720 nm
(2111.72 ecm™~!) were selected respectively, and the theoretical spectral information of
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Transmittance

the narrow-band filters was used to verify the spectral information of the target. The
experimental results were displayed in the 0° polarization channel, and the wavenumber
calibration methods of other polarization channels were the same. The theoretical spectra
of each filter group in the 0° polarization channel are shown in Figure 9a.
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(a) (b)
Figure 9. Filter spectrum: (a) theoretical spectrum; (b) reconstructed spectrum of each narrowband filter.

In order to solve the problem of wavenumber drift of a spectral line caused by tilting
and pitching errors generated during the processing and adjustment of a multi-stage micro-
mirror, wavenumber calibration experiments were conducted. The filter plates of each
central wavelength were assembled into the system, and the polarization interference image
arrays after adding the filter plates of each central wavelength were measured respectively.
The decoupling of the spectrum was completed according to the above method, and
the reconstructed spectrum was obtained after discrete Fourier transform, as shown in
Figure 9b. Since the tilt and slope errors of the rooftop-shaped multi-stage micro-mirror
cause linear wavenumber drift to the spectrum, the linear error transfer model of the
wavenumber drift is:

vl =kiv+bh (17)

Here, 1/ is the spectral wave number after calibration, and v is the spectral wave
number actually measured. The gain coefficient k; is 0.9974 and the bias coefficient by is
11.9597 obtained through linear fitting, so the linear fitting model is:

vl = 0.9974v + 11.9597 (18)

The calibrated central wavenumbers are 2642.98 cm ™1, 2525.05 cm ™1, and 2111.24 cm ™!,
respectively, and the wavenumber errors are 1.66 cm~ 1,212 em™!, and 0.48 em ™1, respec-
tively. The wavenumber errors are all less than 1/2 of the theoretical spectral resolution
(7.8 cm™1), which proves that the calibrated central wavenumbers are basically in accor-
dance with the theoretical wavenumbers.

After the accuracy of the spectral wavenumber measurement was verified by wavenum-
ber calibration, spectral data detection was performed on the high-temperature target to
obtain the target polarization spectral information. The target (as shown in Figure 6b) was
subjected to target imaging experiments with 38° polarized light incident in the system
with a 3970 nm central wavelength filter.

According to the spectral decoupling method mentioned above, the polarization
interference intensity data cube of the target’s four polarization directions, Ig[x,y,A(m,n)],
can be obtained. The polarization interference intensity sequences corresponding to the
characteristic pixel point (10.6) of the polarization interference image unit selected at the
central wavelength of 3970 nm are shown in Figure 10.



Appl. Sci. 2024, 14, 2714

15 of 23

— 80 E
= 40t i >
e a
< 0l | 2 40t .
= =
& z
2 0 g
= k=
o4 -
2 20 {1 g
E w
—
2 40 4 ¢ % 1
E 2
- = -120 | .
_60 ¥I 1 1 1 1 1 I7 1 n 1 n 1 n 1 n 1 n 1 n 1
-3000 -2000 -1000 0 1000 2000 3000 -3000 -2000 -1000 0 1000 2000 3000
OPD (pm) OPD (um)
(a) (b)
80 T T T T T T 30 : : : . : .
z Z.
2 sl | 8 15t )
2 2
2 £
0
5 5
8 g
8 g-15¢ i
5 -40 1 5
2 Z-30p :
2 L
o — u =1
£ -80 B sl |
L 1 1 1 1 1 1 1 1 1 1 1 1 1
-3000 -2000 -1000 0 1000 2000 3000 -3000 -2000 -1000 0 1000 2000 3000
OPD (pm) OPD (pm)
(c) (d)

80 :

Figure 10. Polarization interference intensity sequences of pixel points at the central wave-
length coordinate (10,6) at 3970 nm: (a) 0° polarization; (b) 45° polarization; (c) 90° polarization;

(d) 135° polarization.

The polarization interference intensity sequence is addressed, baseline-corrected, and
apodized, and then subjected to two-dimensional discrete Fourier transform to obtain the
spectral information By(x,y,v) of each polarization channel. The reconstruction spectra of
each polarization channel and Stokes vector spectral lines can be obtained by Equation (4),

as shown in Figure 11.
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Figure 11. Reconstructed polarization spectra: (a) the reconstructed spectra corresponding to each
polarization channel; (b) the reconstructed spectra corresponding to each Stokes vector.
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The reconstructed spectra show that in the system with a 3970 nm filter, the wavenum-
ber errors of the maximum spectral peak corresponding to the four polarization channels
are 1.82cm~ !, 0.12ecm™1, 1.67 em ™1, and 0.03 cm ! respectively, and the reconstructed
spectra are well consistent with the theoretical spectral lines. The maximum spectral peak
corresponding to the four polarization channels are 37.377, 75.140, 56.767, and 23.388,
respectively. The Stokes vector peaks are 94.145, 19.491, and 53.184, respectively. According
to Equation (6), the polarization direction of incident light can be calculated as 38.704°,
which differs from the actual incident polarization angle of 38° by 0.704°, with an error of
less than 1°. In summary, the reconstructed polarization spectra have good accuracy.

4.3. Infrared Polarization Image Fusion

A carbon-silicon rod light source is used as the active light source with a polarizer
attached behind. It is verified that the system has polarization components in each po-
larization direction, which meets the universality of instruments. Therefore, this paper
takes a light source that simulates a polarization angle of 38° as an example for the study
on polarization image fusion. The displacement between image units would occur due
to the machining error of the micro-lens array in the system, and the crosstalk between
interference channels would also make the brightness of image units uneven, which would
affect the final imaging quality of the system. Therefore, it is necessary to extract useful
information or features of each image and fuse them to improve the quality and clarity of
the image. The polarization images of 0°, 45°, 90°, and 135° obtained through experiments
are preprocessed to obtain four infrared polarization images, as shown in Figure 12.

(d)

Figure 12. Images of four polarization angles after preprocessing: (a) 0° polarization; (b) 45°
polarization; (c) 90° polarization; (d) 135° polarization.

Next, the polarization solution is performed by using the existing polarization images,
and the DoP and AoP images are obtained as shown in Figure 13.

(c)

Figure 13. Polarization calculation image: (a) polarization intensity image (PI); (b) DoP; (c)AoP.

Images of the PI, DoP, and AoP are obtained as shown in Figure 13a—c. Polarization
image fusion is performed on DoP and AoP images by using the pixel-based image fusion
mean value method, maximum value method, and minimum value method, and the results
are shown in Figure 14.
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Figure 14. Polarization feature image fusion methods: (a) mean value fusion method; (b) maximum

value fusion method; (¢) minimum value fusion method.

It can be seen from subjective observation that the image of the minimum value fusion
method is clearer and brighter, and the edge details are also enhanced, so this has the best
imaging effect among the three methods. The objective index is evaluated by the PSNR
(peak signal-to-noise ratio). The PSNR of the DoP image is 5.9090 dB, and the PSNR of
the AoP image is 14.1327 dB. The PSNR of the mean value fusion image is 11.8186 dB, the
PSNR of the maximum value fusion image is 8.0655 dB, and the PSNR of the minimum
value fusion image is 14.7940 dB. It can be seen that the peak signal-to-noise ratio of the
minimum value fusion image is higher than that of the other two fusion methods and
higher than that of the AoP and DoP images.

The PI and PF images obtained previously were decomposed into one low-frequency
component and three high-frequency components by using the Haar wavelet transform, as
shown in Figures 15 and 16.

(d)

Figure 15. PI image decomposition of high- and low-frequency components: (a) low-frequency
approximation; (b) high-frequency horizontal detail; (c) high-frequency vertical detail; (d) high-
frequency diagonal detail.
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Figure 16. PF image decomposition of high- and low-frequency components: (a) low-frequency

(d)

approximation; (b) high-frequency horizontal detail; (c) high-frequency vertical detail; (d) high-
frequency diagonal detail.
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In order to verify the effectiveness of the fusion algorithm of the low-frequency region
coefficient difference combined with average gradient grayscale stretching (RCD-AG-GS)
in Section 3.2.3.(1) above, the fusion rule of taking the maximum of the region contrast,
the maximum of the region energy, and the minimum of the region energy is selected to
compare with the algorithm in this paper, and the objective evaluation function indexes
such as average gradient (AG), peak signal-to-noise ratio (PSNR), information entropy
(EN), and mutual information (MI) are used to quantitatively evaluate the quality of the
fused image. Different low-frequency component fusion rules are shown in Figure 17, and
the pairs of objective evaluation indexes are shown in Table 2.
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Figure 17. Comparison of different low-frequency component fusion rules: (a) the region energy
takes a large; (b) the region contrast takes a large; (c) the region energy takes a small; (d) regional
coefficient difference combined with average-gradient grayscale stretching (RCD-AG-GS).

Table 2. Evaluation and analysis of different low-frequency component fusion rules.

AG PSNR EN MI
PI 7.2223 4.5937 6.4100 /
PF 10.0424 10.5546 6.4107 /
Maximum Value of 8.2208 4.6046 6.4335 8.3545
Regional Energy
Maximum Value of 11.7738 10.5546 6.4766 8.3139
Regional Contrast
Minimum Value of 11.7746 10.3954 6.4806 8.3181
Regional Energy
RCD-AG-GS 13.1196 57.5921 6.4772 12.9612

From the analysis of the objective evaluation function indexes of the fused image, the
RCD-AG-GS fusion rules adopted in this paper have excellent performance in the root
mean square error, peak signal-to-noise ratio, and mutual information indexes, which
greatly outperform other fusion rules. In the information entropy index, they are basically
equal to other methods and better than the initial two images.

In order to verify the effectiveness of the fusion algorithm for the maximum value of
high-frequency weighted area energy in Section 3.2.3.(2) above, the fusion rules of taking
the maximum value of regional contrast, the average value of the corresponding pixels,
and the minimum value regional energy are selected to compare with the algorithm in this
paper. The fusion effects of high-frequency vertical, horizontal, and diagonal components
are shown in Figures 18-20 and the objective index analysis data are shown in Tables 3-5.
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Figure 18. Comparison of different high-frequency vertical component fusion rules: (a) maximum
value of regional contrast; (b) average value of corresponding pixels; (¢) minimum value of regional
energy; (d) maximum value of weighted regional energy.

(b) (0)

Figure 19. Comparison of different high-frequency horizontal component fusion rules: (a) maximum

(d)

value of regional contrast; (b) average value of corresponding pixels; (¢) minimum value of regional
energy; (d) maximum value of weighted regional energy.

(b) () (d)

Figure 20. Comparison of different high-frequency diagonal component fusion rules: (a) maximum

value of regional contrast; (b) average value of corresponding pixels; (¢) minimum value of regional
energy; (d) maximum value of weighted regional energy.

Table 3. Evaluation of different high-frequency vertical component fusion rules.

MSE PSNR EN MI
PI 10.7134 37.8315 1.0850 /
PF 10.0424 37.8934 1.1052 /
Maximum Value of 10.5619 37.8934 1.1422 1.7644
Regional Contrast
Average Value of 9.5830 37.8552 1.2031 1.6510
Corresponding Pixels
Minimum Value of 13.8219 36.7251 1.0569 1.7961
Regional Energy
Maximum Value of 7.5514 39.3505 1.2660 2.0668

Weighted Regional Energy
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Table 4. Evaluation of different high-frequency horizontal component fusion rules.
MSE PSNR EN MI
PI 9.2040 38.4910 1.0768 /
PF 10.4426 37.9427 1.0896 /
Maximum Value of 10.4424 37.9428 1.1076 1.6908
Regional Contrast
Average Value of 9.1250 38.5285 1.1094 1.5396
Corresponding Pixels
Minimum Value of 12.4729 37.1711 1.0720 1.6575
Regional Energy
Maximum Value of
Weighted Regional Energy 7.2628 39.5198 1.1336 2.0651
Table 5. Evaluation of different high-frequency diagonal component fusion rules.
MSE PSNR EN MI
PI 0.1326 56.9048 0.2772 /
PF 0.5865 50.4480 0.7176 /
Maximum Value of 0.5864 50.4480 0.2704 0.3121
Regional Contrast
Average Value of 0.2245 54.6178 0.2075 0.2150
Corresponding Pixels
Minimum Value of 0.6054 50.3105 0.2561 0.2570
Regional Energy
Maximum Value of 0.1171 57.4456 0.7341 0.7277

Weighted Regional Energy

From the above fusion images of high-frequency vertical, horizontal, and diagonal
components and objective evaluation function indexes, it can be seen that the objective
evaluation function indexes of the image with the fusion rule of taking the maximum value
of the high-frequency weighted regional energy are better than the source image and other
fusion rules. The root mean square error is significantly reduced, and the peak signal-
to-noise ratio, information entropy, and mutual information indexes are all improved.
Subjectively, the image processed by the fusion rule selected in this paper is relatively
clearer, and the details are more specific.

Then, the inverse Haar wavelet transform is performed on the obtained low-frequency
and high-frequency coefficients to complete the reconstruction of high- and low-frequency
components, and the fused polarization image array is obtained as shown in Figure 21. The
results after comparison with the average values of various indicators of the initial images
with different polarization directions are shown in Table 6. In terms of objective indicators,
the peak signal-to-noise ratio of the fused image is increased by 61.4%, the average gradient
is increased by 47.3%, and the information entropy is increased by 8.5%, which fully shows
that the fused image has more information and shows more details.

Table 6. Evaluation and analysis of polarimetric image array fusion.

0° 45° 90° 135° Means of Different PolFa ‘:f;;’gon
Polarization Polarization Polarization Polarization Polarization Images I
mage Array
PSNR 34.7211 34.8012 34.7931 34.7033 34.7547 56.0787
AG 7.5988 8.9013 8.4875 6.0465 7.7585 11.4275
EN 6.6616 6.7024 6.7536 6.5899 6.6769 7.2470
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Figure 21. Fusion polarization image array.

Because each image unit in the polarization image array has a small number of
pixels, the polarization image array obtained by fusion is reconstructed with pseudo
color super-resolution to improve the image resolution, and then the image units are
fused with the contrast-weighted average, as shown in Figure 22b. Figure 22a shows the
unprocessed polarization image unit. Subjectively, it can be seen that the complementarity
between image units makes the fused image complete without loss, and the clarity and
detail information of the fused image are higher than the unprocessed image; from the
objective index, the peak signal-to-noise ratio is increased by 45.67%, the average gradient is
increased by 8.03%, the information entropy is increased by 56.98%, and the image quality
is significantly improved.

Figure 22. Fusion image: (a) unprocessed polarization image unit; (b) target polarization fusion image.

5. Conclusions

In this paper, a static infrared polarization snapshot spectral imaging system (PSIFTIS)
based on an infrared micro-lens array, rooftop-shaped multi-stage micro-mirror, and in-
frared grating polarizer array are proposed. Due to the complexity of the data structure in
this system, an infrared polarization map information processing method is proposed. After
the segmentation of the polarization interference image array obtained on the experimental
platform, the matching of the optical path difference, and the image registration, the polar-
ization interference data cube set is obtained. Then, the polarization interference intensity
sequence of the target feature point is demodulated by Fourier transform spectroscopy to
obtain the reconstructed polarization spectrum. A further experiment is carried out in the
filter system with a central wavelength of 3970 nm, and the polarization spectrum is recon-
structed. The experimental results show that the maximum spectral peak wavenumber
error of the four polarization channels is less than 2 cm !, and the polarization angle error
is within 1°. At the same time, the polarization interference image array is processed with
the steps of image preprocessing, Stokes vector calculation, and Haar wavelet transform
for the decomposition and reconstruction of high- and low-frequency components, thus
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implementing polarization image fusion. Compared with the unprocessed polarization
image unit, the peak signal-to-noise ratio of the final target polarization image is increased
by 45.67%, the average gradient is increased by 8.03%, the information entropy is increased
by 56.98%, and the image quality is significantly improved. In summary, by processing the
image and spectral information with PSIFTIS, a high-precision polarization spectrum and
high-quality polarization image can be obtained.
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