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Abstract

:

The rise of conversational agents (CAs) like chatbots in education has increased the demand for advisory services. However, student–college admission interactions remain manual and burdensome for staff. Leveraging CAs could streamline the admission process, providing efficient advisory support. Moreover, limited research has explored the role of Arabic chatbots in education. This study introduces Tayseer, an Arabic AI-powered web chatbot that enables instant access to college information and communication between students and colleges. This study aims to improve the abilities of chatbots by integrating features into one model, including responding with audiovisuals, various interaction modes (menu, text, or both), and collecting survey responses. Tayseer uses deep learning models within the RASA framework, incorporating a customized Arabic natural language processing pipeline for intent classification, entity extraction, and response retrieval. Tayseer was deployed at the Technical College for Girls in Najran (TCGN). Over 200 students used Tayseer during the first semester, demonstrating its efficiency in streamlining the advisory process. It identified over 50 question types from inputs with a 90% precision in intent and entity predictions. A comprehensive evaluation illuminated Tayseer’s proficiency as well as areas requiring improvement. This study developed an advanced CA to enhance student experiences and satisfaction while establishing best practices for education chatbot interfaces by outlining steps to build an AI-powered chatbot from scratch using techniques adaptable to any language.
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1. Introduction


Computer programs utilizing NLP have emerged as pivotal tools for simulating human-like conversations in the evolving landscape of technology, chatbots, and virtual assistants [1]. These AI-driven entities have found widespread application in automating customer support and services [1]. The integration of artificial intelligence (AI) across various computing and technological domains [2] notably includes the field of NLP [3]. This branch of AI facilitates human–computer interaction and communication through natural language, enabling chatbots to converse with humans or other bots via text or speech [4].



The utility of chatbots extends across diverse sectors, including e-commerce [5] and education [6,7,8,9,10], with notable applications in customer service [5,11,12] and hospital patient counseling [13,14,15]. Institutions increasingly rely on corporate websites and social media for student services in the educational domain by utilizing web-based response systems [4]. However, these methods are resource-intensive and time-consuming, leading to delays in response times [5]. This issue has been further compounded by the shift towards online education during the pandemic, intensifying the demand for efficient online assistance and round-the-clock service availability [16]. The growing reliance on intelligent agents, such as chatbots, in daily life makes their integration into social media and instant messaging ecosystems increasingly commonplace and rational [17].



Conversational agents have garnered considerable interest in the education sector because of their capacity to fulfill several educational functions, such as acting as instructors, coaches, and learning companions [18]. These agents possess the ability to analyze and react to human language. These have been incorporated into educational computer systems to facilitate dynamic learning interactions with students [19,20]. Implementing AI-powered chatbots in educational settings can significantly reduce administrative burden and enhance the student experience, potentially boosting student retention rates and satisfaction [6].



This study proposes the Tayseer architecture to explore this field by utilizing advanced technological innovations such as NLP, dialogue systems, and sentiment analysis, all finely tuned for the Arabic language. This study introduces a dual-mode conversational architecture that synergizes NLP capabilities with different interaction methods (write-based, click-based, or both), specifically catering to technical students’ needs. Employing the RASA framework, the system adeptly handles open-ended dialogues, whereas the menu option paradigm offers structured guidance for various tasks. This dual approach aims to provide flexible self-service channels that accommodate user preferences, regardless of whether they favor structured or unstructured interactions.



Developing effective chatbots requires a solid understanding of deep learning (DL), a subset of ML within AI [17]. DL, which is often associated with deep artificial neural networks, involves sophisticated algorithms that model data through nonlinear function transformations across multiple layers [21]. Deep learning chatbots are primarily categorized as retrieval-based and generative bots. Retrieval-based bots leverage classification models to discern user intent and retrieve suitable responses from a database, offering greater flexibility than rule-based systems. In contrast, generative bots generate responses based on both current and previous user interactions, displaying more human-like characteristics but often struggling with grammatical accuracy and consistency [22,23,24].



Focusing on the RASA framework, a key component in chatbot development comprises natural language understanding (NLU) and dialogue management elements. RASA NLU enables customizable NLP through various prebuilt components, including the Dual Intent and Entity Transformer (DIET) [7]. DIET, a transformer-based model, efficiently categorizes intents and extracts entities, which is compatible with pre-trained embedding models such as BERT, GloVe, and ConveRT [8]. However, there is a notable research gap in the application of the RASA framework to the Arabic language, which is characterized by complex syntax and rich morphology, presenting unique challenges for NLP [25,26,27].



Tayseer was developed using the DIET architecture with attention-based mechanisms to address these challenges, as shown in Figure 1. The integration of pre-trained models within DIET enables the chatbot to effectively handle intent and entity recognition tasks [28,29,30].



Moreover, the system was designed to securely store individual academic backgrounds and dialogue histories in a structured SQL database, facilitating personalized and context-aware responses. An integrated feedback loop leveraging sentiment analysis of student conversational experiences was employed to incrementally improve the system’s effectiveness over time.



This applied research seeks to contribute to the field by integrating data-driven machine-learning methods with custom knowledge representation within a modular Arabic chatbot framework. The framework was specifically designed to address admission inquiries and frequently asked questions (FAQs) in the context of higher education for technical students. The findings of this study are intended to inform the ongoing development of effective and user-friendly conversational interfaces for the Arabic-speaking student population in line with the identified key features and design principles.



The rest of the paper is structured as follows: Section 2 offers a comprehensive overview of pertinent prior research, providing a background for our study. Section 3 presents the methodology and the proposed model. Section 4 presents and discusses the results and highlights the key findings. Finally, Section 5 concludes the paper and offers recommendations for future research.




2. Related Work


2.1. Chatbot Overview


ELIZA [31] and PARRY [32] were among the first chatbots. These systems do not employ data-driven learning but rely on a combination of rules and patterns; they work exceptionally well when the scope of the discussion is defined, i.e., when the conversation is focused on a specific topic or task [4]. However, learning-based alternatives have been developed to circumvent some of the drawbacks of rule-based (handwritten rules) systems. These technologies enable chatbots to learn from massive volumes of available human-to-human conversations, for example, chat platforms, Twitter, or movie dialogues.



Learning-based approaches can be broadly characterized as retrieval-based or generative-based approaches. Retrieval-based models collect candidate answers from a prebuilt index, rank the candidates, and select the answer from the top-ranked options [22,33]. In contrast, generation-based approaches typically generate answers via deep learning (DL) techniques [17]. The basic premise of generative-based approaches is to create a new sentence word by word in response to a user’s query [34].



Ritter et al. [35] employed phrase-based statistical machine translation (SMT) to convert a user query into a system response. They showed that the SMT method was superior to retrieval-based models in generating responses to a Twitter dataset [35,36]. Subsequently, it became apparent that the problem of generating responses differed from that of machine translation [37]. While words or phrases in the source and target sentences usually match well, a user’s speech in a coherent response may not have any words or phrases in common with a coherent response [38].



It was later shown that another machine translation technique, sequence-to-sequence (seq2seq) learning, performed better at generating responses [38]. The seq2seq architecture includes an encoder model that compresses user input (query) and represents it as a vector [24]. A decoder model decodes the vector (representing the encoded input) and generates sentences word by word [24]. Typically, the encoder and decoder models are based on RNNs. Attention-based methods have been developed to allow the encoder to concentrate on certain portions of the encoded input, which is crucial for forecasting specific segments of the output during the decoding phase [39]. Bidirectional RNN (BRNN) models have also been used to improve the encoding of the context of the output sentence.



A new, simple network design based on the attention mechanism was later introduced, resulting in significantly improved response quality while requiring significantly less training time [24]. This type of design is called the transformer architecture [40]. The transformer model establishes global relationships between the input and output using only an attention mechanism [24]. This prevents recursion and allows for greater parallelization; however, the transformer model retains the encoder–decoder architecture. The development of transformer-based language models was a turning point in NLP [41]. These models, such as OpenAI GPT3, GPT4 [42], Bert [43], and T5 [44], have achieved state-of-the-art performance in a variety of NLP tasks [41].




2.2. RASA Framework for AI Chatbots


RASA has gained significant popularity as a platform for building AI chatbots across various disciplines [45]. RASA, an open-source framework based on machine learning, has proven its ability to reliably detect user intentions, extract entities, and effectively handle contextual nuances [45,46]. Researchers have examined the implementation of RASA in diverse domains, including academic research, tourism, mental health, and customer service [45,46].



The RASA framework has become a prominent tool in Arabic language processing. In addition, incorporating both morphological and syntactic disambiguation in a unified framework has shown highly favorable outcomes for languages such as Arabic [47]. An integrated strategy is essential for efficiently handling Arabic text and comprehending user input within the context of a chatbot. In addition, incorporating both morphological and syntactic disambiguation in a unified framework has shown highly favorable outcomes for languages such as Arabic [47]. An integrated method is essential for efficiently processing Arabic text and comprehending user inputs within the context of a chatbot.



To address these issues, it is essential to utilize the available tools and technology specifically designed for Arabic language processing. The MADA tool, also known as morphological analysis and disambiguation for Arabic, is utilized to perform part-of-speech tagging, stemming, and lemmatization of Arabic text [48]. Moreover, advancements in Arabic conversational AI, such as chatbots, have broadened the range of text-based conversational AI systems [49].



Multiple studies have focused on the research and implementation of RASA chatbots in Arabic and other languages. Alruily [26] evaluated the performance of the ArRASA framework, which is a deep learning-based Arabic NLU chatbot framework developed using the RASA framework. This research demonstrates the potential of the RASA framework to produce accurate and effective chatbots in Arabic language settings. A survey by Al-Hagbani and Khan [50] emphasized the difficulties associated with creating Arabic chatbots, mainly due to the intricacy of the language. Notwithstanding these difficulties, RASA has been effectively implemented in several fields, including university [51,52] and college inquiry chatbots [53]. The combination of RASA NLU and neural network techniques has also been investigated to create an advanced chatbot system [25,54].



The creation of an Arabic RASA chatbot necessitates profound comprehension of the distinctive linguistic attributes of the Arabic language and the employment of specialized tools and technology specifically designed for processing the Arabic language. Utilizing open-source frameworks such as RASA and including morphological and syntactic disambiguation greatly enhances the creation of a proficient Arabic RASA chatbot [26,53].



Despite these studies, there is still a lack of research that specifically addresses the gaps in using the RASA framework for AI chatbots in Arabic. The existing literature highlights the scarcity of Arabic chatbots and the need for more research on Arabic chatbot development, linguistic complexities, and content availability [55,56].




2.3. Chatbots for Arabic Settings


Arabic is a complex language; therefore, creating Arabic chatbots has proven to be difficult for researchers [57]. To date, only a few researchers have attempted to develop Arabic chatbots. According to a survey [55], Arabic chatbots are still in their infancy; all of the current work is rule-based or retrieval-based, and the lack of accessible datasets impedes their growth [25].



However, some studies have been able to overcome Arabic language limitations by using translation tools. For example, Mozannar et al. [56] developed a question-answering method, and Biltawi et al. [58] developed an Arabic language model. The authors of [57] developed MidoBot, a deep learning-based generative chatbot in Arabic that uses a sequence-to-sequence model to generate new responses from a dataset. The performance of these developments and that of [59] demonstrates the potential of neural models for understanding the Arabic language.



In addition, Eljundi et al. [60] highlighted the potential of neural models for Arabic language comprehension. This prompted an investigation of neural solutions for open tasks in Arabic, such as empathic response production. Recent advances in transformer-based models have shown that language-specific BERT-based models are incredibly efficient in understanding language, provided they are pre-trained on an extensive corpus [59]. These models have established new benchmarks and have achieved state-of-the-art results for most NLP tasks [41].



Recent research has focused entirely on data-driven end-to-end systems that use neural generative models to generate the appropriate responses [41]. The most popular choices are seq2seq and transformer, and pre-trained models [33,37] and GPT3 [42] are two examples of encoder–decoder models. To explore these models for Arabic, large corpora of conversations with verified and cleaned annotations are needed [44] by creating contextualized word embeddings, transformers, and pre-trained models that can compensate for data deficiencies [33].



Their low computational cost makes them suitable for small datasets that Arabic can handle. Recent contextualized embeddings can be taught on unannotated materials, thereby improving various Arabic NLP tasks [41]. Multilingual BERT [61], AraT5 [62], AraGPT2 [63], ARBERT & MARBERT [64], AraELECTRA [41], and AraBERT [59] are contextualized embedding models that support Arabic.



Controllability is another aspect that can be used to construct sound Arabic conversational AI systems [33]. Hybrid models are an excellent alternative to this, as they integrate the capabilities of retrieval and generative models, where returned answers can be matched with generated answers to help retrieval models find a better answer [37].




2.4. Arabic Chatbots in University Settings


Chatbots are becoming increasingly prevalent across various industries, including product/service domains, healthcare, medicine, and education. Two key factors driving chatbot popularity are advancements in artificial intelligence (AI) and the growth of mobile messaging apps [65]. Recent research reviews indicate a burgeoning focus on exploring chatbot applications for educational purposes [33].



Based on an analysis of 80 studies on educational chatbots, the primary uses identified were administrative services and teaching assistants for delivering information and enhancing student learning [66]. The highlighted advantages of educational chatbots include 24/7 availability, adaptability to learner needs, and individualized support.



Jooka [67] is a bilingual chatbot for education that aims to improve the university admission process in both Arabic and English. The authors of [68] developed a social chatbot called Nabiha. Nabiha acts as an academic advisor who can support conversations with students of the Information Technology Department, engage with them, and respond to their queries about course options or other academic matters at King Saud University using the Saudi Arabic dialect. Nabiha was created on the Pandorabots platform by combining a pattern-matching approach with Artificial Intelligence Markup Language (AIML).



LANA -I [69] is an Arabic chatbot designed to help young people with autism spectrum disorder (ASD) in their educational endeavors. The system is rule-based and performs its functions of pattern matching and text similarity. Jordanian universities have proposed [2] the development of an intelligent Arabic chatbot system to overcome the outbreak of the pandemic COVID-19 and its global consequences. This technology mainly promotes spoken Arabic through the Jordanian dialect among students, especially at Jordan’s Al-Zaytoonah Private University. Regrettably, it was not stated whether the students had tried this method.



Labeeb [70] is another chatbot that helps students answer questions about education or academic rules. This chatbot uses the Wikipedia API to retrieve the first paragraph of each requested query in the form of XML documents. However, the authors did not elaborate on the NLP models they used. SeerahBot is an Arabic chatbot specializing in the biography of Prophet Muhammad [8]. It utilizes a retrieval technique incorporating 200 questions and answers, employing machine learning to identify semantic question similarity, thereby optimizing the match between inputs and intentions. However, the study did not address the performance outcomes of this approach. Alazzam’s [71] work will primarily concentrate on developing a chatbot tailored to comply with educational regulations in the UAE.



In the context of university admission helpdesks and frequently asked questions (FAQs), chatbots can be used to answer frequently asked questions and provide information about various university-related topics, such as courses, admissions, facilities, and impending events [72]. Powered by artificial intelligence, these avatars can comprehend and communicate using natural language processing techniques [72]. Using machine learning algorithms and accessing vast amounts of data, they can perpetually learn and evolve [72].



Al-Madi et al. [73] proposed an intelligent Arabic chatbot system to alleviate the burden of admission departments in a separate study. The study demonstrated that the chatbot system could provide efficient and gratifying responses to the majority of user queries, indicating its potential to streamline the admission process and enhance the user experience [27].



While there is a growing body of research on AI chatbots for university admission helpdesks and FAQ inquiries, there are still gaps in our comprehension of their efficacy, particularly in Arabic-speaking environments. Future research should concentrate on designing and evaluating chatbot systems that can effectively address the requirements of diverse student populations and enhance the admission process. Guidelines and ethical considerations regarding the use of chatbots in academic settings should be investigated further.



It is important to note that not all chatbots are powered by AI. Rule-based chatbots, for instance, adhere to pre-programmed logic and have limited intelligence [72]. Frequently, they are used to respond to inquiries regarding delivery and transportation [72]. To date, Arabic chatbots in education have been rule-based, which means that there is a need to develop intelligent conversational agents (CAs) capable of meeting academic and practitioner expectations. Moreover, further research is needed to enhance conversational quality using advanced natural language processing techniques [33]. Conversely, chatbots powered by AI can comprehend and communicate in human language using natural language processing techniques [74]. They provide sophisticated features and respond to various inquiries.



However, there are still gaps in the literature regarding the use of AI chatbots in Arabic-speaking settings for admission helpdesks and FAQ inquiries [71,73]. Fuad and Al-Yahya [30] conducted an assessment of recent developments in Arabic conversational AI and identified the need for further research on building human-like Arabic conversational AI systems. Similarly, [52] examined the advancements and challenges of intelligent Arabic chatbots and emphasized the need to surmount the linguistic complexities of Arabic.



Although chatbots have been studied for their potential educational benefits, there is a lack of solutions that cater to the specific requirements of technical and vocational students speaking Arabic. Our research aims to help fill some of these gaps by leveraging state-of-the-art NLP to enrich conversational abilities. Using previous works as a springboard, our framework introduces novel features that emphasize personalization and emotional intelligence.





3. Method


Our study presents the methodology behind the development of “Tayseer”, an Arabic AI chatbot designed for educational support, including addressing inquiries on entrance admissions and frequently asked questions. This chatbot features both menu-based and write-based (RASA-based) interfaces to cater to diverse user preferences; it provides a structured navigation system through predefined options and a dynamic conversational interface for natural language interactions, as shown in Figure 1.



Menu-based interaction simplifies user navigation with predefined options, making it ideal for those preferring direct methods or finding natural language processing complex. This facilitates switching between RASA-based and menu-based interactions to suit user preferences, enhancing comfort and usability.



The write-based framework employs RASA, split into RASA NLU for understanding user inputs and RASA Core for dialogue flow management, chosen for its flexibility, natural language handling, and Arabic language support. Tayseer, designed to address queries about entrance and admission, among other frequent topics, incorporates multimodal interactions, feedback mechanisms, and sentiment analysis for comprehensive user engagement. It also supports diverse content types, such as images, links, and text, ensuring a versatile communication platform.



3.1. Menu-Based Interaction


The menu-based chatbot uses JavaScript and follows a hierarchical menu structure for user interaction.



	A.

	
Data Collection:







A comprehensive Arabic dataset encompassing intents, entities, and examples is currently being sought for menu-based and write-based modes. This initiative aims to equip the chatbot with the capability to accurately interpret inputs in Arabic. The desired dataset should cover a broad spectrum of college-related subjects, including but not limited to admissions, classes, scheduling, professors, amenities, and events. This dataset is derived from multiple authoritative sources, ensuring a rich and comprehensive compilation.




	
Utilization of regulatory frameworks and procedural manuals to create a list of questions and answers for students by closely following the rules and steps found in manuals for technical and vocational training.



	
Consultation with domain experts and faculty members to gather suggestions and recommendations.



	
A pre-survey aimed at identifying the information priorities of prospective students was conducted among the current student population. The survey sought to understand the specific pieces of information that students consider imperative to know before and after college admission. A notable question within the survey was, “What are the crucial pieces of information you endeavor to obtain before and after being admitted to the college?” The survey garnered responses from 248 students, and a chart accompanying the results delineated the most common inquiries along with their respective percentages, as shown in Figure 2.













	B.

	
Menu Structure:









The menu structure of the Taysser is represented as an object called “menu” in the code. Each key in the “menu” object represents a “menu” item, and the corresponding value is an object containing the “text” to display and the menu array representing the submenu items. For example, the top-level menu items include “القبول والتسجيل بالكلية” (College Admission and Registration), “خدمات المتدربات” (Trainee Services), “المبادرات” (Initiatives), and so on. Each menu item has its own submenu, allowing for hierarchical navigation.




	C.

	
Menu Rendering:









The “menu” options are rendered dynamically based on the “menu” object. The code iterates over the keys of the menu object and generates the corresponding UI elements to display the menu items. For instance, the code may generate buttons or list items for each menu item, with the appropriate text and event handlers to handle user interactions. The specific UI components and rendering process would depend on the chosen frontend framework or library.




	D.

	
User Interaction:









Tayseer handles user interactions by capturing user clicks or selections on the menu items. When a user selects a menu item, the chatbot navigates to the corresponding submenu or performs the associated action. For example, if the user selects “بالكلية القبول والتسجيل” (College Admission and Registration), the chatbot would display the submenu items related to college admission and registration, such as “الكلية تخصصات” (College Specializations), “شروط القبول في الكلية” (College Admission Requirements), and so on.




	E.

	
Menu Text and Links:









The text property of each menu item can contain plain text, URLs, or a combination of both. The chatbot renders the appropriate content based on the value of the text property. For example, let us consider the menu item “التقويم التدريبي” (Training Calendar). The text property of this menu item is set to “https://i.postimg.cc/MKdcZjnJ/1444.jpg” (accessed on 15 March 2023), representing an image URL. When the user selects this menu item, the chatbot will display the image associated with the training calendar.



On the other hand, the menu item “دليل المتدرب” (Trainee’s Guide) has a text value of “https://tvtc.gov.sa/ar/MediaCenter/Elan/Documents/Trainee%27s-Guide.pdf” (accessed on 15 March 2023). This URL points to a document or a web page containing the trainee’s guide. When the user selects this menu item, the chatbot provides a link or redirects the user to the specified URL, allowing them to access the trainee’s guide.



In some cases, the text property contains plain text without any links. For instance, the menu item “معلومات أساسية للمستجدات” (Basic Information for New Students) has a text value that consists of several paragraphs of plain text. When this menu item is selected, the chatbot will display the text content directly to the user. Figure 3 illustrates an example of how the chatbot may render different types of menu text and links.



In the example shown in Figure 3, the chatbot would handle each menu item differently based on the text property. For the “التقويم التدريبي” (training calendar) item, it would display the associated image. For the “دليل المتدرب” (trainee's guide) item, it would provide a link or redirect the user to the trainee’s guide. And for the “للمستجدات معلومات أساسية” (basic information for new developments) item, it would display the plain text content directly. By leveraging the flexibility of the text property, Tayseer can accommodate various types of content, such as images, links, and plain text, providing a rich and informative user experience.




	F.

	
Error Handling and Fallback Mechanisms:









When the user selects an invalid or non-existent menu option, the chatbot provides appropriate error messages or fallback responses to guide the user back to valid menu options.



The chatbot’s menu structure is represented as an object, and the menu options are dynamically rendered based on this structure. User interactions are handled by capturing user selections, navigating to the corresponding submenus, or performing associated actions. The menu-based chatbot offers a user-friendly and intuitive interface for users to interact with the system.




	G.

	
Evaluation and User Feedback:









To assess the effectiveness and usability of the Arabic AI chatbot, a comprehensive evaluation and user feedback process was integrated into Tayseer’s front end using JavaScript, as shown in Figure 4. The evaluation consisted of a feedback questionnaire.




3.2. Write-Based (RASA-Based)


The choice of RASA for the conversational framework was motivated by its open-source nature, flexibility, and comprehensive support for Arabic. The architecture of RASA, comprising RASA NLU for natural language understanding and RASA Core for managing conversation flows, is particularly adept at handling the complexities of Arabic, including dialectal variations and script nuances. This framework facilitated the development of a chatbot capable of engaging in meaningful Arabic conversations and addressing the specific needs of technical and vocational college inquiries. The key components of the RASA framework are as follows:




	
RASA NLU: processes and interprets user inputs in Arabic, accommodating linguistic complexities.



	
RASA Core: guides conversation flow using machine learning to provide contextually relevant responses.



	
Domain: defines the chatbot’s scope, including intents, entities, and actions tailored to college-related queries.



	
Rules and Stories: establish conversational guidelines and example paths to train chatbots for diverse interactions.



	
Actions: both predefined text messages and custom actions allow for dynamic responses and functionalities such as API calls or database queries.













	A.

	
Data Collection









The data collection process for the write-based approach followed the same methodology described in the “Data Collection” sub-section for the menu-based approach. The same sources, including existing college documentation, frequently asked questions (FAQs), and expert knowledge from college staff and administrators, were utilized to gather a diverse and comprehensive dataset. The collected data were preprocessed and prepared for training the write-based chatbot model, ensuring consistency and compatibility with the write-based approach.




	B.

	
Data Preprocessing:



	
The collected data underwent preprocessing to prepare it for training the chatbot model.



	
Text normalization techniques were applied to standardize the text’s format, including converting characters to lowercase and removing irrelevant characters or information.



	
Tokenization was performed to split the text into individual words or tokens, enabling accurate processing and analysis.



	
Arabic-specific challenges, such as discretization and morphological variations, were handled using specialized libraries and techniques to ensure proper processing of the Arabic language.







	C.

	
Choosing the RASA NLU Pipeline









The fundamental role of RASA NLU is to interpret the data provided by the user to the chatbot, which includes identifying necessary intents and entities. Within the RASA Open Source, a series of components sequentially process incoming messages. This ordered execution of components, known as the processing pipeline, is established in the config.yml file [75]. The supervised embedding pipeline allows for training in any global language, as it is designed to learn from the ground up. This type of pipeline is similar to that of the Tayseer pipeline, as shown in Figure 5.



The open-source RASA platform provides users with a powerful toolkit for building AI-driven agents that can chat, fine-tuned with a natural language processing pipeline. Figure 6 illustrates the agent training process executed in RASA.



Within the scope of the Arabic language, RASA supports comprehensibility and conversational participation through a set of customizable components specified as follows. First, the preprocessing phase uses the WhitespaceTokenizer for simple text segmentation. This is complemented by the RegexFeaturizer, which extracts features based on the patterns. The LexicalSyntacticFeaturizer performs deep syntactic parsing to ease navigation through the complexities of Arabic syntax. It uses two CountVectorsFeaturizer components: the first to produce token-level analysis using the bag of words and the second to analyze the Arabic language’s linguistic subtleties using character models ranging from 1- to 4-g. Intent and entity recognition are handled quite well by the DIETClassifier, which leverages transformer technology to produce iteratively updated context-sensitive predictions, as shown in Figure 7. Subsequent levels include the EntitySynonymMapper, which aligns terms of entities for overall consistency, and the ResponseSelector, which is adept at sourcing suitable replies to common queries.



In instances where predictions may falter with low confidence, a RulePolicy steps in to maintain conversational coherence, and there is a unique assistant ID for every part of the pipeline to make it possible to trace any part. As indicated in Table 1, the RASA configuration is designed conscientiously, especially for Arabic conversational AI, with each unit serving a separate function. Designed with educational dialogues to be precisely tuned, the system is engineered to offer an unbeatable, knowledgeable virtual aid for technical and vocational students. In general, RASA’s flexible pipeline combines state-of-the-art NLP methodologies that are sensitive to producing next-generation conversational AI abilities in Arabic.




	D.

	
Intent and Entity Recognition:



	
The intents and entities relevant to the chatbot’s domain were carefully defined based on the collected data and the chatbot’s desired functionality.



	
Intents represent the underlying purpose or goal of a user’s query, while entities refer to specific pieces of information within the query.



	
Examples of intents defined for the Arabic AI chatbot include “user_ask_about_admission”, “user_ask_about_email”, and “user_ask_about_major_change”.



	
Each intent was associated with a set of example user expressions that capture different ways users might express their queries so the chatbot could respond with greater specificity, as shown in Figure 8.

















	





	
The intent is specified in the “nlu.yml” and “domain.yml” files. The “nlu.yml” file will encompass the intent data that will be utilized for subsequent training purposes. Table 2 displays the various contexts and quantities of intent within each. For this research, we created 75 Arabic intents. Figure 9 illustrates the distribution of Tayseer’s intents by context.


















	





	
To manage diverse inquiries, a strategy is established in the “domain.yml” file under “utter”, specifying conversational responses and their intents. The templates in this file address intent-specific queries. Tayseer encompasses more than 40 functions, with Table 3 providing samples from its diverse “utter” (user expressions or inputs).



	
The training data was annotated with the corresponding intents and entities using the RASA NLU framework, which provides a structured format for training the chatbot’s natural language understanding component.


















	E.

	
Dialogue Management:



	
The dialogue management component of the chatbot was implemented using the RASA framework.



	
The conversation flow was defined by mapping intents to appropriate responses and actions using rules and stories.



	
Rules specify the triggering intents and the corresponding actions or responses to be executed.



	
Stories represent more extended conversation flows and allow for more complex interactions, enabling the chatbot to handle multi-turn dialogues.



	
The dialogue management component enables the chatbot to maintain context, handle user input, and generate appropriate responses based on the identified intents and entities, as shown in Figure 10.

















	F.

	
Response Generation:



	
Generating accurate and coherent responses in Arabic was a crucial aspect of the chatbot’s development.



	
For each intent, predefined response templates were created to provide relevant information to users.



	
These templates were designed to include specific details based on the identified intent, such as college admission requirements, email formats, and transfer procedures.



	
The response templates were written in Arabic, considering proper grammar, gender agreement, and idiomatic expressions to ensure natural and fluent responses.



	
The response generation process involved retrieving the appropriate template based on the user’s intent and filling in any necessary dynamic information.







	G.

	
Integration and Deployment:



	
Chatbot development: In this study, we explored the implementation of a web-based chatbot, “Tayseer”, designed to enhance educational support through 24/7 accessibility, self-service convenience, interactive learning, and privacy. The chatbot was developed using the RASA open-source platform, enabling connections with popular messaging platforms and allowing for website integration.



	
Front-end development: The front-end user interface of “Tayseer” was built using Next.js, a robust framework that ensures a highly responsive and user-friendly experience. Next.js was chosen for its ability to create dynamic and interactive user interfaces, which is crucial for engaging users and providing a seamless chatbot experience.



	
Back-end development: The back end of “Tayseer” was developed using the Nest.js framework. Nest.js was selected for its robustness and ease of integration with the front end. It facilitates the management of critical functions such as user authentication and feedback processing, ensuring smooth communication between the chatbot system’s front-end and back-end components.



	
Deployment environment setup: To deploy “Tayseer”, we utilized Microsoft Azure as the cloud platform. Azure provides a scalable and reliable production environment for hosting the chatbot. The deployment process involved setting up the necessary virtual machine resources; configuring Nginx as a high-performance proxy server; and deploying the RASA NLU, RASA Core, and custom action components.



	
Front-end deployment: The web-based front-end interface, built with Next.js, was deployed separately on Vercel. Vercel is a cloud platform that specializes in hosting and deploying front-end applications. By deploying the front end on Vercel, we ensure fast and efficient delivery of the user interface to end users.



	
Back-end deployment: The Nest.js back-end code was uploaded to a DigitalOcean Droplet. DigitalOcean is a cloud infrastructure provider that offers scalable and secure hosting solutions. Hosting the back-end on a DigitalOcean Droplet ensures reliable and efficient processing of user requests and interactions with the chatbot.



	
System integration: The final deployment step involved tying the front-end and back-end systems together. This integration ensures the user interface (UI) seamlessly communicates with the back-end components, enabling a unified and effective chatbot platform. Figure 11 depicts the Tayseer system architecture, illustrating the integration of various components.



	
User authentication: To enhance the user experience, a user authentication process utilizing an SQL database was developed. User-specific information was stored and retrieved to enable tailored responses based on individual user profiles. Custom actions were developed for efficient data retrieval from the database, facilitating personalized interactions. Figure 12 illustrates the user registration process and the flow of user authentication.














4. Experiment


4.1. Training and Validation


In this work, we experimented with a dataset with 75 intents, inquiring about main issues such as college admission and registration, trainee services, initiatives, guidance and counseling, rewards and financial aid, faculty staff contact information, and trainee conduct regulations. The dataset consisted of approximately 265 examples.



If you want to ask about the conditions for changing specialization at the Technical College for Girls in Najran, you can send the message “ماهي شروط تغيير التخصص” (“What are the conditions for changing specialization?”). RASA NLU will then extract all the necessary information and identify the user’s intent as “user_ask_about_conditions_changing_specialization”. This enables Tayseer to provide an accurate and relevant response to the user’s query.



We created a global 80% train and 20% test split from the nlu.yml file to ensure robustness and reliability. This split was performed to evaluate the model’s performance on unseen data and assess its generalization ability. Additionally, we applied k-fold cross-validation to the training data to obtain a more comprehensive assessment of the model’s performance.



The training data were divided into five equal-sized groups for k-fold cross-validation. In each iteration, one-fold was used as the testing set, while the remaining folds were used for training. This process was repeated until each of the five folds had been used for testing. Although computationally expensive, this cross-validation strategy provides an adequate evaluation of the model’s performance, especially when the dataset is not excessively large.



To handle the scenario where the conversation can start with any intent, we added each story to the stories.yml file with a single intent mentioned in the domain.yml file. This ensured that Tayseer could respond appropriately, regardless of the user’s initial intent. The pipeline and policies for the chatbot were defined in the config.yml file.




4.2. User Testing


A user testing phase assessed the chatbot’s usability and effectiveness in a real-world scenario. College students and staff members were invited to interact with the chatbot and provide feedback. The objectives of user testing were to evaluate the chatbot’s ability to understand user queries, provide relevant and accurate information, and enhance user satisfaction.



Users were given specific tasks to perform, such as asking about admission requirements, requesting information about email formats, or inquiring about major change procedures. Feedback was collected through surveys and interviews, capturing users’ experiences, opinions, and suggestions for improvement.




4.3. Sentiment Analysis


After conducting user testing, sentiment analysis was performed on the collected user feedback to gain insights into users’ sentiments and opinions regarding their interaction with the chatbot. The sentiment analysis process involved the following steps:




	A.

	
Data collection: The user feedback data, including survey responses and interview transcripts, were collected and preprocessed for analysis. The relevant feedback questions and responses were extracted and organized in a structured format.




	B.

	
Data preprocessing: The feedback data underwent preprocessing to prepare for sentiment analysis. This involved cleaning the text, removing any irrelevant characters or information, and handling Arabic-specific challenges such as discretization and morphological variations.




	C.

	
Sentiment lexicon: A sentiment lexicon specific to Arabic was utilized to assign sentiment scores to words and phrases. The lexicon contained a list of words along with their associated sentiment scores, ranging from positive to negative.




	D.

	
Sentiment scoring: Each feedback response was tokenized, and the sentiment score for each word was calculated using the sentiment lexicon. The overall sentiment score for each response was determined by aggregating the sentiment scores of individual words.




	E.

	
Sentiment classification: Based on the sentiment scores, each feedback response was classified as positive, negative, or neutral. Responses with scores above a certain threshold were considered positive, those below a threshold were considered harmful, and those within a specific range were considered neutral.




	F.

	
Analysis and visualization: The sentiment analysis results were analyzed to identify patterns, trends, and insights regarding users’ sentiments towards the chatbot. The distribution of positive, negative, and neutral sentiments was visualized using charts and graphs to provide a clear overview of user opinions.









By conducting sentiment analysis on the user feedback, valuable insights were gained into the users’ perceptions and experiences with the chatbot. The sentiment analysis results complemented the user testing findings, providing a comprehensive understanding of user satisfaction and areas for improvement.





5. Evaluation and Discussion


We employed a comprehensive evaluation methodology to ensure Tayseer’s efficacy and efficiency. This methodology was designed to assess the chatbot’s performance across multiple dimensions, ensuring that it understands user inputs accurately, responds promptly, and can scale to handle many queries. The conversational agent was evaluated on several key performance metrics to assess its natural language understanding capabilities and scalability.



5.1. Accuracy


To calculate the accuracy of our chatbot, we evaluated the two main components of every chatbot using multiple evaluation metrics:




	
NLU model evaluation: The chatbot’s natural language understanding (NLU) component was rigorously tested using a held-out test set. This test set comprised user inputs that the model had not seen previously during training, simulating real-world interactions. The model’s predictions on this test set were then compared with the actual intents and entities to determine their accuracy.



	
Dialogue model evaluation: The dialogue management component was evaluated using test stories. These stories represent potential user–bot interactions, and the chatbot’s responses in these stories were compared to the expected actions to determine their accuracy in managing dialogues.








To calculate the accuracy of the NLU and dialogue models, we used multiple evaluation metrics: confusion matrix, precision, recall, F1 score, and support. By leveraging these metrics, we were able to gain a holistic understanding of our chatbot’s performance, pinpointing areas of strength and potential improvement. Figure 13 shows the results of the intent confusion matrix. This table shows the performance of the classification model. It compares actual and predicted classifications. Our chatbot shows how often each action or intent was correctly predicted and how often an incorrect action or intent was predicted.



The histogram in Figure 14 shows the distribution of confidence scores for correct and incorrect intent predictions made using the conversational AI model. The vertical axis displays the confidence probability, ranging from 0 to 1. The horizontal axis represents the number of predictions within each confidence interval. Conversely, a notable number of incorrect predictions (red bar) align with a confidence level just below the midpoint of 0.5, indicating a higher likelihood of error as the model’s confidence diminishes. This distribution illustrates the model’s ability to align prediction confidence with accuracy, a desirable characteristic indicating effective model calibration. Figure 15 shows the results of the intent error.



The sentence “ماهي شروط تغيير التخصص” is meant to go on the user_ask_major_change intent but is predicted to go on the user_ask_about_conditions_changing_specialization intent. This will affect the confidence level of the intent prediction, resulting in responses that do not align with the inquirer’s intended question. Table 4 shows the test result value of F1, recall, support, and precision score of the Tayseer intent.



The F1 score measures the test accuracy by combining precision and recall metrics, with maximum and minimum values of 1.0 and 0, respectively. Testing of the developed chatbot model revealed near-perfect F1 scores of 1.0 for most intent classes. However, two intents, user_ask_major_change and user_ask_about_conditions_changing_specialization, exhibited suboptimal F1 scores below 1.0. As illustrated in Table 4, the reduced F1 scores for these minority classes stem from sporadic errors in the model predictions. The confusion between these intents with similar semantic meanings contributed to diminished precision and recall. While most intents were classified with high accuracy, optimization of the model could potentially improve identification of the more easily confused intents, thereby increasing their F1 scores towards the optimal value of 1.0. Targeted augmentation of the training data for those specific intents may help enhance the precision and recall of the model for those classes. Overall, the F1 metric highlights strengths in broad classification accuracy while revealing specific areas for improvement in minority intents that could benefit from focused refinement.




5.2. Response Time


Chatbot responsiveness is crucial for user satisfaction. To evaluate this, we logged the timestamp when a user sent a message and the bot responded. The difference between these timestamps provided the response time, allowing us to assess the chatbot’s speed in generating and delivering responses. The response times for intents averaged under 1 s (967 ms), providing reasonably fast interactions, as shown in Figure 16. Any responses above 1 s, such as for user_ask_about_course_equivalence, present optimization opportunities.




5.3. Scalability


Scalability is a vital metric in chatbot solutions. It determines the chatbot’s ability to handle many simultaneous user queries without performance degradation or increased response time. Scalability tests involved subjecting the chatbot to a high volume of user queries in a short timeframe and observing its performance. Testing up to six concurrent users showed minor increases in the average response times from 981 to 1023 ms, as shown in Figure 17. This linear scalability indicates the potential for maintaining performance with higher request volumes.




5.4. User Feedback and Sentiment Analysis


	A.

	
Collecting User Feedback







Our system integrates a feedback mechanism post-interaction to ascertain the chatbot’s effectiveness and enhance user experience. At the conclusion of their chat sessions, users were invited to rate their experiences or offer comments and suggestions. This feedback was then cataloged within an SQL database for subsequent analysis and enhancement.



	B.

	
Sentiment Analysis Procedure







We employed sentiment analysis to extract insights into user satisfaction and discern general sentiments from the feedback. This involved utilizing a sentiment analysis model to classify feedback sentiment as positive, negative, or neutral, aiding in identifying areas for improvement and directing future chatbot enhancements.



	C.

	
Data Preprocessing Steps







Data preprocessing involved several critical steps, initiated by importing feedback data into a panda DataFrame for the initial analysis. Subsequently, entries marked as “None” in specific columns were excluded to ensure the integrity of the data. The process then focused on refining the dataset for sentiment analysis by filtering out columns, specifically isolating those related to the “rate”, and textual responses ranging from “answer1” to “answer19”.



	D.

	
Sentiment Analysis Model Development







Developing the sentiment analysis model involved creating a lexicon-based approach that utilized a compilation of positive and negative terms in both Arabic and English, with each term assigned a specific sentiment score. This model operated through a series of steps. Initially, feedback texts underwent tokenization, breaking down the content into individual terms for detailed analysis. Subsequently, each term received a sentiment score based on the lexicon, with the collective scores of the terms used to ascertain the overall sentiment of the feedback. Finally, aggregate scores were categorized into three sentiment classes.



	
Positive (score > 0)



	
Neutral (score = 0)



	
Negative (score < 0)






	E.

	
Sentiment Analysis of User Feedback Results







The analysis of the sentiment results was structured to provide a comprehensive overview of the feedback sentiments, as shown in Figure 13. We began by calculating the frequency of positive, negative, and neutral sentiments for each item under review. Following this, an overall sentiment distribution analysis was carried out to understand the cumulative sentiment trends across all the received feedback. Specific to the nature of the questions, the analysis included distribution analyses for responses in the “rate” column, categorizing them into classifications such as “Good” and “Normal”. The percentages of “Yes/No” responses were computed for the binary questions. In addition, for the open-ended questions, prevalent responses were identified to gauge common themes or opinions. The findings are summarized in Figure 18 and Figure 19, showing the sentiment analysis results and overall sentiment distribution across the feedback dataset.



The evaluation of 210 users’ feedback following their interaction with the chatbot prototype revealed favorable outcomes. Among the 1460 sentiment expressions identified in all the questions, 1206 were positive, 184 were negative, and 70 were neutral. These findings suggest that most participants had a favorable encounter when engaging with the chatbot.



The specific characteristic emphasized was the chatbot’s ability to provide clear and easily comprehensible responses, which received a favorable sentiment score of 68.



	
Prompt and efficient response times to inquiries were recorded (69 good attitudes);



	
Seamless and effortless engagement in interactive chats with the chatbot resulted in a favorable sentiment score of 70.






Areas requiring enhancement encompassed the following: encountering specific challenges in engaging with the chatbot resulted in 48 instances of negative sentiment responses. Moreover, the sentiment on the extent of comprehensiveness in the FAQ subjects and alternatives varied, with only 36 instances of positive sentiment compared to 32 instances of negative sentiment. Overall, the sentiment and reaction towards the customized academic support chatbot concept and existing prototype were pretty favorable, with particular areas for enhancing the user experience.



To summarize the evaluation metrics and results, conversational AI underwent an evaluation to assess its proficiency in comprehending natural language by employing a sense test.



	
The confusion matrix for intent classification and the distribution of prediction confidence demonstrated robust overall performance, albeit with scope for enhancement in differentiating between particular comparable intentions.



	
The F1 score for the majority of intentions was high, approaching 1.0, indicating a robust level of precision and recall. However, two semantically similar intentions exhibited lower F1 scores, suggesting occasional confusion errors. Additional training data augmentation can enhance the optimization of these less common intentions.



	
The average response time for user interactions was 967 ms, which is considered reasonably fast. However, certain specific intents, such as course equivalency, had longer response times, indicating areas that could be optimized.



	
Scalability testing involved up to six concurrent users and demonstrated satisfactory performance, with only slight increments in response times from 981 to 1023 ms. This suggests an ability to manage large quantities without a decrease in performance.



	
Positive user sentiment expressions were predominant, accounting for 83% of interactions. The main advantages were the respondents’ clear and comprehensible answers as well as seamless interaction.



	
Areas for improvement included difficulties faced with the chatbot and limitations in the range of FAQ topics addressed.



	
The positive user response underscores the need for more chatbot improvements to assist students with typical academic inquiries and procedures.






Through the application of these metrics, a comprehensive evaluation of the chatbot’s performance was achieved, illuminating its proficiency and areas that necessitate enhancement. This rigorous analysis not only underscores the chatbot’s current capabilities but also guides future refinements to augment its effectiveness in user interaction.





6. Conclusions


To summarize, this study has highlighted the vast potential of AI-driven conversational agents in efficiently managing academic student inquiries through natural language processing of the Arabic language. With DL techniques made by the RASA framework and implemented on the web, over 75 data intents in the dataset were handled with care by Tayseer and used in multiple ways to be processed into an effective pipeline and a strategy for data pre-processing.



A thorough assessment suggests that the prototype chatbot created offers precise predictions of user intentions for most scenarios, achieving F1 scores close to 1.0 and delivering rapid responses in less than a second. Scalability tests demonstrate the capacity to sustain performance even when faced with increased levels of requests. Nevertheless, there are still opportunities for improvement, specifically for minority intentions that occasionally have misunderstandings caused by semantic resemblance. We can increase precision and recall by focusing on improving the training data for those particular intentions. There is also the possibility of broadening the chatbot’s knowledge base to encompass additional academic question categories that interest pupils and enhancing the dialog system to be more context-aware.



Significantly, user sentiment analysis indicated primarily favorable perceptions of utilizing the chatbot for acquiring university admission and registration aid. Students expressed positive feedback regarding the chatbot’s clear and user-friendly responses. However, certain difficulties were faced while dealing with increasingly complex questions, which emphasizes the necessity for continuous improvements in a particular area.



Chatbots with AI are meaningful tools for highly individualized and accessible academic support, leaving no doubt about discovering new ways to achieve a more elevated level of experience through effective management of internal functions. Future work will focus on refining chatbots using user feedback to better adapt to changing educational needs. Open-ended input from students could provide specific suggestions that could be used to determine new question subjects. Moreover, the knowledge base should be expanded, and advanced language models should be integrated. By implementing these enhancements, chatbots have significant potential to function as an exceptionally valuable self-service tool, effectively reducing the time consumption for both students and college administrators. This study highlights the importance of user-centric approaches in creating engaging chatbot experiences that align with human preferences.
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Figure 1. Interactions of different interface methods: (a) write-based; (b) menu-based and write-based; (c) menu-based. 
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Figure 2. The most common inquiries. 






Figure 2. The most common inquiries.



[image: Applsci 14 02547 g002]







[image: Applsci 14 02547 g003] 





Figure 3. An example of how the chatbot renders different types of menu text and links. 
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Figure 4. User feedback process. 
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Figure 5. Tayseer supervised embedding pipeline. 
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Figure 6. Illustration of the agent training process executed in RASA. 






Figure 6. Illustration of the agent training process executed in RASA.



[image: Applsci 14 02547 g006]







[image: Applsci 14 02547 g007] 





Figure 7. Overview of the DIET classifier architecture. 
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Figure 8. A set of example user expressions. 
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Figure 9. The distribution of chatbot intents by context. 
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Figure 10. Intent-based response generation. 
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Figure 11. Tayseer system architecture. 
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Figure 12. Registering a new user profile. 
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Figure 13. Intent confusion matrix. 
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Figure 14. Intent prediction confidence distribution. 
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Figure 15. Intent_Error.json. 
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Figure 16. Response time for different intents. 
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Figure 17. Average response time vs. number of users. 
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Figure 18. Sentiment analysis results. 






Figure 18. Sentiment analysis results.



[image: Applsci 14 02547 g018]







[image: Applsci 14 02547 g019] 





Figure 19. Overall sentiment distribution. 
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Table 1. Summary of the responsibility of each component in the chosen configuration.
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Component

	
Functionality






	
Tokenizer

	
WhitespaceTokenizer

	
Splits text into tokens using spaces for clear whitespace languages.




	
Featurizer

	
RegexFeaturizer

	
Uses regex to identify patterns and shapes in text for comprehension.




	
LexicalSyntacticFeaturizer

	
Captures lexical and syntactic text features, like POS tags.




	
CountVectorsFeaturizer

	
Converts text to numerical data using a bag-of-words model.




	
Classifier

	
DIETClassifier

	
Predicts intents and extracts entities simultaneously.




	
Mapper

	
EntitySynonymMapper

	
Maps synonyms to entities to recognize varied expressions as the same.




	
Selector

	
ResponseSelector

	
Picks appropriate responses from predefined options and trains for 100 epochs.











 





Table 2. Description of intents.
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	Context
	Description





	Greeting
	Respond to various forms of greetings from users.



	College admission and registration
	Handle queries related to the college admissions and registration process.



	Trainee services
	Address queries or requests related to services provided to trainees.



	Initiatives
	Responding to user inquiries about initiatives for trainee career guidance and college goal achievement.



	Activity participation and volunteering
	Responding to user inquiries or interests in extracurricular activities and volunteering opportunities.



	Guidance and counseling
	Address user queries related to advice, support, or information on personal, educational, or career matters.



	Rewards and financial aid
	Respond to queries about financial support.



	Global academies
	Inquiries on Adobe, Cisco, and Microsoft academies’ programs and courses.



	Complaints and suggestions
	For handling user feedback and suggestions.



	Access key site/system links
	Assist users in finding and navigating to essential website or system links.



	Faculty staff contact information
	Assist users in obtaining faculty members’ contact details.



	Trainee conduct regulations
	Information on trainee behavior rules.










 





Table 3. List of examples of utter.
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	#
	Ultter Name





	1
	utter_greet



	2
	utter_goodbye



	3
	utter_bot_challenge



	4
	utter_user_ask_about_admission



	5
	utter_user_ask_about_major_change



	6
	utter_user_ask_about_transfer_college



	7
	utter_user_ask_about_handicapped



	8
	utter_user_ask_about_admission_comparison



	9
	utter_user_wants_to_check_marks



	10
	utter_user_ask_about_re-enrollment



	11
	utter_user_ask_about_conditions_changing_specialization



	12
	utter_user_ask_about_studying_in_TVTC



	13
	utter_user_ask_about_rewarding_for_Student_withdrawn_deferred



	14
	utter_user_ask_about_instances_of_nonpayment_rewarding



	15
	utter_user_ask_about_training_record



	16
	utter_user_college_disciplines



	17
	utter_user_Training_plans_for_specializations



	18
	utter_user_Training_Guide



	19
	utter_user_Trainee’s_Guide



	20
	utter_user_Training_calendar



	21
	utter_user_Complaints_Suggestions



	22
	utter_user_activities_volunteering



	23
	utter_user_uniform



	24
	utter_user_functional_coordination
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Intent

	
Result




	
Precision

	
Recall

	
F1 Score

	
Support






	
Access_links

	
1.0

	
1.0

	
1.0

	
6




	
greet

	
1.0

	
1.0

	
1.0

	
12




	
user_ask_about_rewarding_for_Student_withdrawn_deferred

	
1.0

	
1.0

	
1.0

	
6




	
user_ask_about_re-enrollment

	
1.0

	
1.0

	
1.0

	
3




	
user_ask_about_admission

	
1.0

	
1.0

	
1.0

	
5




	
user_ask_about_rewarding_students_data

	
1.0

	
1.0

	
1.0

	
4




	
user_ask_major_change

	
1.0

	
0.8

	
0.888888888888889

	
5




	
user_ask_about_rayat_problems

	
1.0

	
1.0

	
1.0

	
4




	
mood_great

	
1.0

	
1.0

	
1.0

	
5




	
user_ask_about_admission_comparison

	
1.0

	
1.0

	
1.0

	
3




	
uniform

	
1.0

	
1.0

	
1.0

	
3




	
activities_volunteering

	
1.0

	
1.0

	
1.0

	
3




	
Complaints_Suggestions

	
1.0

	
1.0

	
1.0

	
7




	
bot_challenge

	
1.0

	
1.0

	
1.0

	
4




	
get_guide

	
1.0

	
1.0

	
1.0

	
5




	
user_ask_about_riyadah

	
1.0

	
1.0

	
1.0

	
4




	
mood_unhappy

	
1.0

	
1.0

	
1.0

	
6




	
user_ask_about_submit_application_rayat

	
1.0

	
1.0

	
1.0

	
5




	
get_phone_number

	
1.0

	
1.0

	
1.0

	
5




	
user_ask_about_rayat_username_mobile_password

	
1.0

	
1.0

	
1.0

	
8




	
get_name

	
1.0

	
1.0

	
1.0

	
6




	
deny

	
1.0

	
1.0

	
1.0

	
5




	
user_ask_about_email

	
1.0

	
1.0

	
1.0

	
5




	
user_ask_about_transfer_college

	
1.0

	
1.0

	
1.0

	
5




	
get_level”

	
1.0

	
1.0

	
1.0

	
3




	
functional_coordination

	
1.0

	
1.0

	
1.0

	
4




	
Training_plans_for_specializations

	
1.0

	
1.0

	
1.0

	
6




	
goodbye

	
1.0

	
1.0

	
1.0

	
6




	
college_disciplines

	
1.0

	
1.0

	
1.0

	
4




	
Rafid_Initiative

	
1.0

	
1.0

	
1.0

	
2




	
Training_Guide

	
1.0

	
1.0

	
1.0

	
4




	
user_ask_about_instances_of_nonpayment_rewarding

	
1.0

	
1.0

	
1.0

	
3




	
user_ask_about_cancel_application_rayat

	
1.0

	
1.0

	
1.0

	
5




	
get_education_number

	
1.0

	
1.0

	
1.0

	
4




	
user_ask_about_training_record

	
1.0

	
1.0

	
1.0

	
4




	
get_email

	
1.0

	
1.0

	
1.0

	
3




	
Trainee’s_Guide

	
1.0

	
1.0

	
1.0

	
4




	
get_class

	
1.0

	
1.0

	
1.0

	
3




	
user_wants_to_check_marks

	
1.0

	
1.0

	
1.0

	
4




	
Directory_of_Special

	
1.0

	
1.0

	
1.0

	
3




	
user_ask_about_conditions_changing_specialization

	
0.8333333333333334

	
1.0

	
0.9090909090909091

	
5




	
Training_calendar

	
1.0

	
1.0

	
1.0

	
8




	
affirm

	
1.0

	
1.0

	
1.0

	
5




	
user_ask_about_handicapped

	
1.0

	
1.0

	
1.0

	
10




	
user_request_trainer_name

	
1.0

	
1.0

	
1.0

	
12




	
Basic_Information_for_New_Students

	
1.0

	
1.0

	
1.0

	
6




	
user_ask_about_register_schedule_continuing_students

	
1.0

	
1.0

	
1.0

	
14




	
user_ask_about_course_equivalence

	
1.0

	
1.0

	
1.0

	
7




	
user_ask_about_add_and_drop

	
1.0

	
1.0

	
1.0

	
4




	
user_ask_about_studying_in_TVTC

	
1.0

	
1.0

	
1.0

	
8
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