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Abstract: The absorbed fraction and the S factor represent fundamental quantities in MIRD-based
dosimetry of radiopharmaceutical therapy (RPT). Although Monte Carlo (MC) simulations represent
the gold standard in RPT dosimetry, dose point kernels (DPK) obtained from analytic range–energy
relations offer a more practical alternative for charged-particle dosimetry (β- or α-emitters). In this
work, we perform DPK- and MC-based calculations of the self-absorbed fractions and S factors for
monoenergetic electrons uniformly distributed in intermediate-size target volumes (~mm to cm)
relevant to micrometastasis and disseminated disease. Specifically, the aim of the present work is
as follows: (i) the development of an analytic range–energy relation, effective over a broad energy
range (100 keV–20 MeV) covering most applications of radiotherapeutic interest; (ii) the application
of the new formula to DPK-based calculations of the absorbed fraction and S factor and comparison
against MC simulations (both published and present work data) as well as the MIRDcell V2.0.16
software, which uses a similar analytic methodology; and (iii) the study of the influence of simulation
parameters (step-size, tracking/production cut-off energies, and ionization model) in Geant4-based
calculations of S factors. It is shown that the present DPK-based calculations are in excellent agreement
(within 1.5%) with the MIRDcell software, while also being in fair agreement with published MC
data as well as with the new Geant4 simulations, with average differences of ~20% for the (sub)
mm-sized volumes and ~10% for the cm-sized volumes. The effect of the choice of Geant4 simulation
parameters was found to be negligible for the examined target volumes (~mm), except for the use of
the Penelope ionization model, which may exhibit noticeable discrepancies (up to ~20%) against the
Standard and Livermore models. The present work provides quantitative information that may be
useful to both the MC- and DPK-based beta dosimetry of micrometastasis and disseminated disease,
which represents an important field of application of RPT.

Keywords: absorbed fraction; S factor; internal dosimetry; electron dosimetry; Geant4

1. Introduction

The goal of radiation therapy is the delivery of a lethal radiation dose to cancer cells
with minimum toxicity in surrounding healthy tissues. In recent years, radiopharmaceutical
therapy (RPT) has been a promising method for the treatment of many cancer types [1]. In
RPT, radiation is delivered to tumor cells and their microenvironment with the use of agents
or through physiological mechanisms [2]. An important advantage of RPT is that, unlike
external beam radiotherapy, the radiation can more effectively target disseminated and
micrometastatic disease [3]. To that end, studies in the fields of radiobiology, radiochemistry,
and pharmacology are important for selecting the proper combination of radionuclides
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and chemical agents toward improving treatment outcomes [2]. The radionuclides that are
used in RPT are mainly β-emitters (and less so α-emitters). The advantage of β-emitters
is that the irradiation range is commonly in the mm–cm range and, therefore, to a good
approximation, they result in a uniform dose distribution in the tumor volume even when
the emitter is non-uniformly distributed, as is most often the case due to its limited diffusion.
In addition, in sharp contrast to γ-emitters, the shorter irradiation range of β-emitters offers
much greater sparing of surrounding healthy tissues raising the therapeutic index [3,4].

The response and the toxicity of any radiotherapeutic modality depend upon the ab-
sorbed dose to the tumor and the normal tissue. The standard approach for the calculation
of absorbed dose in RPT follows the formalism provided by the Medical Internal Radiation
Dose (MIRD) Committee of the American Society of Nuclear Medicine. The dosimetric
formalism of the MIRD Committee was first presented in 1968 and since then a series
of developments has been published in specialized publications (MIRD pamphlets) [5].
The central quantities in MIRD-based RPT dosimetry are the absorbed fraction and the S
factor [1]. These quantities are determined by either Monte Carlo (MC) simulations or dose
point kernels (DPKs). In turn, DPKs may be determined using either MC simulations or
analytic techniques, such as range–energy relations. Information about absorbed fractions
and S factors from the organ to the cellular scale for most radionuclides and monoenergetic
photons or electrons is available in various MIRD publications [6–13].

At the macroscopic scale of organs and tissues, absorbed fractions and S factors are
mostly calculated [12,14–16] by general-purpose MC codes, like ETRAN [17], EGS [18],
MCNP [19], and Geant4 [20]. These codes are well benchmarked at the organ/tissue scale
(~cm) and represent the gold standard in clinical dosimetry (both internal and external).
At the other extreme of the (sub) cellular scale (<10 to 100 um), absorbed fractions and
S factors are mostly determined [21–25] by specialized MC track-structure codes, like
KURBUC [26], PARTRAC [27], and Geant4-DNA [28–31], among others reviewed in [32]. At
the intermediate scale (sub-mm to cm), which includes disseminated and micrometastatic
disease, both general-purpose and track-structure codes may be applied with each approach
having its pros and cons. However, irrespective of the code, MC simulations are generally
time-consuming and require substantial software expertise to avoid systematic errors or
simulation artifacts. Therefore, to facilitate the practical application of the absorbed fraction
and S factor in RPT dosimetry, DPK-based analytic approaches offer a valuable theoretical
alternative to MC simulations by reducing computational time.

Using the ETRAN code, Berger first provided the energy deposition of photon point
sources in water [33] and afterward, the distribution of the absorbed dose of point sources
of electrons and beta-emitting particles in water and other media [34,35]. Siegel and
Stabin [36] used Berger’s works and developed an analytical formula to calculate the
absorbed fraction of monoenergetic electrons (25 keV–4 MeV) and beta-emitters, which
are uniformly distributed in unit density spheres of different sizes (0.13–6.20 cm). The
Siegel–Stabin results have been used by Stabin and Konijnenberg for comparison with
EGS4 and MCNP [37]. Later, Amato and co-workers [38] calculated the absorbed fractions
for electrons uniformly distributed in ellipsoidal volumes by Geant4 version 9.1. In that
study, the absorbed fractions in spheres for monoenergetic electrons were determined
for comparison with the recommended values of Stabin and Konijnenberg [37]. These
studies [37,38] are included in the more recent work of Olguin et al. [39], which presented
the absorbed fraction and the S factor for targets of different sizes and compositions.
Specific absorbed fractions were calculated by the MCNPX code for monoenergetic photons,
electrons, and α-particles in spherical and ellipsoidal tumor volumes, while S factors for
22 radionuclides were also provided.

The aim of the present study is (i) the development of an analytic range–energy
relation, effective over the energy range from 100 keV to 20 MeV, which covers most
applications of radiotherapeutic interest; (ii) the use of the new formula for DPK-based
calculations of the absorbed fraction and S factor and their comparison against MC simula-
tions (both published and present work data) as well as the MIRDcell software that uses a
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similar analytic methodology; and (iii) the study of the influence of simulation parameters
(step-size, tracking/production cut-off energies, and ionization model) in Geant4-based
calculations of S factors. The motivation for the development of a new analytic formula
is to overcome the energy limitations of the existing formulas, thus facilitating the ap-
plication of DPK-based analytic methods as an alternative to effort- and time-intensive
MC simulations in the calculation of the absorbed fraction and S factor in RPT dosimetry.
The work focuses on “intermediate” size target volumes (~mm to cm), relevant to mi-
crometastasis and disseminated disease, which represent an important field of application
of RPT. The validation of the present analytic formulas is limited to the energy range from
100 keV to 4 MeV, which covers the usage of β-emitters in RPT, and published data of the
absorbed fraction and S factor are available. However, the proposed parameterization
extends up to 20 MeV electron energies, in order to cover potential application to external
beam radiotherapy (EBRT).

2. Materials and Methods
2.1. MIRD Range–Energy Relations

MIRD scheme [40] is a formalism for absorbed dose calculations of internally dis-
tributed radionuclides. The mean absorbed dose in target region rk from source region rh is
given by the equation:

D(rk ← rh) =
~
AhS(rk ← rh), (1)

where Ãh is the cumulated activity in the source region rh and S is the mean absorbed dose
in the target region per unit of cumulative activity in the source region. The S factor can be
expressed as

S(rk ← rh) = ∑i
∆iφi(rk ← rh)

mk
, (2)

where φi is the absorbed fraction, which is the fraction of energy emitted in region rh, and
it is absorbed in region rk; ∆i is the mean energy emitted per nuclear transition for the
i-th type of emission; and mk is the mass of the target. S factors are provided by MIRD
Committee for most radionuclides, from organ level [9] to cellular level [41]. Also, S factors
are available for monoenergetic photons [6,8,37] and electrons [34,36]. For microscopic
dimensions (nm to mm) relevant to sub-cellular, cellular, and multi-cellular domains, MIRD
adopts the continuous slowing down approximation (CSDA) to calculate S factors using
analytic range–energy relations [41]. The CSDA assumes that the energy loss of the primary
particle is “continuous” and neglects the finite range of secondary electrons (i.e., it assumes
that the energy of secondary electrons is deposited at the point of their production). Then,
for a uniformly distributed radiation source inside a spherical target, the absorbed fraction
that enters Equation (2) may be calculated from the DPK using the following convolution
integral [1]:

φi(rk ← rh) =
∫

Ψrk←rh(r)F
(

r
r0

)
d
(

r
r0

)
, (3)

where Ψrk←rh is the geometric reduction factor and F(r/r0) is the (scaled dimensionless)
DPK. The geometric factor is the mean probability that a randomly directed vector of
length r that starts from a random point within the source region rh ends within the target
region rk. For charged particles (e.g., β-emitters), Equation (3) may be recast in terms of the
stopping power as follows [1]:

φi(rk ← rh) =
∫

Ψrk←rh(r)
1
Ei

dE
dR

∣∣∣∣
R(Ei)−r

dr, (4)

where Ei is the initial energy of the i-th particle, and dE/dR|R(Ei)-r is the energy-loss rate
(i.e., similar to the stopping power) evaluated at R(Ei)-r, which is the residual range of a
particle with initial energy Ei after passing a distance of r through the medium [41]. The
MIRD Committee suggests [5] the use of Cole’s range–energy relations for determining
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in Equation (4) the stopping power dE/dR and the residual range R(Ei)-r [42]. Cole
experimentally determined the range of electrons in some low-Z solid materials with
energies from 20 eV to 100 keV, and deduced the following empirical relations [42]:

E(R)= 5.9(R + 0.007)0.565 − 0.367, (5)

R(E)= 0.0431(E + 0.367)1.77 − 0.007, (6)

where E is expressed in keV and R in µm. By differentiation of Equation (5), the following
stopping power expression (in keV/µm) is obtained:

dE
dR

(R)= 3.316(R + 0.007)−0.435, (7)

For electron energies extending from 100 keV up to 20 MeV, Cole suggested another
set of expressions as follows [42]:

E(R)= 5.9(R + 0.007)0.565+0.00413R1.33 − 0.367, (8)

dE
dR

(R)= 3.333(R + 0.007)−0.435+0.0055R0.33, (9)

where E is expressed in keV and R in µm. Subsequently, Howell provided improved
range–energy relations that better fit Cole’s experimental data for electron energies less
than 0.4 keV [43]. The Cole–Howell expressions read (E in keV and R in µm):

For energies from 0 to 0.06 keV:

R(E)= a + bE + cE2+dE3, (10)

where a = 1.524 × 10−3, b = 3.815 × 10−2, c = −7.018 × 10−4, d = 3.628 × 10−2, and

dE
dR

= 29.5− 666.7R, (11)

For energies from 0.06 to 0.4 keV:

R(E)= 0.0123E + 2.25E2 − 23.33E3, (12)

dE
dR

= a + bR + cR2+dR3+eR4, (13)

where a = 10.5, b = 1.126 × 103, c = −9.251 × 105, d = 2.593 × 108, and e = 4.964 × 1010.

2.2. New Range–Energy Relations

As mentioned above, range–energy relations are needed to calculate, via the convo-
lution integral of Equation (4), the absorbed fraction and subsequently the S factor by
Equation (2). The calculation of the convolution integral is greatly facilitated by the avail-
ability of analytic expressions for both dE/dR and R(E). The Cole–Howell relations for
dE/dR and R(E) conveniently cover the energy range up to 100 keV. However, for energies
above 100 keV, Cole does not provide an analytic expression for R(E), and, therefore, the
residual range R(Ei)-r has to be calculated numerically from E(R). Therefore, to facilitate cal-
culations of the absorbed fraction and S factor by the convolution integral of Equation (4),
we have fitted the experimental range–energy data deduced from Equation (8). These new
(fitted) range–energy relations are analytic and valid for monoenergetic electrons over the
energy range 100 keV to 20 MeV, which covers the β-emitters used in RPT (<4 MeV) as well
as most applications of electron beams in EBRT (up to ~20 MeV). The analytic form of this
new set of range–energy relations, R(E), is presented below (E in keV and R in µm).
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For energies from 100 keV to 1 MeV:

R(E)= 1.281E0.7 − 1.534E1.33+1.042E1.5 − 0.06626E1.77 − 0.4652, (14)

For energies from 1 MeV to 4 MeV:

R(E)= 2.167E0.7+0.4123E1.4 − 0.01055E1.77 − 60.93, (15)

For energies from 4 MeV to 20 MeV:

R(E)= 4.910E1.05 − 0.1336E1.33 − 368.9, (16)

These new set of expressions, Equations (14)–(16), may be combined with the Cole–
Howell expressions, Equations (5)–(7) and (10)–(13), to calculate the absorbed fraction over
a very broad energy range from 20 eV to 20 MeV.

2.3. MIRDcell Software

The MIRD Committee developed a software application, called MIRDcell (http:
//mirdcell.njms.rutgers.edu/, accessed on 18 January 2024), which calculates the dis-
tribution of radiation dose and predicts the surviving fraction of cell populations [44]. The
user can select the size, shape, and geometry of the cell population, the distribution of
radioactivity, and the source of radiation. The available sources of radiation are predefined
MIRD radionuclides, monoenergetic particles, or a radionuclide created by the user. The
continuous spectrum and the mean energy of β-emitters are also available options. The
cellular model used in MIRDcell consists of two concentric homogeneous spheres of unit
density. The external sphere represents the cell with radius RC and the other one is the
nucleus with radius RN, respectively. The radioactivity is distributed in the source region of
the cell, nucleus, cytoplasm, or cell surface [45]. The target region and the size of the radius
of the cell and nucleus are selected by the user. The Software also includes a functionality
that creates a cell population of any shape and of 2 or 3 dimensions, and calculates the
dose distribution among the labeled cells. After the selection of these parameters, MIRD-
cell calculates the S factor of target region and the survival fraction based on the linear
quadratic model. Importantly, MIRDcell calculates the S factor using the Cole–Howell
analytic range–energy relations, Equations (5)–(7) and (10)–(13), for electron energies below
100 keV, and numerical data from Equations (8) and (9) for energies above 100 keV [41]. In
the present work, for comparative purposes, (self-irradiation) S factors for monoenergetic
electrons with initial energy 1 keV–4 MeV were calculated for cell spheres with different
radii using the MIRDcell V2.0.16 version.

2.4. Geant4 Configuration

Geant4 [20,46–48] is a Monte Carlo toolkit for simulating the interaction of particles in
matter. It has been used in different applications like high-energy physics, astrophysics and
space science, medical physics, and radiation protection. For MeV electrons, Geant4 offers
several condensed-history electromagnetic (EM) models to facilitate the simulation of a
large number of interactions [49]. In particular, the Standard EM package is used for the
simulation of interactions of particles with energy up to 10 PeV [47]. Also included are the
Livermore and Penelope low-energy EM models [50], which are particularly effective at
sub-1 keV energies. Both these models employ single-scattering cross sections to simulate
the discrete energy losses in hard inelastic collisions, restricted stopping power for the
continuous energy losses in soft inelastic collisions, and multiple scattering theories for
the elastic collisions. The hard and the soft inelastic collisions are differentiated by the
production cut-off energy (selected by the user), which defines the energy threshold above
which the secondary particles are individually simulated [51]. The user also selects the
tracking cut-off energy, which defines the energy below which primary and secondary

http://mirdcell.njms.rutgers.edu/
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electrons are “killed”; i.e., when the energy of the particle falls below the tracking cut-off
energy, the particle is no longer simulated, and its energy is deposited locally.

In this work, Geant4 version 10.5 is used, which is the same version used in the Geant4
validation for medical physics applications.

2.4.1. Geant4-Livermore

The Livermore EM model is based on the data libraries EPDL97 [52], EADL [53],
and EEDL [54] and is appropriate for the simulation of photon and electron transport in
materials with Z = 1–100. The hard collisions are described through the Möller cross-section
model and the soft collisions using the Weizsacker–Williams expression. For the multiple
elastic scattering, the Urban model is used [55]. The Livermore ionization model may
be used for energies down to a few 10 eV, although an energy limit of 250 eV is often
recommended for better accuracy. The Livermore model considers the shell structure of
atomic elements but neglects condensed-phase effects, which may be important for sub-keV
electron transport and microscopic volumes [56].

2.4.2. Geant4-Penelope

The Penelope EM model is derived from the PENELOPE code version 2008 [57]
and is applicable to simulations of photons and electrons in materials with Z = 1–100.
Inelastic collisions are described by the Generalized Oscillator Strength (GOS) model of
Liljequist [58]. Multiple elastic scattering is simulated by the Urban model [55]. Note that
the Geant4-Penelope models do not apply for energies lower than 100 eV and, similar to
the Livermore models, neglect condensed-phase effects [56].

2.4.3. Geant4-Standard Option 4

The Standard Option 4 model of Geant4, version 10.5 [47], describes the inelastic colli-
sions using the Livermore ionization model for electron energies lower than 100 keV and
the Standard EM (default models) for higher energies. The interactions are differentiated
into hard and soft collisions by the selection of production cut energy. The energy loss at
hard collisions is calculated by sampling the differential cross sections. For soft collisions,
the energy loss is treated as a continuous process, and stopping power expressions are used.
The cross sections and the stopping power expressions for Livermore and Standard EM
(default models) are presented in the following Table 1. Also, the Goudsmit–Saunderson
model [59] is used for the multiple elastic scattering.

Table 1. Cross sections and stopping power expressions for Standard Option 4 model of Geant4.

Geant4 Standard Option 4

e-Ionization model

Livermore model for electrons < 100 keV

soft collisions
Stopping power from

Weizsacker–Williams cross
section

hard collisions Weizsacker–Williams ionization
cross section

Standard model for electrons > 100 keV
soft collisions Berger–Seltzer stopping power

formula

hard collisions Möller ionization cross section

e-Multiple elastic scattering Goudsmit–Saunderson model

2.4.4. Geant4 Simulations

The simulations’ results are based on the Svalue example of Geant4 version 10.5. The
absorbed fractions and S factors presented are based on a batch of 1 million histories
(primary electron tracks). From several independent runs of each batch (of 1 million
histories) for selected data points, the statistical uncertainty (one standard error) was
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estimated to be below 1%. The primary electron energy in the simulations varied from
1 keV up to 4 MeV. The S factor is estimated for spheres with radius 100 µm (R = 0.1 mm),
1000 µm (R = 1 mm), and 5000 µm (R = 5 mm), which are relevant to micrometastasis and
disseminated disease. The geometry of the simulation is presented schematically in Figure 1,
where the external sphere (“world”) with radius RW is the volume that encompasses the
full slowing-down radiation tracks, and the internal sphere with radius RT represents the
source/target volume where the radiation source (here, the monoenergetic electrons) is
randomly placed and energy deposition is recorded. It is important to mention that RW
is significantly greater than the CSDA range of electrons, so that all electrons (primary or
secondary) stop within the world volume. The tracking and production cut-off energies
examined are 100, 250, and 1000 eV. The first two values represent the recommended cut-off
energies for the Penelope (100 eV) and Livermore (250 eV) models, whereas the latter value
(1 keV) is characteristic of general-purpose class II condensed-history codes (e.g., EGS4).
The Step Length (SL) values examined are SL = default, SL = R, and SL = R/10. The choice
of the above transport parameters had a very small impact (up to a few %) on the simulation
time (~0.3 s/track in an 8-core Intel i3-2130 @3.4 GHz Processor) with the exception of the
Penelope model, which resulted in a reduction in simulation time by almost a factor of 10.
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3. Results
3.1. Range

The electron CSDA range (or average path length) in liquid water is calculated us-
ing Cole’s formula (Equation (6)) and the new analytic relations of the present work
(Equations (14)–(16)). The results are shown in Figure 2, along with the most recent CSDA
range data of ICRU Report 90 [60].

Figure 3 shows the percentage difference, 100 (RPW−RCole)
RCole

, between the calculations of
the present work (PW) and Cole’s data for electron energies from 100 keV to 20 MeV, which
is the application regime of the present formulas.
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Figure 4 shows that the percentage difference, 100 (RPW−RICRU)
RICRU

, between the calculations
of the present work (PW) and ICRU Report 90 over the 100 keV–20 MeV energy range,
which is the application regime of the present formulas.
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3.2. Absorbed Fraction (AF) Calculations

Absorbed fractions (AF) for monoenergetic electrons distributed uniformly in unit-
density spheres of different radii are calculated using the convolution integral, Equation (4),
and the present analytic relations, Equations (14)–(16). The size of target spheres (radius
1.3 mm to 6.2 cm) was chosen in order to compare the present results against the available
MC simulation data from the literature for electron energies in the range 100 keV–4 MeV. In
Figure 5, the percentage difference, 100 (AFMC−AFPW)

AFPW
, between the MC data and the results

of the present work (PW), is depicted for the various spheres and MC codes examined.
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When averaged over the electron energies examined (Ei), the mean percentage (ab-

solute) difference of the AFs, 100 1
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∣∣∣∣}, between the MC data and

the results of the present work (PW) for each sphere radius is depicted in Figure 6. To put
these differences in perspective, the maximum and mean percentage differences between
the MCNP and EGS4 codes are also included in Figure 6.
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3.3. S Factor

The S factor is calculated from the absorbed fraction using Equation (2). In Figure 7,
we present the S factor difference, 100 (SPW−SMIRDcell)

SMIRDcell
, between the analytic calculations of the

present work (PW) and the MIRDcell software for monoenergetic electrons in the energy
range 1 keV–4 MeV and various sphere radii (10, 50, 100, 500, 1000, 5000 µm).
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3.4. Geant4 Monte Carlo Calculations
3.4.1. Effect of Step Length (SL)

The sensitivity of the Geant4 S factor calculations on the choice of the step-length (SL)
parameter in the simulations is examined in Figures 8 and 9. Specifically, the S factors
calculated by the convolution integral using the analytic relations of the present work
(PW) are compared against Geant4 (version 10.5) simulations for three SL parameters
(SL = default, SL = R, SL = R/10) and three target spheres (R = 0.1 mm, R = 1 mm, and
R = 5 mm). The default Step Length is 1 mm for energies up to about 400 keV and varies
from 1.2 to 5.6 mm for the energy range of 400 keV to 4 MeV according to the stepping
function [46]. Unless otherwise stated, the Geant4 Standard Option 4 EM model is used
in the simulations. In these simulations, the tracking and the production cut-off energies
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were set at 100 eV, because this value is generally considered as the lowest energy limit of
validity of Geant4 (see Section 2.4).
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In Figure 9 (panels a to c), we present the S factor difference, 100 (SGeant4−SPW)
SPW

, between
the Geant4 simulations (with different SL parameters) and the analytic calculations of the
present work (PW) for monoenergetic electrons in the energy range 1 keV–4 MeV and
different sphere radii (R = 0.1 mm, R = 1 mm, and R = 5 mm).
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3.4.2. Effect of Cut-Off Energy (CE)

The sensitivity of the Geant4 S factor calculations on the choice of CE used in the
simulations is examined in Figure 10. Specifically, the S factor difference, 100 (SGeant4−SPW)

SPW
,

between the analytic calculations of the present work (PW) and the Geant4 (version 10.5)
simulations, for three CE values (CE = 100 eV, CE = 250 eV, and CE = 1 keV) and three
target spheres (R = 0.1, R = 1, and R = 5 mm), is presented. In these simulations, we have
set the SL at the default value.
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3.4.3. Effect of Geant4 Ionization Model

The sensitivity of the Geant4 S factor calculations on the choice of the ionization
model used in the simulations is examined in Figure 11. Specifically, we present the S

factor difference, 100 (
SLowEnergy−SStandard)

SStandard
, between the low-energy EM ionization models

(Livermore, Penelope) and the Standard EM ionization model, for the three target spheres
(R = 0.1 mm, R = 1 mm, and R = 5 mm). In these simulations, we have set SL = default and
CE = 100 eV.
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Figure 11. Percentage difference of S factor between the Low-energy EM ionization models (Liver-
more, Penelope) and the Standard EM ionization model of Geant4 as a function of electron energy
for spheres of radius R = 0.1 mm (panel a), R = 1 mm (panel b), and R = 5 mm (panel c). In these
simulations, we have set SL = default and CE = 100 eV.
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4. Discussion

As can be seen from Figure 3, the new range–energy relations (Equations (14)–(16))
offer an almost excellent representation (within 1.5%) of Cole’s numerical data in the
100 keV–20 MeV energy range, while they are also in good agreement (within 5%) from
ICRU Report 90 data (see Figure 4). Thus, the present range–energy relations together
with the Cole–Howell relations at lower energies, allow for DPK-based calculations of
the absorbed fraction (and S factor) by the convolution integral (Equation (4)) over a very
broad energy interval (20 eV–20 MeV), which covers most applications of radiotherapeutic
interest. The application of the new relations to the case of intermediate-size target volumes
relevant to micrometastasis and disseminated disease is investigated in subsequent figures.
Specifically, in Figures 5 and 6, we compare the present calculations against published MC
data, which cover sphere radii between 1.3 mm and 6.2 cm and electron energies from
100 keV to 4 MeV. For mm-size spheres (radius 1.3–7.8 mm), the present calculations exhibit
larger differences against EGS4, ETRAN, Geant4, and MCNPX and smaller for MCNP.
Specifically, when averaged over the electron energies examined (100 keV–4 MeV), the
maximum differences vary between 15 and 37% for ETRAN, 15 and 36% for EGS4, and
10 and 21% for MCNP. In terms of Geant4 and MCNPX codes, the maximum differences
for the available presented data are 16–23% for Geant4 and 14% for MCNPX. Interestingly,
the maximum differences between EGS4 and MCNP are comparable (9–12%). In all cases,
differences decrease with increasing electron energy. On the other hand, for the cm-
sized spheres, the differences between the present calculations and the MC data steadily
decrease for all MC codes. Specifically, when averaged over the electron energies examined
(100 keV–4 MeV), the maximum differences vary between 3 and 13% for ETRAN, 1 and
11% for EGS4, 1 and 6% for MCNP, 3 and 7% for Geant4, and 0.5 and 2% for MCNPX.
Note that for Geant4 and MCNPX, no data are available for some spheres and electron
energies. Again, the maximum differences between EGS4 and MCNP are similar (1–7%).
Thus, the differences between the present DPK-based calculations and the MC codes are
comparable to the differences observed among the codes. However, although an overall
good agreement is observed against the MC codes (on average better than ~10% in most
cases), the present DPK-based calculations tend to consistently underestimate the MC-based
absorbed fractions. The underestimation is higher for the smaller spheres (~mm radius) and
at energies where the range of electrons is comparable to the size of the sphere. A possible
explanation is that the present DPK-based calculations are based on a range–energy relation
deduced from Cole’s experimental data that seem to overestimate the penetration depth
of electrons, as they resemble, instead, the CSDA range of ICRU (see Figure 2). In turn,
the use of the CSDA range (instead of the penetration depth) in the convolution integral,
Equation (4), will underestimate the actual energy deposition in the target by allowing
electrons to travel and deposit energy further away. This underestimation is smaller as the
size of the sphere is increasing (or the primary electron energy is decreasing), because of
significant self-absorption within the target sphere.

In Figure 7, the present S factor calculations are compared against the MIRDcell
Software, which adopts a similar DPK-based approach, for spheres of radius from 10 µm to
5 mm. The maximum difference between the present calculations and MIRDcell is less than
3%, regardless of the sphere size. It is worth pointing out the excellent agreement (within
1.5%) between the present results and MIRDcell for energies higher than 100 keV (and for
all spheres), whereby our new range–energy relations apply.

In the second part of this study, we compare S factor results for spheres of radius
equal to 0.1 mm, 1 mm, and 5 mm based on the present DPK-based calculations against
the Geant4 simulations carried out in this work. Specifically, in Figures 8–10, we study the
influence of changing the simulation parameters available in the Geant4 toolkit, such as
the step length (SL) and the tracking and production cut-off energies (CE). For all spheres,
the differences between the Geant4 simulations and the DPK-based calculations are up to
20% irrespective of the choice of the SL and CE parameters. For all spheres, the difference
in the S factor gradually increases with electron energy and becomes largest at the energy
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where the range of electrons is comparable to the size of the sphere, i.e., at 100 keV for
the 0.1 mm sphere, 700 keV for the 1 mm sphere, and 2 MeV for the 5 mm sphere. The
underestimations of the present S factor calculations compared to Geant4 are consistent
with the observation made above in relation to the other MC codes; that is, for most of
the energy range investigated, the present DPK-based approach predicts lower energy
deposition (see discussion in relation to Figure 5). However, at even higher energies, the
DPK-based calculations become higher compared to the Geant4-based S factor. This trend
is already seen against the other MC codes for the mm-sized volumes (see R = 1.3, 2.9, 6.2,
and 7.8 mm in Figure 5). This observation may be explained by the fact that the DPK-based
approach is based on the assumption of a continuous energy-loss rate, which neglects
the production and transport of delta-rays. At sufficiently high energies, these delta rays
are energetic enough so that they can leave the target volume, thus depositing part of
their energy outside. So, it may be reasoned that, at sufficiently high energies and/or
small volumes, the DPK-based approach should overestimate the MC-based S factors that
explicitly consider the delta-ray escape from the volume.

Finally, the dependence of Geant4-based S factors on the ionization model used in the
simulations is shown in Figure 11. It can be seen that the influence of the ionization model
is sensitive to the size of the target volume. Specifically, whereas the difference between
the Standard and Livermore models is negligible for all energies and target volumes, the
Penelope model results in higher S factor values by up to 20% for the 0.1 mm sphere, 5% for
the 1 mm sphere, and 2% for the 1 mm sphere. These maximum differences are observed at
electron energies that correspond to penetration ranges comparable to target dimensions.
As already mentioned, this situation is very sensitive to the details of electron transport in
terms of physics models and transport methodology.

5. Conclusions

In this study, we have presented new range–energy analytic expressions, effective for
electrons from 100 keV to 20 MeV, which, together with the Cole–Howell relations at lower
energies, facilitate DPK-based calculations of the absorbed fraction and S factor over a broad
electron energy range (20 eV–20 MeV), covering most applications of radiotherapeutic
interest. DPK-based calculations of self-absorbed fractions and S factors for intermediate-
size target volumes (~mm to cm), relevant to micrometastasis and disseminated disease,
are in excellent agreement (within 1.5%) with the MIRDcell software, while also being
in fair agreement (within 10–20%) with published MC data as well as with new Geant4
simulations at energies up to 4 MeV. With respect to the Geant4-based S factor calculations,
the choice (within reasonable limits) of step-size and tracking/production cut-off energies
seems inconsequential for this range of target spheres, whereas the choice of the ionization
model may need some caution when mm-size targets are considered.
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