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Abstract

:

Time series data have characteristics such as high dimensionality, excessive noise, data imbalance, etc. In the data preprocessing process, feature selection plays an important role in the quantitative analysis of multidimensional time series data. Aiming at the problem of feature selection of multidimensional time series data, a feature selection method for time series based on mutual information (MI) is proposed. One of the difficulties of traditional MI methods is in searching for a suitable target variable. To address this issue, the main innovation of this paper is the hybridization of principal component analysis (PCA) and kernel regression (KR) methods based on MI. Firstly, based on historical operational data, quantifiable system operability is constructed using PCA and KR. The next step is to use the constructed system operability as the target variable for MI analysis to extract the most useful features for the system data analysis. In order to verify the effectiveness of the method, an experiment is conducted on the CMAPSS engine dataset, and the effectiveness of condition recognition is tested based on the extracted features. The results indicate that the proposed method can effectively achieve feature extraction of high-dimensional monitoring data.
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1. Introduction


Time series data mining has extensive and important applications in the field of machine learning, such as data classification, clustering, or prediction, which can help explore the potential patterns in time series data that are useful for subsequent research. Currently, most researchers mainly focus on the processing of univariate time series. However, with the development of data collection technology, multidimensional time series data have become increasingly common and contain a large amount of potentially valuable information. Feature selection is an important step in data processing of high-dimensional data (such as regression and classification). Its main function is to reduce computational complexity, avoid the “curse of dimensionality” problem [1], reduce training time, and improve the performance of the predictor [2]. Therefore, how to effectively extract system features is one of the key issues in the field of time series analysis [3], which has been widely used in the following fields: image recognition [4,5], natural language processing [6,7], data mining [8,9], fault diagnosis [10,11,12], remaining useful life prediction [13,14], microbes classification [15], fatigue detection [16], image classification [17], intrusion detection [18,19,20,21], etc.



Feature selection methods can be roughly divided into three categories [22] including filter, wrapper, and embedded, according to their relationship with learning methods [23,24]. On the other hand, according to the utilized training data, feature selection methods can be divided into supervised [25], unsupervised, and semi-supervised models [26]. In this paper, we focus on the feature selection of time series. At present, the feature selection of time series, in most cases, is mainly conducted by observing the variable trends, amplitude, noise, and other characteristics [27]. This kind of method has problems such as strong subjectivity, inability to conduct quantitative analysis, and inaccuracy.



To solve these problems, we propose a time series feature extraction method based on mutual information. Mutual information is a measure of the interdependence between two variables, which indicates how much information is shared between two variables [28]. The greater the mutual information between variables, the stronger the correlation. Firstly, we determine the correlation between features and then select features with a strong correlation with the target variable. This is an unsupervised feature selection method and has become an important feature selection method [29]. In combination with other methods, MI-based feature selection has derived many other methods, such as MI with a correlation coefficient [30], variance impact factor [31], fisher score [32], binary butterfly optimization algorithm [33], conditional mutual information [34], deep neural network [35,36], etc. Among them, the authors of [37] proposed a deep generative network model for feature extraction of multivariate time series and introduced mutual information into the loss function to improve the expression capability and accuracy of the model. In the study [31], the authors proposed a variable selection method based on mutual information and the variance inflation factor (MI-VIF), which eliminated the variables based on MI and VIF, respectively, and showed good prediction performance. A feature selection algorithm based on MI and particle swarm optimization, which optimized the traditional particle update mechanism and swarm initialization strategy, was proposed in the work [23]. The study [38] proposed a novel fuzzy multi-information-based multi-label feature selection approach that was suitable for multi-label learning. The authors of [39] proposed a conditional multiple information-based feature selection algorithm for maximum reliability and minimum redundancy.



The above research mainly focuses on the improvement of the feature extraction algorithm based on mutual information. However, for the feature extraction analysis of time series, the main problem of the mutual information-based method is in finding the most appropriate target variables, that is, the key to the mutual information-based method is to find the target variables. In most cases, there is no intuitive or directly available target information. PCA is a multivariate statistical analysis technique for data compression and feature extraction, which can effectively remove linear correlations between data [40]. The purpose of PCA is to discard a small portion of information using linear transformation and replace the original variable with a few new comprehensive variables while ensuring minimal data loss. Therefore, it is required that the principal components fully reflect the information of the original variables, while PCA can eliminate the linear correlation between variables and suppress noise by fusing multiple variables [41,42]. Based on the above problems and the technical advantages of the PCA method, this paper uses the PCA method to reduce dimensions and fuse sensor data to obtain the target variables that can represent the system state.



Given the problem, this paper proposes a target information extraction method based on PCA dimension reduction, and on this basis, mutual information is used to distinguish and extract the suitable sensor signal. To validate the effectiveness of the method, analysis and validation are conducted on NASA’s publicly available CMAPSS aircraft engine dataset, and the effectiveness of operating condition recognition based on the extracted features is tested. The specific content is as follows:




	(1)

	
We propose a time series feature selection method based on PCA dimension reduction and MI. MI is used to quantify the correlation between two variables, but for time series, it is difficult to obtain effective target variables. Therefore, PCA dimension reduction is used to extract the target variables from the time series, and feature selection of the time series is conducted based on this.




	(2)

	
We design a specific technical process for feature selection based on the above theoretical methods. In this process, we focus on the construction of target variables and the method of sensor selection and conduct experimental verification.




	(3)

	
The effectiveness of the proposed method is verified based on a publicly available aviation engine operation dataset. The experimental results are compared with other methods to verify the feasibility of the proposed method, and experiments are conducted on condition recognition based on the selected features.









The rest of this paper is organized as follows: In Section 2, we describe the basic principle of the algorithm in detail and propose a feature extraction method flow based on MI. In Section 3, we analyze the experimental dataset and conduct comparative experiments using the algorithms, and in Section 4, we analyze the obtained result and compare the proposed idea with existing approaches. Section 5 is the conclusion of this paper, which includes recommendations for future work.




2. Methodology


2.1. Problem Description


This paper focuses on the feature selection of multivariate time series. Each sample in the dataset is a set of time series, and the length of each time series may vary. A set of univariate time series can generally be defined as follows:


  T =  t 1  ,  t 2  , ⋯ ,  t n   



(1)




where n represents the length of the time series. Correspondingly, an m-dimensional multi-variable time series can be written as:


     T 1  =  t  11   ,  t  12   , ⋯ ,  t  1  n 1         T 2  =  t  21   ,  t  22   , ⋯ ,  t  2  n 2        ⋯      T m  =  t  m 1   ,  t  m 2   , ⋯ ,  t  m  n m       



(2)







In the feature selection of time series, the dimension of the monitoring data is the number of features in the time series. When processing time series data, if the number of features in the dataset is too large, it can seriously affect the effectiveness of model training, leading to the so-called “curse of dimension” [43]. Effective feature selection can lay a good foundation for subsequent anomaly detection, fault diagnosis, condition identification, remaining useful life prediction, etc.




2.2. Feature Selection Based on Mutual Information


Mutual information is a measure of the interdependence between two variables, which mainly represents the correlation between them. Assuming that the joint probability distribution of two random variables  X  and  Y  is   p   x , y    , and their marginal probability distribution is   p  x    and   p  y   , respectively, then the mutual information   M I   X , Y     is the Kullback–Leibler divergence of the joint probability distribution   p   x , y     and the marginal probability distribution   p  x    and   p  y   , which is defined as follows [28]:


  M I ( X , Y ) = −    ∫ x      ∫ y    f  x , y         ( x , y ) log    f  x , y   ( x , y )    f x  ( x )  f y  ( y )   d x d y  



(3)







From the above definition, when variables are completely independent or mutually independent, their mutual information is the smallest, and the result is 0. The greater the mutual information between variables, the stronger the correlation. In data processing, features with large mutual information with the target variable should be selected as much as possible to improve the prediction ability of the algorithm, and features with small mutual information should be eliminated to reduce data redundancy, that is, so-called feature selection based on maximum correlation and minimum redundancy [44].



In the specific application of mutual information, the probability density estimation function can be used to approximate the edge probability distribution to simplify the above formula and express it as follow:


  M I ( X , Y ) = −  1 N    ∑  i = 1  N   log       f ^   x , y      x i  ,  y i        f ^  x     x i      f ^  y     y i       



(4)




where     f ^  x     x i      and     f ^  y     y i      are the probability density estimations of  X  and  Y ,     f ^   x , y      x i  ,  y i      is the joint probability density estimation function, and  N  is the number of data samples.



According to Equation (4), the key to mutual information is the estimation of the probability density function. For the univariate edge probability distribution, the kernel probability density estimation method can be used for its estimation. In this way, without prior knowledge of the data distribution, the characteristics of the data distribution can be learned based on the data samples themselves. This is a non-parametric method for estimating probability density functions. For example, for variable  X , suppose it has n sample points    x 1  ,  x 2  , ⋯ ,  x n   , which are independent and identically distributed random variables. Then, its kernel probability density estimation can be expressed as:


    f ^  x  ( x ) =  1 n    ∑  i = 1  n  K      x −  x i   h     



(5)




where   K (   )   is the kernel function and  h  is the scale parameter of the kernel function, which defines the similarity between samples. Usually, Gaussian kernel functions are used, which can be expressed as:


  K     x −  x i   h    =  1    2 π h     exp   −       x −  x i     2    2  h 2       



(6)







Therefore, the probability density function of sample points can be estimated as:


    f ^  x  ( x ) =  1  N  h w      ∑  i = 1  N    1    2 π    σ x      exp   −       x −  x j     2    2  σ x 2   h 2       



(7)




where    σ x    is the variance in variable  X , and the scale parameter  h  can be determined according to the following equation:


   h w  =      4  d + 2       1 / ( d + 4 )    N  − 1 ( d + 4 )    



(8)




where d is the dimension of variable  X , and for one-dimensional random variables, d is equal to 1.



For the joint probability distribution     f ^   x , y      x i  ,  y i     , assuming   z =   [ x   y ]  T   , the estimation of the joint probability distribution can be expressed as:


    f ^  z  ( z ) =  1  N h     ∑  i = 1  N  K     u ′     



(9)




where:


   u ′  =       z −  z i     T   C z  − 1     z −  z i       h 2     



(10)






  K    u ′    =  1    ( 2 π )   d / 2   det      C z      1 / 2     exp   −  u ′  / 2    



(11)




where    C z    is the covariance matrix of z and   det    C z      is the value of the determinant of    C z   .




2.3. Construction of the Time Series Target Variable Based on PCA


As mentioned before, for the feature selection problem of time series based on mutual information, one of the difficulties is finding appropriate target variables. In response to this issue, this paper proposes a time series target variable construction method based on PCA. By performing dimensionality reduction processing on multidimensional time series variables using PCA, variables that can characterize changes in system lifetime performance, which can be referred to as system operability, are obtained. On this basis, mutual information analysis is carried out between it and the monitoring variables of the system to conduct feature selection, so as to ensure that the selected features can maximize the prediction accuracy.



Assuming that the dataset   X = (  x 1  ,    x 2  ,   … ,  x L  )   contains L samples and x is an N-dimensional variable, then the empirical mean of x can be expressed as:


  u =      μ 1  ,  μ 2  , … ,  μ N     T   



(12)






   μ n  =  1 L    ∑  l = 1  L  X  [ n , l ]  



(13)







The covariance matrix of the samples can be expressed as:


  C =  1  L − 1   ( X − u h ) ·   ( X − u h )  T   



(14)




where h is an N-dimensional vector that is all 1. The covariance matrix C is decomposed into eigenvectors, and the first M eigenvectors are selected. The selection of the number of eigenvectors M depends on the desired data variance. In this paper, in order to obtain a one-dimensional objective variable that can characterize the system operability, M = 1 is chosen.




2.4. Workflow of the Proposed Feature Selection Method for Time Series


Figure 1 shows the proposed time series feature selection workflow. After obtaining the system time series monitoring data, the sensor signals are initially screened and then normalized. Afterward, in order to obtain the system target variables, PCA dimensionality reduction is performed on the normalized data to obtain one-dimensional time variables that can characterize the trend in the system operability. Then, the mutual information between each time series features with the target variable, as well as between each time series feature, is calculated. According to the value of mutual information, the time series features with large correlations and small redundancy with the target variables are selected.





3. Experiments


To verify the effectiveness of the method proposed in this paper, the CMAPSS aircraft engine simulation time series dataset published by NASA [45] is used to validate the proposed method, which is then compared with different methods. All simulation experiments are carried out in the Pycharm 2021 (Community Edition) environment on a PC with an AMD Ryzen 7 3700X eight-core CPU and 16 GB memory.



3.1. C-MAPPS Datasets


As shown in Figure 2, the structure diagram of the aero-engine based on CMAPSS contains several components such as a fan, combustion chamber, high-/low-pressure booster, turbine, nozzle, etc.



Table 1 shows the relevant parameters of the C-MAPSS dataset and the monitoring data for each work cycle. Gaussian white noise is added to the monitoring data to simulate the actual sensor noise. This dataset can realistically simulate engine systems with high reliability.



In the CMAPSS dataset, some sensor signals are constant and do not vary with engine operation. After removing these data, the CMAPSS dataset has 14 sensor signals in total, that is, the data dimension of the original data space is reduced from 21 dimensions to 14 dimensions. Further, in order to reduce the redundancy between variables, based on the idea of the feature selection of maximum correlation and minimum redundancy, before feature selection, the variables with high redundancy are removed according to the mutual information value between the variables. Figure 3 shows the mutual information thermogram of 14 sensor signals in the C-MAPSS dataset. The diagonal value of the thermogram is 1, and it is symmetrical with the diagonal.



From Figure 3, it can be seen that some sensor signals are highly correlated. For example, the value of mutual information between s9 and s14 is 1, indicating that there is a high degree of redundancy between them. From Table 1, it can be seen that s9 represents the physical speed of the core engine, and s14 represents the corrected speed of the core engine. The measured values of the two are highly correlated, and the calculated mutual information is consistent in a physical sense. Based on the mutual information matrix, the system features are further filtered. With 0.95 as the threshold (manually set), some redundant features are deleted, and a total of nine sensor signals in the system can be obtained, that is, from 21 dimensions of the original data space to 9 dimensions after mutual information filtering among variables.




3.2. Data Normalization


Due to the different physical quantities measured by different sensors, the data need to be normalized to make the variable range consistent, so as to achieve better classification and prediction effects. This paper uses Z-score standardization to normalize the input data, which can be expressed as:


   X ′  =   X −  X ¯   σ   



(15)




where  X  is the time series data,   X ¯   and  σ  are the average and variance of  X , respectively, and    X ′    is the normalized monitoring data. Figure 4 shows the trend in nine variables after normalization.




3.3. Target Variable Construction


Two issues need to be considered in the construction of the target variable of the system. One is that the variable needs to be able to reflect the change in system operability, and the other is that the variable needs to ensure monotonicity and irreversibility in the whole life cycle. For monitoring and control systems, in most cases, the monotonicity, predictability, and irreversibility of a single sensor signal cannot be guaranteed, nor can it fully reflect the system operability. Therefore, this paper uses the sensor information fusion method based on PCA dimension reduction and kernel smoothing to extract the system target variables, thus ensuring the monotonicity and irreversibility of the degradation trajectory [48].



It should be noted that the degradation trajectory extracted using PCA and KR is the system operability mentioned above, which reflects the overall operational status of the system. The specific approach is to first fuse the multidimensional monitoring variables of the system using PCA to extract the principal component that contains the most system information. At the same time, in order to ensure the monotonicity and irreversibility of the system operability, KR is used to smooth the extracted principal components, so as to obtain the curve of system operability, as shown in Figure 5.



Figure 5 shows the system operability of engines from numbers 1 to 10 in the dataset. It can be seen from the figure that by extracting the system degradation curve as the target variable, the monotonicity and irreversibility of the variable can be guaranteed, and the system operability can reflect the health status of the system to a certain extent.




3.4. Calculation of the Mutual Information of Sensor Signals


The first engine data in the CMAPSS dataset is taken as an example to analyze the mutual information values of different sensor signals with the target variable. It should be noted that among the 21 sensor signals in Table 1, some sensor signals are constant values, which do not vary with engine operation, such as s1, s5, s6, s10, s16, s18, and s19. After removing these data, a total of 14 sensor signals are obtained in the C-MAPSS dataset. Table 2 shows the mutual information values of the nine different sensor signals with the target variable, and Figure 6 shows the histogram of the mutual information values of sensor signals with the target variable.



It can be seen from Table 1 and Figure 6 that the five sensor signals with high mutual information with the target variable are s7, s9, s11, s12, and s13, corresponding to the total pressure at the high-pressure booster outlet, the physical speed of the core engine, the static pressure at the high-pressure booster outlet, the ratio of fuel flow and P30, and the corrected speed of the fan.





4. Result Analysis


Using the calculation in Section 3, we obtained the values of MI for each sensor signal based on the target variable. To verify the effectiveness of the proposed method, we compared and analyzed it with the scores obtained from the F-test score to clarify that the proposed idea is better than the existing approach. On the other hand, in order to measure the performance of the extracted features, we use the extracted features to identify six different operating conditions of the engine in the CMAPSS dataset and verify them with visual data clusters.



4.1. Comparative Analysis of the Selected Features


In order to verify the effect of the selected features, the correlation between the nine sensor signals with the target variable is visualized, and the F-test scores between sensor signals and target variables are given, as shown in Figure 7. The F-test score [49] is used to extract the linear relationship between the nine sensor signals with the target variable, which can be mutually verified with feature selection based on mutual information to a certain extent.



As can be seen from Figure 6, the features selected based on the F-test are basically consistent with those selected based on mutual information. For example, for sensor signal s9, both give scores of 1 and for sensor signal s11, the scores given by both are 0.98 and 0.96, respectively. Obviously, this indicates a strong linear relationship between s9 and s11 with the target variable. However, the difference is that feature extraction based on mutual information can better analyze and extract the nonlinear relationship between features and target variables. For example, when s13, s17, and s20 do not show an obvious linear relationship with the target variables, the value of mutual information is higher than the F-test score. Based on the above analysis, the five time series characteristics that can best represent the state of the system are obtained, and their value of mutual information is s9, s11, s12, s7 and s13 from high to low.




4.2. Effect Analysis of Working Condition Recognition Based on the Selected Features


Figure 7 shows the effect of working condition recognition based on the selected system time series features. In the CMAPSS dataset, there are a total of six different operating conditions for the engines, and they continuously alternate between the six different operating conditions throughout their entire lifetime. Accurately identifying the system working conditions based on the selected sensor signals is an important foundation for subsequent research such as system operability analysis, etc.



Figure 8a shows the effect of recognition based solely on sensor signal s9, Figure 8b shows the effect of working condition recognition based on s9 and s11, and Figure 8c shows working condition recognition based on s9, s11, and s12. From Figure 8, it can be seen that Figure 8a,b can achieve working condition recognition to a certain extent. However, there are some data points that overlap, which means that the system’s working condition identification cannot be effectively and completely achieved. By selecting the first three features, the recognition of complex working conditions of the system can be effectively realized, which shows the effectiveness of selecting time series features of the system based on mutual information.





5. Conclusions


Extracting effective features of a system based on mutual information values is a commonly used feature extraction method in the field of machine learning. However, one of the most challenging issues with this method is finding suitable target variables. Theoretically, these target variables must include the main performance indicators of system operation to ensure that the extracted features can effectively reflect the multiple characteristics of the system. Especially for time series, the historical data of system operation contains a large amount of information, but at the same time, there is significant redundancy and noise within this information. To solve this problem, this paper proposes a method for feature selection based on MI, in which system operability is used as a target variable. Firstly, the system operability is extracted based on PCA dimension reduction and kernel smoothing, which is monotonic and irreversible. Using it as the target variable for MI analysis is more credible compared to using individual sensor signals as the target variable. On this basis, features are filtered based on the value of mutual information between features and the target variable. In order to verify the effectiveness of the method, comparisons and analyses were conducted with F-test scores. The results show that feature extraction based on mutual information can better analyze and extract the non-linear relationship between features and target variables. Finally, to further validate the effectiveness of the method, we conducted tests on condition recognition based on the CMPASS dataset. The CMPASS dataset contains continuous operational data of the engine throughout its entire life cycle under six different operating conditions. Effectively partitioning these data between the six different operating conditions is crucial for subsequent analysis. Therefore, based on the selected feature variables, the system condition recognition was carried out. The results indicate that by using the first three extracted feature variables, the complex condition recognition of the system can be achieved. From the above analysis, we identified that the proposed method can effectively achieve system feature extraction and is suitable for feature extraction problems of time series data.



However, it should be noted that one of the most critical steps of the method proposed in this paper is constructing the system operability based on sufficient historical operational data. Therefore, the method is mainly applicable to devices with a large amount of historical operating data. If the data are insufficient, the constructed system operability may not reflect the overall characteristics of the system, leading to inaccurate estimation of MI values. For example, the CMAPSS dataset FD001 used in this paper contains monitoring parameter information for the full life cycle status of 200 engines.



Regarding future work, we plan to study the construction of system operability based on online data and the analysis of MI values, in order to reduce the dependence on historical operating data and improve the applicability of this method.
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Figure 1. Workflow of the proposed feature selection method. 
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Figure 2. Structure diagram of the C-MAPPS aero-propulsion system. 
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Figure 3. Mutual information matrix among variables (figure drawn by seaborn [46]). 
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Figure 4. The trends in the 9 variables after normalization (figure drawn by matplotlib [47]). 
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Figure 5. Target variables for engines 1 to 10 based on PCA dimensionality reduction (figure drawn by matplotlib). 
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Figure 6. Mutual information histogram of sensor signals with the target variable (figure drawn by matplotlib). 
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Figure 7. F-test and mutual information comparison of the nine sensor signals (figure drawn by matplotlib). 
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Figure 8. Recognition of working conditions based on the selected features (figure drawn by seaborn): (a) working condition recognition based on s9; (b) working condition recognition based on s9 and s11; and (c) working condition recognition based on s9, s11, and s12. 
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Table 1. Engine sensor data description [45].
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	No.
	Symbol
	Description
	Unit





	1
	T2
	Total temperature at the fan inlet
	°R



	2
	T24
	Total temperature at the low-pressure booster outlet
	°R



	3
	T30
	Total temperature at the high-pressure booster outlet
	°R

°R



	4
	T50
	Total temperature at the low-pressure turbine outlet
	°R



	5
	P2
	Pressure at the fan inlet
	psia



	6
	P15
	Total pressure of the external bypass
	psia



	7
	P30
	Total pressure at the high-pressure booster outlet
	psia



	8
	Nf
	Physical speed of the fan
	rpm



	9
	Nc
	Physical speed of the core engine
	rpm



	10
	epr
	Engine pressure ratio (P50/P2)
	—



	11
	Ps30
	Static pressure at the high-pressure booster outlet
	psia



	12
	Phi
	Ratio of fuel flow and P30
	pps/psi



	13
	NRf
	Corrected speed of the fan
	ppm



	14
	NRc
	Corrected speed of the core engine
	rpm



	15
	BPR
	Bypass ratio
	—



	16
	farB
	Gas–air ratio of the combustion chamber
	—



	17
	htBleed
	Bleed air entropy
	—



	18
	Nf_dmd
	Set speed of the fan
	rpm



	19
	PCNfR_dmd
	Set corrected speed of the core engine
	rpm



	20
	W31
	Cooling bleed air flow of the high-pressure turbine
	lbm/s



	21
	W32
	Cooling bleed air flow of the low-pressure turbine
	lbm/s










 





Table 2. Value of mutual information between the sensor signal and the target variable.
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	Sensor Number
	Value of Mutual Information





	2
	0.570



	7
	0.697



	8
	0.597



	9
	1.000



	11
	0.951



	12
	0.705



	13
	0.682



	17
	0.485



	20
	0.506
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