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Abstract: Road slope is an essential parameter in the study of vehicle driving processes. In future
traffic development, constructing road segments with slopes is indispensable. Furthermore, road
slope is a fundamental parameter for realizing energy recovery during braking. Hence, research on
road slope estimation is extremely crucial. This article proposes a combination of adaptive filtering
and strong tracking filter factors for road slope estimation, followed by establishing case settings
for verification. It was found that the proposed slope estimation algorithm has a high degree of
accuracy in estimating the slope angle, with a mean absolute error (MAE) and a root mean square
error (RMSE) of 0.0254 and 0.0359, respectively, at fixed slopes, and a MAE and a RMSE of 0.2799 and
0.3710, respectively, at varying slopes. By combining the slope angle with a braking force distribution
optimization algorithm, an optimized braking distribution coefficient is obtained. In the Cruise2019
software, slope angles of 0◦ and 5◦ are set and combined with the braking force distribution strategy
built in Matlab2021/Simulink for verification under China Heavy-duty Commercial Vehicle Test
Cycle (CHTC-HT) and Worldwide Transient Vehicle Cycle (C-WTVC) conditions. The recovered
energy increased by 7.24% and 4.99%, respectively, under CHTC-HT conditions, and by 6.42% and
1.73%, respectively, under C-WTVC.

Keywords: road slope estimation; adaptive filtering; strong tracking filter factors; brake force
distribution; energy recovery

1. Introduction

With the development of modern automotive industry technology, the research on
road slope estimation has received widespread attention. Fully considering the accuracy of
slope estimation and the braking force distribution strategy can contribute to the research on
an energy recovery strategy of new energy vehicles during braking [1,2]. Fuel cell vehicles
have been favored by many car manufacturers due to their advantages in environmental
protection and energy conservation. Local governments are also continuously refining their
policies for fuel cell vehicles. Faced with a promising market, many car companies have
also proposed to increase their research and development efforts for fuel cell vehicles [3–5].
In addition, the Brake-By-Wire (BBW) system in the field of braking systems has received
much attention in recent years [6], which is also the research content of this article. Using
BBW to coordinate the distribution of the braking force can significantly improve the energy
recovery efficiency and braking safety of vehicles.

In recent years, researchers, both domestically and internationally, have conducted
extensive studies on brake energy recovery strategies. He et al. [7] designed a control
strategy based on braking safety stability and high braking recovery to improve braking
energy recovery efficiency while meeting vehicle comfort. With the goal of minimizing
energy recovery losses, they designed a regenerative braking control strategy for driving
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motors, which increased energy recovery efficiency by 3.35%. Xu et al. [8] proposed a
fuzzy control strategy to allocate front and rear wheel braking forces, so that the braking
force meets the requirements of the Economic Commission for Europe (ECE) regulations,
and a battery temperature factor is designed to correct the calculated regenerative braking
force. Kumar, C.N. et al. [9] proposed a new synergistic control of regenerative and friction
braking together in hybrid EVs, which makes the braking force distribution curves of the
front and rear wheels close to the ideal distribution curve and facilitates stable braking.CH
et al. [10] proposed a pulse width module (PWM) to control the regenerative braking cycle
frequency and regenerative braking control strategy. Improve the efficiency of regenerative
braking recovery.

The study of slope is crucial for the development of braking performance, and the lack
of slope recognition information may lead to insufficient distribution of the braking force or
instability in the reduction process. For example, when a vehicle is uphill, it requires a large
amount of power to ensure its speed and performance; when a vehicle brakes downhill, the
required power is usually zero, and the driver can predict the slope information to brake
reasonably, thereby protecting brake pads and other components to avoid danger such as
brake failure [11,12].

Mahyuddin et al. [13] proposed a new observer scheme that utilizes sliding membrane
control to estimate road slope, which is inaccurate and has significant errors. Mclntyre et al. [14]
proposed a two-stage estimation strategy for estimating road slope values, but this method
requires the use of a single estimator for estimating variable slope roads, which increases
the difficulty and complexity of the calculation. Holm et al. [15] proposed the method of an
extended Kalman filter (EKF) to estimate road slope, but it requires a large amount of data
input, making the calculation complex.

Li et al. [16] proposed a two-layer adaptive estimator to estimate road slope values,
which does not require additional sensors but still requires a large amount of computation.
This method combines quality and slope values, resulting in mutual influence between
the two results, and in poor estimation accuracy. Kim et al. [17] proposed a recursive
least squares method to estimate slope values, but this algorithm only considers sensors in
vehicles and has certain limitations, so it cannot be widely promoted. Shen et al. [18] used
Bayesian methods to solve the coupling problem of quality and slope, but the computational
complexity was large and the algorithm was too complex. In the aforementioned studies,
there are numerous computational and algorithmic complexity issues.

In fact, the slope of the road on which the vehicle is driving is always changing,
including factors such as noise, making it difficult to develop an optimal braking control
strategy [19]. Considering the crucial impact of braking force distribution on braking
energy recovery, this paper uses an optimized adaptive filtering algorithm to estimate the
vehicle’s driving slope, enabling the vehicle to obtain more accurate road slope information.
Then, based on the slope information, a braking control strategy is specified to distribute
regenerative braking force while meeting ECE regulations, thereby improving energy
recovery efficiency.

The structural framework of the remaining parts of this article is as follows: In the
Section 2, a vehicle longitudinal dynamics model is established, and the vehicle speed
and acceleration are obtained from the sensors. Therefore, only longitudinal acceleration
and velocity sensors need to be added, and data such as wheel torque are obtained from
the Controller Area Network (CAN) bus to establish a prediction process and observation
equation. In the Section 3, we address the shortcomings of Sage–Husa adaptive filtering
and combine it with the corrected fading factor and adaptive factor of the strong tracking
Kalman filter to update the original Kalman gain and posterior error covariance matrix,
constructing a new adaptive optimization algorithm. The Section 4 combines the estimated
slope value with the optimized braking force distribution strategy to obtain a new braking
force distribution coefficient and complete the braking force distribution. The Section 5
conducts experimental simulation analysis, compares the optimized adaptive filtering
algorithm with the original adaptive filtering algorithm, and conducts vehicle braking
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energy recovery simulation experiments to draw conclusions. The Section 6 summarizes
the whole paper and makes a prospect. The technical roadmap of this article is shown in
Figure 1.
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2. The Model
2.1. The Vehicle Longitudinal Dynamics Model

In this study, only the longitudinal dynamic motion of fuel cell commercial vehicles
was considered. The force acting on the vehicle on a slope is shown in Figure 2. When
driving on a slope, the vehicle is affected by driving force, slope resistance, air resistance,
and rolling resistance. Therefore, the longitudinal dynamic equation of the vehicle is:

Ft = Ff + Fw + Fi + Fj (1)

where Ft, Ff , Fi, Fw and Fj are the driving force, rolling friction force, gradient resistance,
aerodynamic resistance and uphill driving force, respectively.

Among them, the expression for the slope resistance Fi is:

Fi = mgsinα (2)

In the equation, g represents the gravitational acceleration, and α represents the angle
of the slope.
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The expression for the driving force Ft is:

Ft =
Ttqigi0ηT

r
(3)

In the equation, Ttq is the actual torque input from the engine to the transmission; ig is
the transmission ratio of the gearbox; i0 is the main reducer transmission ration; ηT is the
mechanical efficiency of the transmission; r is the rolling radius.

The expression for the air resistance Fw is:

Fw =
1
2

CD Aρv2 (4)

In the equation, CD is the air density coefficient, A is the vehicle frontal area, ρ is the
air density, v is the speed of the vehicle.

The expression for the rolling resistance Ff is:

Ff = mg f cos α (5)

In the equation, m is the mass of the vehicle.
The nonlinear equation of the vehicle’s longitudinal dynamics is expressed as

.
v =

Ttqigi0ηT

rm
− gsin α − 1

2m
CD Aρv2 − g f cos α (6)

Based on practical analysis, in highway design standards, the longitudinal slope of the
road is not greater than 9%, and the corresponding angle is within 5◦. Therefore, in cases of
smaller angles, it can be considered that the tangent and sine values of the slope angle are
equal. So, the Equation (6) can be changed to:

.
v =

Ttqigi0ηT

rm
− g f − 1

2m
CD Aρv2 − gi (7)

The windward area A of the fuel cell commercial vehicle used in this article is
6.6454 m2, and the wind resistance coefficient is generally taken as an empirical value.
In this article, CD is 0.563.
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2.2. Establishment of the Prediction Equation and the State Equation

In this article, appropriate state variables should be selected for observation, namely
driving speed v and road slope i, because these two parameters are easy to read. At this
time, the state variable x can be expressed as:

x =

[
v
i

]
(8)

In general, the change in road slope is slow, and the driving speed of commercial
vehicles is relatively low. Therefore, the differential equation for speed and slope can be
obtained as: [ .

v
.
i

]
=

[
Ttqigi0ηT

rm − g f − 1
2m CD Aρv2 − gi
0

]
(9)

The estimation of slope value using kinematic methods is based on the kinematic equa-
tion, where the car’s acceleration can be obtained through an onboard accelerometer. From
the relationship between velocity and acceleration, along with the vehicle’s longitudinal
dynamics equation, we can derive the system’s state equation:

vk = vk−1 +
.
v∆t (10)[ .

vk|k−1.
ik|k−1

]
=

[
1 g∆t
0 1

][
vk−1
ik−1

]
+

[
∆t
m

(
Ttqigi0ηT

r − gm f
)

0

]
+ q (11)

In the formula, vk−1 and ik−1 represent the result value of the previous time step, that
is, the value at time k without Kalman filtering, and q represents the noise vector of the
prediction equation.

During actual driving, the vehicle speed is easily measurable, so if the vehicle speed v
is taken as the observation value, the observation equation can be expressed as:

Zk = Hxk|k+1 + r (12)

In the above equation, H =
[

1 0
0 1

]
, velocity and slope are set as observed values.

However, there may be some noise effects in the experiment that are unmeasurable, so
the prediction equation error cannot be ignored. Therefore, in this paper, the noise is
considered, and the r represents the measured noise vector.

3. The Adaptive Kalman Filter
3.1. Kalman Filtering

As shown in Figure 3, the process of the Kalman filter can be categorized into two
types: prediction and update. It is an optimal state estimation algorithm. The variables
in the Kalman filter include state variables and observation variables. The Kalman filter
algorithm aims to continuously approximate the true data by merging the state variables
and observation variables, obtaining the value closest to the true data. This value is then
used as the variable for the next state, and the process is iteratively repeated by merging it
with the observation variables at the next moment.

Firstly, we substitute the optimal estimate value xk−1 at time k − 1 into the prediction
equation, which allows us to calculate the a priori estimate value xk|k−1 at time k. Then, we
compare the a priori estimate value at time k with the measurement value zk. By using the
Kalman gain, we update both of these values to obtain the optimal estimate value xk at
time k. This process is repeated iteratively until the estimate value becomes closer to the
true value.
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The Kalman filtering algorithm is mainly expressed by five formulas:

1. Prediction equation

xk|k−1 = Fxk−1 + Bk−1 + q (13)

In the formula,

F =

[
1 g∆t
0 1

]
(14)

Bk−1 =

[
∆t
m

(
Ttqigi0ηT

r − gm f
)

0

]
(15)

The covariance expression of the prior error is

Pk|k−1 = FPk−1FT + Qk (16)

In the formula, P is the prior error covariance, used to measure the uncertainty in the
predicted state, is the error between the process error and the estimated value, and Q is the
covariance matrix of the predicted noise.

2. Update equation

The updated Kalman gain can be represented as:

Kg = Pk|k−1HT
(

HPk|k−1HT + Rk

)−
(17)

In the formula, Kg is the Kalman gain, which is the difference between the predicted
value and the true value. R is the covariance of the observed values, representing the
uncertainty of the state.

Best estimate value xk update equation for k is:

xk = xk|k−1 + Kg

(
Zk − Hk|k−1

)
(18)

In the formula, ek = Zk − Hk|k−1.
Posteriori error covariance Pk is:

Pk =
(

I − KgH
)

Pk|k−1 (19)

In the formula, I is identity matrix, and the order is equal to the order of the state
variable.

3.2. The Sage–Husa Adaptive Kalman Filter Principle

This algorithm is a derivative algorithm of Kalman filtering, which can target uncertain
Q-matrices and R-matrices, namely the covariance matrix corresponding to process noise and
measurement noise. This adaptive algorithm is mainly based on the minimum mean square
error, and then uses observation data to recursively solve, while using a time-varying
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noise estimator to estimate and correct the statistical characteristic parameters of system
noise and measurement noise in real time, achieving the goal of reducing model errors,
suppressing filtering divergence, and improving accuracy [20]. Adaptive Kalman filtering
is an extension of the standard Kalman filter that updates the parameters Qk and Rk based
on the estimation error and the characteristics of the system being modeled. The specific
coefficients are expressed as follows:

Weighted coefficient dk can be expressed as:

dk = (1 − b)
(

1 − bk+1
)−

(20)

The parameter dk, which takes values between 0.95 and 0.99, is primarily used to
enhance the influence of the previous time step’s data on the current time step’s result and
update the noise in adaptive filtering.

The specific update steps are as follows:
εk = Zk − Hxk|k−1 − rk−1

Qk = (1 − dk)Qk−1 + dk

(
KgεkεT

k KT
g + Pk − Fxk−1FT

)
Rk = (1 − dk)Rk−1 + dk

(
εkεT

k − HPk|k−1HT
) (21)

Although time-varying noise statistical estimators can update Q and R, improving
estimation accuracy, the uncertainty in dynamic models can affect the filtering process.

3.3. The Improved Adaptive Kalman Filter

In response to the shortcomings of Sage–Husa adaptive filtering, this paper proposes
an optimized adaptive filtering algorithm, which improves the traditional algorithm and
combines it with strong tracking filtering algorithm. In order to suppress disturbances in
the dynamic model and abnormal observations, and improve the accuracy of estimation,
the algorithm improvement steps are as follows.

3.4. Construction of Strong Tracking Filter Factors

In practice, traditional adaptive filtering is prone to noise interference, leading to a
decrease in measurement accuracy. In order to improve the accuracy of adaptive filtering, an
adaptive fading factor can be added to achieve and correct the prediction error covariance
matrix. Among them, eT

k ek can represent the true estimation error, and the variance matrix
E
[
eT

k ek
]

can represent the theoretical prediction error, which is expressed as:

E
[
eT

k ek

]
= HPk|k−1HT + R (22)

The judgment criteria are:

eT
k ek ≤ γtr

(
E
[
eT

k ek

])
(23)

The variable γ is an adjustable coefficient. When γ ≥ 1, Pk|k−1 can be expressed as:

Pk|k−1 =

{
FPk−1FT + Q, eT

k ek ≤ γtr
(
E
[
eT

k ek
])

λkFPk−1FT + Q, other
(24)

In the formula, when λk is an adjustable coefficient, and λk ≥ 1, it can be calculated
using the following equation:

λk =

{
1, λ0 < 1

λ0, λ0 ≥ 1
(25)

λ0 =
tr(Nk+1)

tr(Mk+1)
(26)
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Nk+1 = Vk+1 − Hk+1Qk HT
k+1 − βRk+1 (27)

Mk+1 = Hk+1FkQkFT
k HT

k+1 (28)

In the formula, Vk+1 represents the covariance matrix of the residual vector, β is the
suppression factor, and tr(·) denotes the trace of a matrix. Vk+1 can be expressed as:

Vk+1 =
(1 − ζ)uk+1 +

(
ζ − ζk+1

)
Vk

1 − ζk+1 (29)

where ζ is the forgetting factor and uk+1 represents the sliding window, it can be expressed as:

uk =
1
p

p

∑
i=1

eT
k ek (30)

where p is the sliding window size type.

Constructing an Adaptive Factor Three-Stage Equation

To obtain the optimal estimation from adaptive Kalman filtering, it is necessary to
calculate the corresponding covariance matrix and adaptive factor. Yang et al. [21] proposed
four error discrimination statistics for constructing the adaptive factor αk, including the
state inconsistency statistic, the prediction residual statistic, the variance component ratio
statistic, and the velocity inconsistency statistic. In this study, to mitigate the impact of
unreliable observation information on αk, the state inconsistency statistic is selected and a
three-stage construction is employed for the adaptive factor. It can be expressed as:

αk =


1, ∆xk ≤ c0

c0
∆xk

(
c1−∆xk
c1−c0

)
, c0 < ∆xk

0, ∆xk > c1

≤ c1 (31)

In the formula, 1 ≤ c0 ≤ 1.5, 3 ≤ c1 ≤ 4.5, ∆xk is the statistical measure of inconsistent
values in state statistics, expressed as:

|∆xk| =
√

tr(uk)

tr
(
E
[
eT

k ek
]) (32)

Therefore, the filtering gain Kg and the posterior error covariance Pk can be reexpressed as:

Kg =
1
αk

P
k|k−1

HT
(

1
αk

HPk|k−1HT + Rk

)−
(33)

Pk =
1
αk

(
I − Kg H

)
Pk|k−1 (34)

The optimized algorithm in this study combines the modified decay factor and adap-
tive factor from the strong tracking Kalman filter, updating the original Kalman gain and
posterior error covariance matrix. This eliminates filter divergence and increases the accu-
racy and stability of the algorithm estimation, compared to the previous adaptive algorithm.
The algorithm process is shown in Figure 4
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4. The Braking Force Distribution Strategy

To design a brake force distribution algorithm that meets ECE regulations, we can
develop an optimization using the fmincon() function in Matlab2021. This algorithm
determines the optimal relationship between braking intensity z, the brake force distribution
coefficient β, and the slope value α. By optimizing the brake force distribution coefficients,
we can allocate the front and rear braking forces to maximize energy recovery efficiency.

4.1. Ideal Braking Force Distribution

As shown in the force analysis of the vehicle on the slope in Figure 2, the vertical force
on the front and rear axles of the vehicle is as follows:{

Fz f =
G
L (bcos α + (sin α + φcos α)h)

Fzr =
G
L (acos α − (sin α + φcos α)h)

(35)

When the vehicle brakes and both the front and rear wheels lock up, the vehicle has
a better utilization of the road adhesion coefficient and can meet the safety and stability
requirements of vehicle braking [22–24]. At this point, the ideal braking force relationship
between the front and rear axles is: 

Fµ f + Fµr = φG
Fµ f = φFz f
Fµr = φFzr

(36)

Introducing Equation (34) into Equation (33) yields:

Fµ f

Fµr
=

bcos α + (sin α + φcos α)h
acos α − (sin α + φcos α)h

(37)

In the formula, Fµ f and Fµr are the braking forces on the front and rear axles of the
vehicle, respectively, φ represents the road adhesion coefficient. When the slope angle is 0,
the rear axle braking force can be expressed as:

Fµr =
1
2

[
G
h

√
b2 +

4hl
G

Fµ f −
(

Gb
h

+ 2Fµ f

)]
(38)
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The ideal front and rear brake force distribution curve, known as the “I curve,” for a
vehicle under both empty and full load conditions with simultaneous locking of the front
and rear wheels, is shown in Figure 5.
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4.2. Front and Rear Brake Force Distribution

The braking force distribution coefficient of the vehicle β represented as:

β =
Fµ f

Fµ f + Fµr
(39)

In order to ensure the safety of vehicles during braking, a series of requirements have
been put forward for the distribution of front and rear braking forces [25–27]. According
to ECE regulations, when the braking strength z is between 0.1 and 0.8, the utilization
adhesion coefficient of the front and rear wheels must meet Equation (38).

φ f ≤ z+0.07
0.85

φr ≤ z+0.07
0.85

φ f ≥ φr

(40)

The adhesion coefficients of the front and rear wheels are:φ f =
Fxb f
Fz f

= Lβzcos α
bcos α+(sin α+zcos a)hg

φr =
Fxbr
Fzr

= L(1−β)zcos α
acos α−(sin α+zcos a)hg

(41)

The braking force distribution coefficient obtained from Equations (38) and (39), β it
can be expressed as: 

β ≤ (z+0.07)(bcos α+zhcos α+sin α)
0.85zl

β ≥ 1 − (z+0.07)(acos α−zhcos α+sin α)
0.85zl

β ≥ bcos α+zhcos α+sin α
l

(42)

As shown in Figure 6, the relationship between the braking force distribution coeffi-
cient and braking intensity can be obtained from Equation (39). When the slope angle is 0,
the green area in the middle is the feasible area for the distribution coefficient.
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The fuel cell commercial vehicle used in this study is of rear wheel drive configuration.
Therefore, while ensuring vehicle braking safety, the objective is to allocate the braking
force as much as possible to the rear wheels in order to meet ECE regulations and maximize
the recovery of braking energy.

When the braking intensity is less than 0.1, all of the braking force is allocated to
the rear wheels, resulting in a braking force allocation coefficient of 0. When the braking
intensity is between 0.1 and 0.8, to ensure braking safety and maximize energy recovery
efficiency, the lower limit of the braking force allocation coefficient from Figure 7 is used.
When the slope angle is 0, the braking force on the rear wheels is:

Fµrmax =


Gz, z < 0.1

Gz(a − zh)/l, 0.1 < z < φ
Gφ(a − φh)/l, z ≥ φ

(43)
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In the formula, Fµrmax refers to the maximum braking force of the rear wheels.

4.3. The Optimization Distribution Strategy for Braking Force Based on Slope

A braking force allocation strategy based on the slope of the driving surface was
developed for the fuel cell commercial vehicle. Taking into account both empty and
full load conditions, and considering a braking intensity range of z from 0.15 to 0.8, the
objective function for the braking force optimization allocation algorithm is established as
the minimum sum of squares of the difference between the front and rear wheel utilization
coefficients and the braking intensity. Translated into English, the objective function for the
braking force optimization allocation algorithm can be expressed as follows:

min∑0.8
z=0.15

{[
φ f k − z

]2
+ [φrk − z]2 +

[
φ f m − z

]2
+ [φrm − z]2

}
(44)

The constraint conditions specified by ECE regulations within the braking strength
range of 0.1~0.61 are:

−1.35z2cos α + 3.57βzcos α − (2.6138cos α + 1.34sin α)z − 0.17cos α − 0.0938sin α ≤ 0
−1.35z2cos α + 3.57βzcos α − (2.1545cos α + 1.35sin α)z − 0.14cos α − 0.0945sin α ≤ 0
1.35z2cos α − 3.57βzcos α + (1.9838cos α + 1.34sin α)z − 0.12cos α + 0.0938sin α ≤ 0
1.35z2cos α − 3.57βzcos α + (1.5245cos α + 1.35sin α)z − 0.15cos α + 0.0945sin α ≤ 0

(45)

The constraint conditions for braking strength between 0.15 and 0.8 are:{
17.64βcos α − 8.57cos α − 5.67sin α − 5.67zcos α ≥ 0
17.64βcos α − 10.58cos α − 5.62sin α − 5.67zcos α ≥ 0

(46)

Based on the objective function and constraints, choosing a braking intensity z of 0.5
and using the fmincon() function in MATLAB to solve for the optimal values, we obtain the
relationship between different road slope angles and braking force allocation coefficients as
shown in Table 1:

Table 1. Distribution coefficient of the braking force at different slopes when z = 0.5.

α β α β

0 0.6705 5 0.6882
1 0.6740 6 0.6918
2 0.6776 7 0.6954
3 0.6811 8 0.6989
4 0.6847 9 0.7026

Using MATLAB for curve fitting, the relationship between the slope angle and the
braking force distribution coefficient is shown in Figure 7:

5. Experimental Simulation and Conclusions
5.1. Construction of the Experimental Simulation Platform

A comprehensive vehicle model of a fuel cell commercial vehicle was established on
the AVL_CRUISE2019 vehicle simulation platform to conduct vehicle dynamic simulations.
The Matlab2021/Simulink platform was utilized to construct an exquisite fuel cell power
tracking system, which effectively regulates the output power of both fuel cells and power
cells. Simulation output data were used as a substitute for actual output data. For example,
motor torque data and vehicle speed data were transmitted to the Simulink model through
a connection interface. A robust adaptive filtering model known as strong tracking adaptive
filter was implemented in Simulink. Additionally, to account for the data acquisition errors
introduced by the CAN bus, and to reflect the realism of data acquisition, Gaussian white
noise was added to the vehicle speed and motor torque in the Matlab environment. The
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added Gaussian white noise followed a Gaussian distribution. Figure 8 illustrates the joint
simulation process of the software.
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Taking a fuel cell commercial vehicle of a certain company as an example for research,
the vehicle parameters are shown in Table 2.

Table 2. Vehicle parameters.

Parameters Value

Curb weight/kg 5000
Full load mass/kg 9000

Front area of the vehicle/m2 6.6454
Drag coefficient 0.563

Rolling radius/m 0.413
Transmission resistance 0.015
Transmission efficiency 0.98

The rolling radius of the tire is selected based on the 8.25R16 tire, taking into account
sufficient load-bearing capacity and wear resistance. The rotational mass conversion
coefficient of the vehicle is 1.1. The curb weight includes the weight of the vehicle itself,
experimental instruments, and personnel.

The power system of fuel cell commercial vehicles in work consists of a power trans-
mission system integrator, power battery control system, power battery, motor control
system, and motor. Figure 9 shows the entire vehicle transmission system.

5.2. Construction of the Electric Power following System

The fuel cell and power cell work together to supply energy for the fuel cell commercial
vehicles’ electrical system. Together with the fuel cell, the power cell is a crucial auxiliary
energy source in the fuel cell power system, supplying the necessary power for the vehicle
during load beginning, acceleration, and climbing. It also recovers some of the brake energy
used during vehicle deceleration and braking. Fuel cell vehicles obtain their power mostly
from fuel cells, which are devices that directly transform chemical energy into electrical
energy. To balance the two types of batteries, the Matlab/Simulink platform was utilized
to construct an exquisite power tracking system, which effectively regulates the output
power of both fuel cells and power cells. The core idea of the power following system is to
maintain the battery working in the optimal range and accurate output power, The power
following system includes the following types [28]:
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Firstly, the power of fuel cells and power cells should be evaluated, express as:

Pb ≤ Pbmax (47)

Pf ≤ Pf max (48)

Step1: The fuel cell and power batteries are inoperable when the vehicle is not started,
expressed as:

Pb = Pf = 0 (49)

Step2: When the vehicle is in braking condition, the State of Charge (SOC) of the
power battery is lower than the SOCmax (the highest critical point of power batteries), with
the fuel cell output mode off, and the regenerative braking mode activated, expressed as:

Pf = 0 (50)

Pb = βPload (51)

In the formula, β is the braking force distribution coefficient and Pload is the vehicle
power demand.

Step3: The power cell uses all of its energy when the vehicle is first started since the
fuel cell’s immediate power is insufficient. It is decided whether to turn on the fuel cell
once the necessary circumstances are met.

Step4: The analysis of the working conditions of the power battery and fuel cell during
normal vehicle operation is as follows:

1. The power battery operates independently

When the power demand of the entire vehicle is low and the output power of the
power battery is greater than the demand power, and the SOC of the power battery is
greater than SOCmax, the fuel cell is closed.

2. Fuel cells work independently

When the fuel cell starts normally and the maximum output power of the power
battery cannot meet the normal demand power, and the SOC of the power battery is less
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than the set expected value, the charging mode is activated to restore the SOC of the power
battery to the expected value. The power relationship is as follows:

Pf = Pload + Pb (52)

SOC* =
SOCmax + SOCmin

2
(53)

In the formula, SOC* is the set SOC expectation value, SOCmax and SOCmin are the
maximum and minimum value of SOC for power batteries.

3. Joint output of power cells and fuel cells

When the vehicle is in the acceleration or climbing stage, the output power of the fuel
cell is not enough to meet the power demand of the vehicle, and the SOC of the fuel cell
is greater than the set expected value. At this time, the output power of the power cell
will be controlled to ensure that the fuel cell operates efficiently. The power relationship is
as follows:

Pf = Pload − Pb (54)

5.3. Slope Estimation Algorithm Validation
5.3.1. Experimental Plan

In order to verify the effectiveness of the improved adaptive filtering in road slope
estimation, this paper conducted vehicle testing and simulation, tested on flat roads and
variable slopes, and compared it with the adaptive Kalman filtering to verify the accuracy
of the improved algorithm.

The strong tracking filtering algorithm filters the acceleration transmitted by the ac-
celeration sensor, eliminating the noise and error effects during the measurement process.
Figure 10a displays the filtering effect, where the blue portion represents the signal mea-
sured from the acceleration sensor, and the red line represents the filtered signal. It can be
observed that the strong tracking filter provides a good filtering effect on the measured
values. Figure 10b depicts the variable slope changes in the slope gradient.
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Figure 10. (a) Acceleration filtering effect and (b) slope variation in variable slope.

5.3.2. Identification Results and Error Analysis

Internationally, road slope classifications mainly include the following categories:
normal slope ranging from 0◦ to 0.5◦, slight slope from 0.5◦ to 2◦, gentle slope from 2◦ to 5◦,
and moderate slope from 5◦ to 15◦. In the Cruise2019 simulation software, road conditions
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with gentle slopes and variable slopes were specifically created to verify the accuracy of the
strong tracking filtering algorithm. The term “gentle slope” refers to slopes with good road
conditions and a gradual change in slope. “Variable slope” refers to slopes with significant
changes in slope, characterized by an unstable rate of change. Figure 11b illustrates the
variations in the slope gradient for the variable slope condition.
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Figure 11. Road slope identification results: (a) variable slope road, (b) gentle slope road, (c) error in
variable slope road, and (d) error in gentle slope road.

Figure 11 presents the performance and error slopes of the Strong Tracking Adaptive
Filter (STF) and the Adaptive Filter (AF) algorithms for identifying gentle slopes and
variable road slopes. The algorithms were applied to both fixed slope road segments and
variable slope road segments for identification. In the case of variable slope roads, as shown
in Figure 11a, the fluctuation frequency of the STF algorithm is lower than that of the AF
algorithm, indicating that the STF algorithm performs better in slope identification with
good tracking performance. From Figure 11c, it can be observed that the identification
error of STF is generally controlled within 1◦, while the identification accuracy of AF is
significantly lower, with a higher error rate compared to STF. As shown in Figure 11b, for
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fixed slopes, the identification curve of STF is closer to the reference slope and exhibits
smaller fluctuations compared to AF, although the difference between the two is not
substantial. From Figure 11d, it can be seen that the identification error range of STF is
smaller than that of AF. Vahidi suggests that when the slope identification error is within
0.2◦, it can be considered as reaching a stable state of slope identification [29].

Based on the estimated road slope from the vehicle’s travel analysis, the identified
road slope information is analyzed in terms of the mean absolute error (MAE) and the root
mean square error (RMSE). The analysis results are presented in Table 3. The calculation
formula for the mean absolute error is:

EMA =
1
N

N

∑
i=1

|ai − âi| (55)

Table 3. Error analysis table.

Type Fixed Slope Variable Slope

MAE
STF 0.0254 0.2799
AF 0.0293 0.4408

RMSE
STF 0.0359 0.3710
AF 0.0436 0.5850

The formula for calculating the root mean square error is:

ERMS =

√√√√ 1
N

N

∑
i=1

(ai − âi)
2 (56)

From Table 3, it can be observed that in terms of the MAE, during the fixed slope phase,
the STF algorithm has a smaller average absolute error compared to the AF algorithm.
This holds true during the variable slope phase as well. For the RMSE, the STF algorithm
exhibits a smaller root mean square error than the AF algorithm, both during the fixed
slope and variable slope phases. In conclusion, the STF algorithm outperforms the AF
algorithm in terms of identification accuracy.

5.4. Braking Energy Recovery

This study plans to use the CHTC-HT operating condition and C-WTVC operating
condition for simulation validation. The evaluation criteria will be the braking energy
recovered by the power battery during vehicle braking. For both of these operating
conditions, they will be combined with uphill road slopes of 0◦ and 5◦. To highlight the
energy recovery effect during road slope identification and braking force optimization
allocation strategies, a comparison will be made with the series brake regeneration strategy
during simulation.

5.4.1. Simulation under CHTC-HT Operating Condition

The CHTC-HT operating condition consists of three speed intervals, with a total
duration of 1800 s. The urban interval accounts for 19% of the total operating condition
duration, the suburban interval accounts for 54.9%, and the highway interval accounts
for 26.1%. The average speed throughout the operating condition is 34.7 km/h, with
a maximum vehicle speed of 88.5 km/h. The speed profile of the CHTC-HT operating
condition is shown in Figure 12.
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Figure 12. CHTC-HT speed curve.

Under the CHTC-HT condition, when the slope angles are 0◦ and 5◦, a comparison
was made between the case without slope detection and brake force allocation strategy,
and the case with slope detection and brake force optimization strategy. Energy recovered
from power batteries is shown in Figure 13a,b.
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Figure 13. Energy recovered from power batteries at the slope angle of 0◦ and 5◦ under the CHTC-HT
condition: (a) the energy recovered by the power battery at a slope angle of 0◦; (b) the energy
recovered by the power battery at a slope angle of 5◦.

From Figure 13a, it can be observed that when the vehicle travels on a flat road
for 1800 s, The energy recovery of power batteries is gradually increasing. At 450 s, the
optimized regenerative braking strategy starts to take effect, resulting in the amplitude of
energy recovery from power batteries has begun to significantly increase. Since the vehicle
is in a low-speed phase, the output power from the fuel cell is stored in the power battery
in the form of electrical energy, hence the Energy recovery is on the rise. During the periods
from 950 s to 1150 s and 1450 s to 1750 s, the vehicle operates under high-speed conditions,
causing the energy recovery of power batteries is showing a significant upward trend. At
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1700 s, the vehicle began to slow down until the speed reached 0, and the recovered energy
from the power battery rapidly increased. From Figure 13b, it can be seen that the vehicle
operates on a 5◦ uphill slope condition, resulting in the trend of energy recovery from
power batteries is relatively gentle. However, the regenerative braking strategy based on
slope estimation still has a significant improvement in recovery capacity compared to the
series regenerative braking strategy.

5.4.2. Simulation Verification of C-WTVC Operating Condition

The C-WTVC operating condition is a driving cycle designed based on the Worldwide
Transient Vehicle Cycle (WTVC) for heavy-duty commercial vehicles. It consists of three
driving conditions: urban cycle (900 s), highway cycle (468 s), and high-speed cycle (432 s).
This driving condition includes numerous acceleration and deceleration segments. The
speed statistics of the driving cycle are shown in Table 4, and the speed profile of the
driving condition is illustrated in Figure 14.

Table 4. Vehicle speed statistics.

Vehicle Speed
Speed Segment Statistics

Urban Highway High-Speed

0 < v ≤ 10 66 14 0
10 < v ≤ 20 76 16 0
0 < v ≤ 30 89 21 0
0 < v ≤ 40 95 34 0
0 < v ≤ 50 69 55 4
0 < v ≤ 60 23 4 23

v > 60 16 68 192
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Figure 14. C-WTVC speed curve.

Under the C-WTVC condition, when the slope angles are 0◦ and 5◦, a comparison was
made between the case without slope detection and brake force allocation strategy, and the
case with slope detection and brake force optimization strategy. Energy recovered from
power batteries is shown in Figure 15a,b.
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Figure 15. Energy recovered from power batteries at the slope angle of 0◦ and 5◦ under the C-WTVC
condition: (a) the energy recovered by the power battery at a slope angle of 0◦; (b) the energy
recovered by the power battery at a slope angle of 5◦.

In the C-WTVC scenario, due to the presence of multiple deceleration sections, the
regenerative braking control strategy is frequently activated. As shown in Figure 15a, the
vehicle is driving on a flat road. Initially, the vehicle is in an accelerating state, resulting in
the power battery has not been recycled. From 300 s to 1150 s, the power battery recycling
capacity is increasing significantly, this is because the vehicle encounters numerous decel-
eration conditions during operation, leading to the activation of the regenerative braking
strategy and entering the energy recovery mode. As depicted in Figure 15b, the vehicle
is traveling on a 5◦ slope. From 100 s to 350 s, the recycling capacity of power batteries
will increase as the vehicle encounters frequent deceleration conditions on the slope. From
1150 s to 1750 s, due to the vehicle operating under high-speed and uphill conditions during
this period, during this period, the vehicle frequently brakes, the regenerative braking
strategy is activated, and the power battery recovery capacity increases, indicating the
effectiveness of the regenerative braking strategy.

Table 5 presents the different results under various strategies for two different scenar-
ios. Figure 16a represents the improvement rate of energy recovery from power batteries for
the CHTC-HT scenario, while Figure 16b represents improvement rate of energy recovery
from power batteries results for the C-WTVC scenario.

Table 5. Results.

Duty Program Energy (KJ) Boost Level (%)

CHTC-HT (0◦)
Series braking 3593

7.24Optimize braking 3853

CHTC-HT (5◦)
Series braking 7124

4.99Optimize braking 7480

C-WTVC (0◦)
Series braking 5761

6.42Optimize braking 6131

C-WTVC (5◦)
Series braking 10,350

1.73Optimize braking 10,530
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Figure 16. (a) Recovery of power batteries under CHTC-HT operating conditions; (b) recovery of
power batteries under C-WTVC operating conditions.

6. Conclusions

This article focuses on the energy recovery system for fuel cell commercial vehicles,
incorporating a slope recognition module that utilizes strong tracking adaptive filtering to
estimate the road slope during vehicle travel. By combining this estimation with optimized
braking strategies, it aims to enhance energy recovery efficiency. The following conclusions
were drawn:

(1) Compared to adaptive filtering, the strong tracking algorithm demonstrates faster
identification speed and more accurate precision.

(2) Building upon precise slope identification, a target function for optimizing brake force
allocation is proposed, leading to optimized coefficients for allocating braking force
to the front and rear wheels.

(3) The study sets up slope scenarios of 0◦ and 5◦, in conjunction with the CHTC-HT
and C-WTVC driving cycles, to compare the results with series regenerative braking
strategy, thus highlighting the advantages of the optimized strategy.

Addressing extremely complex working conditions, such as vehicle turning and
considering the road adhesion coefficient, remains an unresolved issue and will be a
primary focus of future research.
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