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Abstract: As automated driving system (ADS) technology is adopted in wheelchairs, clarity on the
vehicle’s imminent path becomes essential for both users and pedestrians. For users, understanding
the imminent path helps mitigate anxiety and facilitates real-time adjustments. For pedestrians,
this insight aids in predicting their next move when near the wheelchair. This study introduces an
on-ground projection-based shared eHMI approach for autonomous wheelchairs. By visualizing
imminent motion intentions on the ground by integrating real and virtual elements, the approach
quickly clarifies wheelchair behaviors for all parties, promoting proactive measures to reduce collision
risks and ensure smooth wheelchair driving. To explore the practical application of the shared
eHMI, a user interface was designed and incorporated into an autonomous wheelchair simulation
platform. An observation-based pilot study was conducted with both experienced wheelchair
users and pedestrians using structured questionnaires to assess the usability, user experience, and
social acceptance of this interaction. The results indicate that the proposed shared eHMI offers
clearer motion intentions display and appeal, emphasizing its potential contribution to the field.
Future work should focus on improving visibility, practicality, safety, and trust in autonomous
wheelchair interactions.

Keywords: autonomous wheelchairs; shared eHMI; human in the loop; motion intentions;
on-ground projections

1. Introduction

Wheelchairs are essential for people with mobility impairments, providing health and
independence [1]. However, operating a wheelchair can be challenging for the elderly and
those with upper limb injuries. Moreover, wheelchair users have a higher probability of
upper limb injuries due to the use of their arms [2]. Additionally, the joystick controllers
of electric wheelchairs are difficult for users with hand impairments [3]. If autonomous
driving functionality is applied to electric wheelchairs, users could move to their desired
destinations without the need to manually operate the wheelchair [2]. This would reduce
their travel burden and enhance their independence in mobility.

The emergence of automated driving system (ADS) technology signifies a transfor-
mative epoch in intelligent autonomous mobility, especially in personal devices such as
electric wheelchairs [2,4,5]. The adoption of autonomous driving technology enhances
the convenience and independence of wheelchair users; however, these advancements
introduce novel paradigms and conundrums in human–machine interface dynamics [6].
Contrary to conventional manual joystick mechanisms, autonomous wheelchair users
often exhibit apprehension towards machine-dictated trajectories, which can appear as an
opaque decision-making algorithm [7,8]. This transparency refers to “the degree of shared
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intent and shared awareness between a human and a machine [9].” Therefore, to achieve
such transparency, the automated driving system needs to convey its capabilities, motion
intentions, and anticipated actions to the user.

Notably, the terrains navigated by wheelchairs tend to be more complex than conven-
tional vehicular roads [7,10]. The human visual system excels at interpreting these terrain
nuances, often surpassing the discernment of standard machine sensors. Such intricacies,
when amalgamated with instantaneous path determination, occasionally necessitate human
interference, either through minor AI route adjustments or by re-assuming control. As
shown in Figure 1, despite the commendable performance of ADS technology in many
scenarios, there are still inherent challenges when confronting intricate road conditions
and social interactions. This highlights the significant cognitive burden on users to com-
prehend the anticipated behaviors. It also reflects how transparent communication aids
users in making decisions and intervening in the actions of the autonomous driving system.
Moreover, it is essential for pedestrians to predict the autonomous wheelchair’s anticipated
actions, facilitating their own appropriate adjustments to prevent potential mishaps [11,12].
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Thus, further study and exploration are required on how to effectively visualize the
driving status and intentions of autonomous wheelchairs. This is crucial for enhancing the
understanding of wheelchair users and other road users about the behaviors of autonomous
wheelchairs and thus promoting transparent communication. Currently, there is a gap
in the design and research specifically aimed at the visualization of driving status and
intentions for autonomous wheelchairs. Additionally, there is a need to evaluate the impact
of this human–machine interaction method on the attitudes and acceptance levels of both
wheelchair users and other road users.

In this research, we introduce a novel shared external human–machine interaction
(eHMI) approach for autonomous wheelchairs, based on on-ground projection. This
approach, which combines real-world and virtual elements, communicates the motion
intentions of the autonomous wheelchair to the users and pedestrians around them. It aims
to enhance the trust of wheelchair users in the autonomous wheelchair and improve safety
among all road users, and fostering friendly interactions between them.

The contributions of this paper include the following:

1. Proposal and development of a unique eHMI approach: We developed an on-ground
projection-based shared eHMI system for autonomous wheelchairs. This approach is
unique in its method of visualizing motion intentions, enhancing clarity and safety in
autonomous wheelchair navigation.

2. Implementation and evaluation of an autonomous wheelchair simulation platform:
We implemented and evaluated an autonomous wheelchair simulation platform
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of the shared eHMI in an autonomous wheelchair. This involved exploring visual
communication strategies for effective projection interaction, adding depth to the field
of human–machine interaction research.

3. Enhancing accessibility and user experience: Our system facilitates barrier-free travel
and improves the overall experience for wheelchair users. This is achieved by provid-
ing clear, unobtrusive communication through the shared eHMI system.

4. Advancing understanding of human–machine collaboration: Our findings offer in-
sights into the importance of transparent communication and human–machine collabo-
ration. We discuss how these factors influence trust and safety in autonomous driving
contexts and propose ways to improve pedestrian trust in autonomous wheelchairs.

These contributions underscore the significance of our work in advancing autonomous
wheelchair human–machine interactions, with a specific focus on enhancing user safety,
communication, and trust.

2. Related Works
2.1. eHMI and Projection Interaction of Autonomous Vehicles

External human–machine interaction (eHMI) arises as a solution for the vehicle to
transmit information to potentially dangerous agents in the vicinity, representing a newly
developing direction of autonomous driving [13]. eHMI encompasses the interaction
design between autonomous vehicles (AVs), pedestrians, and other road users, primarily
involving the communication of the vehicle’s status, intentions, and interaction modalities
with pedestrians [6].

As ADS technology advances, the clarity and comprehensibility of such interactions
become pivotal for road safety. Papakostopoulos et al. conducted an experiment and
reported that eHMI has a positive effect on other drivers’ ability to infer the AV motion
intentions [14]. In addition, the congruence of eHMI with vehicle kinematics has been
shown to be crucial. Rettenmaier et al. found that when eHMI signals matched vehicle
movements, drivers experienced fewer crashes and passed more quickly than without
eHMI [15]. Faas et al.’s study demonstrated that any eHMI contributes to a more positive
feeling towards AVs compared to the baseline condition without eHMI [16]. These indi-
cate that eHMI facilitates effective communication, reducing the uncertainty in intention
estimation and thereby preventing accidents.

The design of eHMI could be multiform and multimodal. External interaction screens,
matrix light, and projection interfaces are widely used in eHMI design due to their ver-
satile interaction capabilities with diverse road users [17]. Among these, common visual
communication modalities encompass emulation of human driver communication cues,
textual interfaces, graphical interfaces, lighting interfaces, and projection interfaces [18–21].
Dou et al. evaluated the multimodal eHMI of AVs in virtual reality. Participants, as pedes-
trians, felt an increased sense of safety and showed a preference for the visual features
of arrows [22], offering insights for future design. Dietrich et al. explored the use of
projection-based methods in virtual environments to facilitate interactions between AVs
and pedestrians [23]. Additionally, on-market vehicles have experimented with headlight
projections to convey information. These highlight the implementation of projection as a
visual form of eHMI, suggesting further potential for exploration in this area.

On lightweight vehicles such as wheelchairs and electric bicycles, eHMI in the form of
on-ground projections is more reasonable. Utilizing on-ground projections, information can
be directly exhibited on the roadway, offering explicit motion intentions or navigation paths.
This approach of integrating interfaces with the environment through augmented reality
offers communication that is intuitive and visibly clear, unaffected by the movement of
vehicles [21,24]. Notably, augmented reality technology and multimodal interfaces are now
considered effective means for ensuring smooth and comfortable interactions [25,26]. This
provides insights for the exploration of more complex and engaging interfaces, especially
through the method of on-ground projections.
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eHMI has more value in social attributes and interaction design. According to the
research of Clercq et al. and Colley et al [27,28], eHMI in the form of on-ground projections,
particularly those conveying functions of autonomous driving mechanisms like parking
and alerting pedestrians, are predominantly accepted by the majority of individuals. The
experiment by Wang et al. [29] showed that this form of eHMI is safer, more helpful, and
better at maintaining users’ attention on the route.

Interestingly, for wheelchairs with on-ground projection-based eHMIs, this system
serves not only as an external interaction tool but also plays a pivotal role in the user–
wheelchair interaction due to the visibility of the projection in public spaces. Wheelchair
users can observe the system’s status through the projections and also interact with it,
modifying its operational parameters, thus using it as a user interface for the wheelchairs.
In the context of autonomous driving, ensuring the safety of autonomous wheelchairs on
the road requires further exploration of their user and external interactions. There is also a
need to develop specific and universally accepted UI system designs.

2.2. Shared-Control Wheelchair

Similar to the classification of autonomous driving, smart wheelchairs can be catego-
rized into fully-autonomous and semi-autonomous control modes based on the degree
of allocation of driving rights [30,31]. Different autonomous driving levels have distinct
control strategies, influencing user interaction and eHMI designs; this impacts the commu-
nication of wheelchair information to users, user control mechanisms, and the information
shared with other road users.

In a fully-autonomous control mode, there are three possible scenarios for managing
the allocation of driving rights for wheelchairs. Firstly, the driving right is completely
handed over to the autonomous system, users simply indicate their destination, and the
wheelchair navigates there without collisions [32]. Secondly, external collaborative control
allows experienced individuals to remotely or directly control the wheelchair. Additionally,
the driving rights of wheelchairs may also be controlled by a centralized system at the upper
level, which uniformly allocates and manages the control of multiple wheelchairs [33,34].
This approach facilitates large-scale management, ideal for settings like hospitals and
nursing homes that need centralized wheelchair oversight. Fully-autonomous wheelchairs
have been found to overlook user capabilities and intentions. On the other hand, in semi-
autonomous wheelchairs, users tend to favor maintaining control during operation and
high-level decision-making processes [35].

The shared-control wheelchair employs a semi-autonomous control mode where
the user and the autonomous system collaboratively determine the final motion of the
wheelchair, aiming for a safer, more efficient, and comfortable driving experience [36,37].
The shared-control wheelchair will transfer part of the driving rights to the autonomous
system. When the autonomous system is unable to determine or the user has a unique
preference, the driving rights will be transferred back to the user for specific operations.
Wang et al. discussed the human driver model and interaction strategy in vehicle sharing.
This protects user experience when technology applications are limited [38]. Xi et al. [39]
proposed a reinforcement learning-based control method that can adjust the control weights
between users and wheelchairs to meet the requirements of fully utilizing user operational
capabilities. High automation makes it suitable for wheelchair users who are unable to
perform manual operations, such as those with high paraplegia and cognitive impairment.

Shared control encompasses two primary strategies. In the first, known as hierarchical
shared control, users dictate high-level actions while the wheelchair autonomously handles
collision avoidance [40]. The second strategy merges inputs from both the user and the
motion planner, moving the wheelchair only when commands from both are present,
thereby enhancing user control and collaboration [31,37,41,42]. Guided by these strategies
to foster a more suitable human–machine collaboration for shared-control wheelchairs, the
user retains higher-level decision-making while allowing the automated system to handle
simple driving tasks. The wheelchair autonomously moves only when the user activates
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the autonomous mode. It automatically handles basic navigation by planning and selecting
optimal routes based on user-specified destinations. Users can influence driving settings
and motion planning with advanced directives in autonomous mode, such as adding
temporary waypoints, yielding to pedestrians, or adjusting speed. Likewise, users have the
authority to pause autonomous control for more detailed adjustments to the wheelchair’s
behaviors. These control methods ensure a harmonious balance between automation and
user preferences in human–machine interaction, optimizing safety and user experience.
And the driving information is communicated to both users and pedestrians through
internal and external interfaces, ensuring clear and effective feedback for the success of the
shared control systems [43,44].

2.3. Pedestrians’ Concerns or Opinions about the Uncertainty of Autonomous Vehicles

The majority of previous research has focused on user acceptance of automated
vehicles (AVs). Kaye et al. examined the receptiveness of pedestrians to AVs, partially
filling the gap in research on pedestrian acceptance of AVs [45]. Pedestrian behavior is
challenging to predict due to its dynamic nature, lack of training, and a tendency to disobey
rules in certain situations [13]. Pedestrians may feel unsafe interacting with autonomous
personal mobility vehicles (APMVs) when uncertain about their driving intentions. A
lack of clarity regarding the APMV’s intentions can lead to hesitation or even feelings of
danger among pedestrians [46]. The understanding of driving intentions by pedestrians
is by means of trust in human–machine interactions [47]. AVs are capable of reliably
detecting pedestrians, but it is challenging for both AVs and pedestrians to predict each
other’s intentions.

Epke et al. examined the effects of using explicit hand gestures and receptive eHMI in
the interaction between pedestrians and AVs. The eHMI was proved to facilitate partici-
pants in predicting the AV’s behaviors [48]. In exploring interactions between pedestrians
and autonomous wheelchairs, both Watanabe et al. and Moondeep et al. identified that
explicitly conveying the wheelchair’s movement intentions, through methods such as
ground-projected light paths or red projected arrows, notably enhanced the smoothness
of interactions and augmented pedestrians cooperation [49,50]. This underscores the sig-
nificance of transparently communicating driving intentions in alleviating pedestrians
concerns regarding the uncertainty of autonomous vehicles. However, interactions and
scenarios between autonomous wheelchairs and pedestrians, such as yielding behaviors of
the wheelchair, have not been extensively studied. Moreover, the systematic exploration
of eHMI used in autonomous wheelchair is needed, along with research into pedestrian
acceptance based on these systems.

2.4. The Sociology of Wheelchair eHMI and the Image of Wheelchair Users

With the gradual development and popularization of the shared-control wheelchair,
ADS technology will face more challenges and new design opportunities. In this context,
eHMI holds potential to enhance public trust in such technology [13]. eHMI not only offers
a clear interactive interface, but also helps pedestrians and other road users understand
the intentions and behaviors of vehicles [51]. This can reduce anxiety and concerns about
the transfer of control to machines or others within the context of shared control between
drivers and the autonomous system. Due to the feature of real-time interactivity, eHMI
could become the interface to communicate with society, enhance society trust and help
vehicle users convey their emotions and intentions.

Wheelchairs, as vital empowering tools, also represent a continual visible sign of
disability, attracting unwanted attention and potentially leading to social stigma [52].
Wheelchair users, sensitive to this, often prefer visual over auditory communication in their
daily interactions to avoid such issues [53]. As a vulnerable group, wheelchair users require
enhanced driving support and comfortable, engaging external interactions for a valued and
self-acknowledged image in society. The experience of users with on-ground projection
interfaces is worth exploring to investigate how eHMI can enhance societal understanding
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and trust in autonomous wheelchairs, fostering more empathetic and friendly connections
between users and society.

3. Our Method
3.1. Featured Challenges and Solutions
3.1.1. Sensory Capability Limitations and Human-in-the-Loop Integration

Autonomous wheelchairs predominantly utilize robotics technology, integrating
millimeter-wave radar and visual cameras to interpret road conditions. Although these
sensors proficiently identify upright structures, their capability to decipher intricate road
surfaces remains circumscribed. For instance, detecting deformities like depressions on
mud-paved roads poses a significant challenge [54]. However, Human decision-making
typically relies on a myriad of contextual factors, and many of these factors are extremely
difficult to distill into discrete data streams and assign different weights. This level of
nuanced decision-making is challenging for autonomous systems to fully replicate, and
they are also susceptible to errors and biases, including false positives and omissions [55].
Consequently, if the system autonomously makes decisions, the ramifications of incorrect
choices could lead to extremely serious consequences [56].

The concept of “Human-in-the-Loop” (HITL) refers to the understanding that artificial
intelligence, due to its limitations, cannot handle all situations and thus cannot replace
humans in real-world applications. Given the robustness and adaptability of humans in
complex scenarios, there is a consideration to incorporate human input into the decision-
making loop of artificial intelligence systems [57]. To achieve meaningful human control in
a HITL system, it is crucial to understand how humans can be involved in autonomous
driving decisions from a multidisciplinary and interdisciplinary perspective. This ap-
proach considers the intersection of psychology, cognitive science, artificial intelligence,
and engineering [57,58].

User’s confidence in system cognition is paramount. Potential discrepancies between
sensor readings and the system’s interpretation necessitate users, akin to semi-automobile
drivers, to consistently monitor both the road and the system’s reactions. The continuous
involvement ensures the system’s accurate comprehension and the anticipated vehicular
response. From a cognitive science perspective, decision-making is an interactive and
continuous dynamic high-level cognitive process involving communication between hu-
mans and their environment. It is founded on basic cognitive processes such as perception,
memory, and attention, as well as core selection processes [58]. These can be enhanced
with the aid of sensors and automatic systems, but the human role remains indispens-
able throughout the operational process, influencing every decision cycle of the system.
This is particularly true in dynamic, highly complex, or uncertain environments where
machine performance may be impacted [59]. The human-in-the-loop (HITL) approach
delegates tasks that are challenging for machines yet simplistic for humans, leveraging
human aptitude in nuanced environmental perception, adaptive decision-making, and
complex pattern recognition [60]. Merging the high-efficiency performance of sensors and
autonomous mechanism with human capabilities provides a highly adaptive solution for
navigating scenarios in autonomous wheelchairs, thereby enhancing the overall quality of
the system’s perception and responsiveness.

3.1.2. System Visibility Deficits and Transparent Communication via Visual Projections

According to Jakob Nielsen’s usability heuristics [61], system status visibility is
paramount. Such visibility, embodying communication and transparency, is indispensable
for users expecting predictability and control. Users must be cognizant of their position
within an ongoing task to avert undue apprehension. Beyond mere status communication,
users should anticipate system behaviors via pertinent feedback. Communicating the
current state allows users to feel in control of the system, take appropriate actions to reach
their goal, and ultimately trust the autonomous system [62].
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Additionally, in autonomous driving technology, transparency is vital for enhancing
the quality of interaction with the vehicle system and for improving trust and situational
awareness. Effective and reliable communication of the system status and information has
a significantly positive impact on both the behavioral and psychological aspects of users. It
enhances the cooperative behavior between users and autonomous vehicles and promotes
trust. Transparency not only affects the efficiency of the system but also relates to user
acceptance and safety [63].

Our proposed shared interaction communicates anticipated wheelchair movements
through unintrusive visual feedback. By projecting the imminent path composed of
computer-rendered virtual elements, users can juxtapose projected trajectories with real-
time scenarios. This assists users in making swift adjustments based on the machine-
driven decisions.

3.1.3. Necessity for Efficacious External Interaction and Shared eHMI

Wheelchairs cohabitate with pedestrians in non-motorized zones. Pedestrian appre-
hension, stemming from trust deficits and ambiguity regarding wheelchair intentions,
mirrors automotive scenarios [46]. Pedestrians, analogously to drivers responding to
external signals, prefer real-time insights into autonomous wheelchair motion trajecto-
ries. Our on-ground projection system, functioning as a form of augmented reality, meets
eHMI requisites by projecting the imminent path to inform pedestrians. This transparent
communication aids pedestrians in comprehending wheelchair intentions and adjusting
accordingly, attenuating potential anxieties.

The adoption of this shared eHMI strategy significantly enhances reciprocal com-
prehension and mutual situational awareness, leading to a synergistic and cooperative
dynamic among users, pedestrians and the autonomous wheelchair system.

3.1.4. Trust Deficit, HITL, and Swift Takeover

The terrains navigated by wheelchairs are inherently more convoluted than those
navigated by automated vehicles. Presently, machine sensors are not as adept at recognizing
subtle details as humans, especially in discerning minor road impediments like rain-
induced puddles, cracked sewer covers, and irregularities on mud-paved roads. While
these nuances may not significantly alter route algorithms, they often lead to a trust deficit
among users who might opt for detours due to safety and comfort concerns.

Recognizing this complexity and the limitations of current machine sensors technol-
ogy, The HITL solution, which embodies human–machine collaboration, capitalizes on
human superiority in hazard detection, from unpredictable obstacles like tethered animals
to structural hazards. Additionally, path quality assessment intertwines with personal
predilections. Many might eschew inconsequential waterlogged patches. In instances
of unappealing paths, users retain the prerogative to dictate immediate modifications or
resume control, ensuring not only safety but also adherence to personal preferences and
comfort levels.

3.2. On-Ground Projection-Based Shared eHMI for Autonomous Wheelchair

To enhance the understanding of wheelchair users and other road users regarding the
behavior of autonomous wheelchairs and promote transparent communication, thereby
boosting their trust in autonomous wheelchairs and improving safe interaction during
road-sharing, we propose a ground-projection-based eHMI approach. This method is
designed for sharing the visualization of the movement status and intentions of autonomous
wheelchairs.

This innovation aims to transparently and distinctly convey the intentions of the
wheelchair, ensuring a comprehensive understanding for both users and pedestrians,
thereby enriching the interactive experience. A conceptual outline of this approach is
presented in Figure 2.
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Figure 2. The design scenario of an on-ground projection interaction for autonomous wheelchairs is
used for visualizing imminent paths, yielding to pedestrians, and social interaction, and users can
resume control of the wheelchairs at any time.

As these projections integrate real-time environmental changes and present a var-
ied color and pattern spectrum, this augmented visual feedback significantly heightens
visibility and paves the way for a symbiotic human–machine relationship [64,65].

Bingqing Zhang‘s research introduced four conceptual themes pertinent to autonomous
wheelchair users: type of information needed, interaction modality, interface location, and
adaptable design [42]. Based on this, we are considering the types of information interfaces
and interaction content to provide for autonomous wheelchair users. Moreover, it is im-
perative to consider the dynamics between autonomous wheelchairs and other road users.
Pedestrians, as the most targeted type of road users [66], also need to access information
from autonomous wheelchairs. The incorporation of “status + intention eHMI” augments
the user experience, enhances perceived system intelligence, elevates transparency, and
contributes to an enhanced perception of safety [16].

We referenced the foundational eHMI use cases framework designed for autonomous
cars, where the main suggestions include communicating the vehicle’s status, its intentions,
and interactions with pedestrians. The first two employ non-specific strategies, while
interactions with pedestrians are more targeted and preserve the negotiation of right-of-
way between autonomous vehicles and pedestrians [6]. Based on this framework, we
modified and meticulously designed an eHMI framework specific to wheelchair scenarios,
incorporating more detailed elements. This new framework synergizes HMI and eHMI to
achieve more comprehensive user scenarios.

As shown in Table 1, it includes three categories of use cases: wheelchair’s status
for user, wheelchair’s intent, and wheelchair–pedestrian interaction. Based on these use
cases, we identified specific scenarios that cover the majority of travel situations. For each
scenario, we determined the necessary information to visualize, focusing on the problems
users need to solve and the goals they aim to achieve. Specifically, taking the most intuitive
and clear navigation path in the interface as an example, it needs to be displayed in multiple
scenarios within the intent communication. These scenarios include the wheelchair starting,
driving, slowing down or stopping, and turning. This highlights its vital role in conveying
real-time path changes, turning, and behavioral intentions of the wheelchair.

This design framework focuses on not just conveying wheelchair status and intentions
but also elevating the overall user experience. It incorporates human-in-the-loop considera-
tions for situations like poor road conditions, advising on mode adjustments to align with
user preferences.

In line with the insights from Bingqing Zhang’s design implications, the interface
should be context-responsive, efficiently channel a broad information range, and preclude
information saturation. It is paramount that this interface harmoniously integrates into
societal settings, emphasizing user empathy and societal receptiveness, thereby nurturing
open communication between users and pedestrians [42].
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Table 1. Design of 17 scenarios for autonomous wheelchairs.

Use Cases Scenarios UI Elements UI Designs

Wheelchair’s
status for user

The wheelchair is in
autonomous mode. Mode status bar Auto mode activation

The wheelchair is in manual
control mode. Mode status bar Manual mode activation

The wheelchair is
functioning properly. Dynamic breathing circle Breathing circle animation

The wheelchair is malfunctioning. Dynamic prompt Fault alert

The wheelchair is charging. Battery display Battery percentage and
visualization

The wheelchair is on standby. Dynamic breathing circle Display breathing circle
independently

Current navigation process of
the wheelchair Information component Date, time, destination proximity

Wheelchair’s
intent

The wheelchair is going to
start moving. Navigation path display Navigation path fade-in animation

The wheelchair is driving. Speed dial Driving speed, speed gear,
compass

Navigation path display Navigation path moving
animation

The wheelchair is slowing down
or stopping. Navigation path display Navigation path slow or

stop animation

The wheelchair is adjusting yaw. Yaw arrow
Yaw arrow rotating Around

breathing circle Towards
target direction

The wheelchair is turning. Navigation path display Navigation path bending Towards
target direction

Dynamic prompt Turning direction
The wheelchair is

avoiding obstacles. Dynamic prompt Turning direction,
obstacle detection

Attention! Poor road conditions
ahead (real-time situation). Dynamic prompt Traffic condition alert

Wheelchair–
pedestrian
interaction

Whether the wheelchair has
detected the person. Dynamic prompt Turning direction,

pedestrian detection
The wheelchair will bypass

the pedestrian. Turning arrow Text and arrow blinking

The wheelchair will yield to
the pedestrian. Safety line Pop-up safety distance line to

yield to pedestrians

When designing the user interface for autonomous wheelchairs, the style, position,
and size of UI elements, as well as their interaction logic, are determined based on the
constructed use scenarios. Important information should be placed in prominent positions,
and the size of elements should be sufficient to ensure visibility and clarity. This approach
aims to create a pleasant user experience and practical interface functionality. Figure 3
shows the devised user interface, specifically adjusted for wheelchair-specific contexts, as
being illustrated in the following:

1. An evolved iteration of the contemporary electric wheelchair interface, preserving
essential metrics while integrating innovative features such as global direction, mobile-
synced navigation guidance, dynamic prompts, and pedestrian-inclusive indications;

2. The main interface highlights a seamless navigation path, with the left pane presenting
driving metrics—including a global compass and speed dial—and the right pane
offering standard data, such as battery life and destination proximity. Event-driven
notifications are displayed contextually within the right pane. When turning, the
wheelchair projects turning arrow and textual information for both the user and
pedestrians, displayed in either the top left or top right of the interface;

3. Pedestrian-inclusive modules: A salient autonomous mode acts as a status beacon for
pedestrians. During encounters with pedestrians, the wheelchair either delineates a
bypass navigation path and a turning arrow or projects a safety line for pedestrians to
yield, adjustable according to user preferences;
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4. Adaptive user interface allows for scenario-specific transitions, ensuring immediate,
pertinent information display, fostering user engagement and pedestrian cooperation.
Additionally, as shown in Figure 4, a multifunctional user control panel has been
developed on the basis of traditional electric wheelchair controller. This panel not only
retains the traditional functions but also incorporates new elements, including buttons
integrated into the joystick to switch between autonomous and manual modes. The
other buttons are used for activating the projection feature, enabling yielding and
turning on standby modes. The interface, based on customizable buttons, serves as
a medium for input and output between the user and the system, allowing users to
make adjustments to the system.
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3.3. Autonomous Wheelchair Simulation Platform

To comprehensively evaluate the usability and practicality of the interaction design,
we developed a dedicated autonomous driving simulation platform for conducting user
tests and quantitative assessments. Our endeavor commenced with the modification
of a consumer-grade electric wheelchair, culminating in the creation of an autonomous
wheelchair simulation platform specifically tailored for user interface and interaction
testing. Central to the simulation platform’s control mechanism is a wheelchair smart board,
which is essentially an ESP32 microcontroller. The host computer, communicating through a
local area network, dispatched instructions pertaining to the rotation direction and velocity
of the wheels to this microcontroller. In response, the microcontroller generated pulse width
modulation (PWM) signals. After these signals were amplified by high-power MOS tubes,
the output voltage reached 24 V. Variations in the duty cycle were employed to adjust the
output voltage, consequently steering the wheel motors and harnessing differential control
to facilitate wheelchair’s movement for navigation. The primary software, conceived
and operationalized within the Unity platform, ran seamlessly on a Windows computer.
Leveraging the ultra-wideband (UWB) indoor positioning system [67], it ascertained the
wheelchair’s spatial coordinates. Concurrently, the system’s orientation was derived from
an IMU, effectuating a comprehensive closed-loop control over the wheelchair’s positional
and angular parameters.

The experimental environment in Unity was meticulously architected with predefined
wheelchair waypoints, coordinates for obstacles, and pedestrians’ positions and trajectories
to correspond directly with the real-world scenarios of wheelchair navigation. Upon
initiating navigation, dynamic navigation route is generated based on the current position
of the wheelchair, the waypoints, and the destination points set in the experiment.

Wheelchair motion is categorized into two distinct states: linear motion and turning.
If the angular difference between the wheelchair’s current alignment and the immediate
forward direction of the planned navigation route remains under a set threshold, the
wheelchair perpetuates its linear motion, adjusting the differential wheel speeds to ensure
path fidelity. Surpassing this threshold triggers the wheelchair into a turning state, momen-
tarily halting forward motion. The wheels rotate in opposite directions until alignment is
re-established, reverting the wheelchair back to its linear motion state. Navigation data,
operational speeds, and other salient information are manifested as user interface compo-
nents within Unity and projected onto the ground using a wireless mini-projector affixed
to the wheelchair’s side. The autonomous wheelchair simulation platform is shown in
Figure 5, a demo video of the working simulation platform and its interactive behavior can
be viewed in the supplemental file.

Both the user interface and interaction design were sculpted within the Unity ecosys-
tem. User interface components were crafted using Unity’s canvas, with logic injections
facilitating their dynamic visibility. In the algorithm implemented for the navigation path,
the Unity built-in NavMesh component is utilized to calculate the path from the wheelchair
through waypoints to the destination. The LineRenderer component is used to visualize
the path. The DataExchanger component receives external data, such as position and
angle, to update the wheelchair’s position and rotation. Position updates are smoothed to
avoid sudden movements. Additionally, dynamic adjustments to LineRenderer and the
corresponding shader are made. These adjustments alter the visual effects of the navigation
path based on the wheelchair’s speed and automatically update the path according to the
distance between the wheelchair and the waypoints.

In the process of projecting the user interface onto the ground, perceptual adjust-
ments were orchestrated, aligning with the typical visual interpretations of the user base.
Two cardinal principles are observed during turning behaviors: Firstly, turning indica-
tors, symbolizing preplanned waypoints, are displaced to ensure they remain outside the
wheelchair’s immediate footprint and retain visibility. Secondly, these cues maintain align-
ment with the intended direction of the turn, emphasizing the forward navigation path.
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3.4. Pilot Study via Video-Based Experiments and Interviews

In the pilot study, we implemented video-based experiments with our autonomous
wheelchair simulation platform [68,69]. Participants engaged with the experiments by
watching videos, immersing themselves in first-person perspective scenarios, and were
also presented with third-person perspectives for holistic scene comprehension. Following
the video presentations, participants were invited to complete questionnaires and partake
in interviews for further insights.

1. Experiment 1: Viewpoints of Wheelchair Users

The aim of Experiment 1 was to showcase typical user scenarios of the autonomous
wheelchair with the proposed shared eHMI, delineating wheelchair behaviors and inter-
actions with pedestrians. Two distinct experimental routes, as depicted in Figure 6, were
chosen to test varied wheelchair behaviors, offering a comprehensive overview of the
user interface and interaction designs. In Route 1, two obstacles were placed: a curb to
simulate the road’s bend and a general route obstacle to represent unexpected impediments
encountered during typical navigational routes. These obstacles disrupted the autonomous
navigation, necessitating the autonomous wheelchair to execute tasks like moving straight,
turning, and obstacle avoidance. Route 2 was designed to simulate scenarios of coexis-
tence between wheelchairs and pedestrians, incorporating both stationary and moving
pedestrian behaviors, to assess the wheelchair’s behaviors in circumventing and yielding
to different pedestrian conditions.
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Experiment 1 focused on the assessment of on-ground projection interactions within
the realm of autonomous driving, alongside gauging user attitudes and experiential metrics.
Initially, participants were familiarized with the components of the projection interface,
aiding their comprehension of user interface information. Following this, a 5.5 min video
was shown to the participants, integrating visual and auditory components. This video,
which was segmented into three distinct parts, immersed the participants in the first-person
perspective of a user interacting with the autonomous wheelchair. The first segment of
the video depicted the autonomous wheelchair navigating along Route 1 without the
on-ground projection interaction. The following segments sequentially presented the
wheelchair’s navigation on Route 1 and then Route 2 with the projection feature engaged.

2. Experiment 2: Viewpoints of pedestrians

The purpose of Experiment 2 was to assess the acceptance of pedestrians when inter-
acting with an autonomous wheelchair equipped with on-ground projection technology.
This experiment involved a larger number of participants who were invited to engage from
the first-person perspective of both stationary and moving pedestrians interacting with an
autonomous wheelchair.

The video shown to participants was segmented into two distinct parts: In the first
segment, participants were shown sequentially embodying the roles of stationary and
moving pedestrians as they interacted with an autonomous wheelchair without projection
interaction. The second segment presented interactions between pedestrians and the
autonomous wheelchair with the projection feature engaged. The video for Experiment 2
corresponded to the pedestrian perspective depicted in the third segment of Experiment 1.
Following the viewing, participants were invited to complete a questionnaire too.

3.5. Measures

Our study was designed to explore user and pedestrian interactions with an au-
tonomous wheelchair, focusing on both the usability of the shared eHMI and the psycho-
logical impact of its use.

We adopted the System Usability Scale (SUS) to evaluate the usability of the wheelchair’s
on-ground projection interaction within the context of autonomous driving [70]. Relying
on a modified questionnaire from Andreas Löcken and colleagues, we measured partici-
pants’ attitudes towards the wheelchair with shared eHMI interaction [21]. Participants
used a five-point Likert Scale (1 = strongly disagree, 5 = strongly agree) to express their
agreement or disagreement with the provided statements, consisting of seven items as
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detailed in Table A1. Additionally, the Short User Experience Questionnaire (UEQ-S) was
deployed to measure users’ experiential metrics [71]. Post-experiment, semi-structured
interviews delved into participants’ varied sentiments towards projection interactions,
exploring aspects like safety, trust, acceptance, concerns, practicality, and enjoyment. We
also sought participants’ views on potential issues, enhancements, and the overall necessity
and helpfulness of interactive technologies.

For measuring pedestrian acceptance in Experiment 2, we utilized a modified question-
naire based on the UTAUT model, encompassing dimensions like performance expectancy,
effort expectancy, and intentions [72,73]. Additionally, we employed the UEQ-S to gauge
pedestrians’ experience with the projection interaction.

3.6. Participants

In Experiment 1, as shown in Table 2, we recruited 20 participants, with an even gender
distribution, ranging in age from 23 to 82 (mean: 36, SD: 13.695, median: 31.5), all residing
in China. They were grouped as either novice or experienced based on their wheelchair
usage duration. Recruitment was achieved via acquaintances, local disability organizations,
and online media. All participants adopted the perspective of a wheelchair user, filling
out questionnaires and engaging in semi-structured interviews post-experiment. And they
were compensated with an approximate equivalent of USD 14.

For Experiment 2, which focused on pedestrian acceptance, a total of 107 participants
(66 males and 41 females) with an average age of 20 were recruited from the general public.
Adopting the perspective of pedestrians, they completed questionnaires following the
experiment.

Table 2. Participants’ demographic for the study.

Participant ID Age Gender Wheelchair Usage
Duration Education

P1 27 Male Over 1 year Junior college
P2 30 Female Within 1 year Bachelor’s degree
P3 61 Female Over 1 year Junior college
P4 28 Female Over 1 year Bachelor’s degree
P5 35 Male Over 1 year Bachelor’s degree
P6 33 Female Over 1 year Bachelor’s degree
P7 25 Male Over 1 year Bachelor’s degree
P8 82 Male Over 1 year Middle school
P9 52 Male 1 month Junior college
P10 29 Male Over 1 year Junior college
P11 39 Female Over 1 year Bachelor’s degree
P12 23 Female Over 1 year Postgraduate
P13 33 Male Over 1 year Junior college
P14 28 Male Over 1 year Middle school
P15 35 Male Over 1 year Bachelor’s degree
P16 30 Male Over 1 year Middle school
P17 35 Female 1 month Postgraduate
P18 38 Female Over 1 year Middle school
P19 30 Female Over 1 year Bachelor’s degree
P20 28 Female Over 1 year Middle school

3.7. Procedure

The procedure for Experiment 1 entailed:
Orientation and guidance: Staff introduced the experiment’s purpose, research context,

flow, as well as an understanding of the relevant video interface and design elements.
Participants were informed and provided consent.

Video experiment: participants remotely watched videos of the wheelchair’s projection
interaction, immersing themselves in the scenarios while focusing on their feelings.
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Questionnaire and interview: Participants completed the questionnaire and then
engaged in a semi-structured interview to share their subjective views, allowing us to grasp
the subtle differences in their attitudes and the underlying reasons.

For Experiment 2, general participants were briefed about the experiment’s purpose
and research context. They watched the videos from a pedestrian’s perspective and were
subsequently invited to fill out a questionnaire.

4. Results and Discussion
4.1. Questionnaires for Wheelchair Users

Figure 7 shows the SUS questionnaire results from 20 participants, with a mean score
of 63. Most scores are between 60 and 80, indicating general acceptance of the proposed
shared eHMI system, although not ideal. Notably, seven participants voted below 60,
who were then the focus of in-depth study of interview materials. Item analysis found
that aspects related to the complexity of the projection interaction, and the consistency of
graphics and interactions with habits and expectations, received slightly negative feedback.
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Figure 7. SUS scores for each participant.

The users’ attitude questionnaire results in Figure 8 reveal that most participants
were positive about the smart projection wheelchair, showing openness to new technology.
However, some had practicality concerns. Many users were worried about the reliability of
entrusting their safety to the wheelchair and preferred to retain control, reflecting a need to
build trust in fully ADS technology. Despite some risk concerns, the majority were willing
to try the smart wheelchair, believing it might outperform their manual operation skills
with traditional electric wheelchairs.

The UEQ-S questionnaire results reveal that the pragmatic quality is 1.2, the hedonic
quality is 1.7, and the overall score is 1.45. Users gave positive feedback on both its
pragmatic and hedonic quality, but pragmatic quality scored lower, indicating that users
experienced more positive emotional responses during use, but the functionality could be
improved.
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Figure 8. Response to the questionnaire about users’ attitude towards our wheelchair. The bar
heights indicate the number of answers per category. Higher scores indicate greater acceptance of the
wheelchair, with the exception of Q4. Detailed questions of the questionnaire are shown in Table A1.

4.2. Questionnaires for Pedestrians

The pedestrian acceptance questionnaire results shown in Figure 9 indicate most
participants were positive towards our wheelchair. Over 85% believed the projection
interaction can help pedestrians avoid risks and react quickly, and most found it easy to
interact with the wheelchair. Notably, only about 70% were willing to cross the road in
front of the autonomous wheelchair, as evidenced by nearly 30% finding it difficult to cross
the road in question 4 of Figure 9.
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Figure 9. Response to the questionnaire about pedestrian acceptance. The bar heights indicate the
number of answers per category. Detailed questions of the questionnaire are shown in Table A2.
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The UEQ-S questionnaire results for pedestrian reveal that the pragmatic quality is
1.37, the hedonic quality is 1.17, and the overall score is 1.26. The higher score in pragmatism
compared to hedonism reflects pedestrians’ recognition of the shared eHMI’s practicality,
especially in enhancing safety.

4.3. Discussion
4.3.1. Enhancing Understanding and Safety through Transparent Communication

The complexity of wheelchair scenarios presents significant challenges for autonomous
driving. Emotional concerns about potential risks, such as the shadow of disability, pedes-
trian collision and machine malfunction experiences, and machine malfunctions, may
decrease users’ sense of safety, trust, and acceptance of autonomous driving. Research
indicates that promoting transparent communication can increase user trust, safety, and
acceptance of autonomous driving systems [63].

The shared eHMI enhances system transparency by projecting the user interface,
showing the anticipated path and interpreting the world, thereby informing users about the
immediate driving statuses and intentions of the autonomous wheelchair. This approach
allows users to observe, feel, and understand the behaviors of the autonomous mechanism
more intuitively compared to relying on memory or mobile navigation.

Some participants reported that the user interface’s information exceeded expectations,
enhancing the sense of intelligence and helping build trust. Specifically, clear navigation
path helped alleviate concerns about getting lost, real-time feedback on speed and desti-
nation proximity were very helpful, and obstacle avoidance and yield behavior reduced
risks of falls and collisions with obstacles or pedestrians. Most participants appreciated its
innovation, but the UEQ-S results showed a higher hedonic than pragmatic quality, likely
due to limited simulated scenarios and absence of real-world testing.

4.3.2. Human–Machine Collaboration Reduces the Burden While Respecting
Driving Preferences

In interviews, participants expressed concerns about the reliability of ADS technology
applied to wheelchairs, while also hoping for machine assistance based on the understand-
ing of the autonomous wheelchair’s intentions. We established a human–machine collabo-
ration relationship through the HITL approach, not relying entirely on the autonomous
system to complete tasks, but rather using the system to assist humans in monitoring
and ensuring driving safety, capitalizing on human strengths in precise environmental
perception, adaptive decision-making, and complex pattern recognition. We also found
that participants of different ages responded differently to the driving experience. Expe-
rienced young wheelchair participants prefer their driving skills over autonomous tech,
while older participants lean towards trusting the technology. The collaboration allows the
autonomous system to undertake basic tasks, significantly reducing the operational burden
on users, especially beneficial for vulnerable groups like those with severe paralysis, limited
hand mobility, or the elderly. Meanwhile, users can monitor the wheelchair’s statuses and
intentions projected on the ground, adjusting based on system alerts or personal experience
and preferences.

Human–machine collaboration not only enhances autonomy for users, but also meets
their elevated driving needs and preferences. Users can perform other activities while
driving, needing only to glance occasionally at ground projections. However, user needs
and preferences vary. While older participants were concerned about the potential dis-
traction of constant ground monitoring, younger users saw it as an opportunity for phone
use. Most participants acknowledge the criticality of retaining control at any time, which
enhances safety perception and reflects their desire for control [7]. Such flexibility allows
users to adjust their driving according to personal state, environmental features, and social
context. Additionally, diverse user preferences for interface features suggest the needs for
an adaptive and intelligent system. According to the research [42], customizable interaction
functions should meet individualized information needs, offering adaptive support based
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on the system context, learning from users’ driving habits, and providing a comfortable
experience tailored to their psychological state and abilities, thus fulfilling user needs while
respecting personal preferences.

4.3.3. Improving Wheelchair Navigation Clarity for Pedestrian Safety

Autonomous vehicle–pedestrian interactions often rely on eHMI, which studies show
improve pedestrians’ safety perception and comfort. For instance, researches indicate that
pedestrian awareness of wheelchairs’ navigational intentions leads to smoother movements,
contrasting with scenarios lacking communication [74]. Our Experiment 2 shows that
pedestrian participants found projection interaction effective in improving reaction times
and reducing risk, and it was easy to learn.

However, about 30% of participants reported anxiety when crossing roads as pedestri-
ans, possibly attributable to the current design’s insufficient visual feedback for pedestrians.
In manual phases, wheelchair users traditionally use vocal, eye contact, and gestures for
clear multimodal communication. However, the turning arrow projected by the wheelchair
while bypassing pedestrians, overlapping with the main navigation path on the same
plane, may diminish the readability of the interface for pedestrians due to inadequate
perceptual directness. This lack of clarity may lead to pedestrians overlooking the in-
teraction, subsequently reducing the confidence of certain participants. In contrast, the
wheelchair’s projected safety line offers clear and definite indications for pedestrians, en-
hancing the overall interaction quality. By refining these visual feedback mechanisms, can
further aid in interpreting wheelchair behaviors for pedestrians, increasing interaction
safety and efficiency.

4.3.4. The Novelty and Adaptability of Projection Interface Information

On-ground projection interaction, as an implementation of the proposed shared eHMI,
employs a kind of augmented reality for immersive navigation. It enriches wheelchair–
human interaction design by blending virtual navigation elements with real-time scenarios,
ensuring practical visibility. In the user interface design, we balanced cognitive load against
interface complexity, tailoring the display of information for user–system and system–
pedestrian interactions to avoid information overload. Control over the display and
hiding of interface components ensures information is provided when needed, eliminating
unnecessary cues.

Participants’ feedback indicates that a continuous moving navigation path provides
seamless guidance, the display of global compass and speed modulation, and the destina-
tion proximity, which meets users’ needs for precise navigation. In terms of interface visual
design, the color scheme of the interface is selected to enhance the visibility of projections,
ensuring clarity across various ground colors. We observed that the relative motion of the
ground during wheelchair movement, which causes ground blur, still allows projected
content to maintain a degree of clarity even in variegated ground conditions. This aspect
somewhat improves the ground adaptability of the projections.

Most participants found the projection interface design intuitive, innovative, practical,
and engaging. However, a minority reported high information density and difficulty in
understanding, leading to cumbersome and inefficient use. Beyond the visual feedback
design, we believe the main reasons for these issues are the participants’ short adaptation
time to the interface and varying receptiveness to new elements. For older wheelchair
users, interface designs that are more age-appropriate need to be considered.

4.3.5. Concern and Potential Evaluation of the System

The results of users’ attitude questionnaire reveal that most participants favored
autonomous wheelchairs with projection interaction. However, Question 6 indicates that
a subset of participants strongly perceived technological risks, leading to distrust and
aversion, and showing reservations about the interaction method, possibly avoiding the
product. Data analysis indicated a correlation between lower SUS scores and negative
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attitudes towards the technology. Some participants’ unfamiliarity with autonomous
driving technology, and others’ heightened concerns about potential risks that rely on
technological advancements for resolution, influenced their perception of insufficient
reliability and safety in the interaction. Additionally, from our interview analysis, we also
identified several internal concerns:

1. Visibility of projections and operating environment: Experienced wheelchair users
often anticipate challenges new products might bring. Some participants noted
insufficient visibility of projections in bright light conditions and expected improved
performance at night or indoor environments. They also expressed concerns about
the effectiveness of projections on certain terrains and compatibility with existing
accessibility infrastructure. Some believed that on-ground projections might be hard to
recognize by passing vehicles, leading to navigation difficulties and unsafe situations
due to blind spots.

2. Safety risks: In practical use, the safety of projections and potential distraction issues
are of concern. The performance of wheelchairs in densely populated areas and their
capability to handle challenging terrains, like steps or uneven surfaces, became crucial
topics for discussion regarding safety and trust. Users prioritized safety and preferred
to maintain control at any time. During autonomous driving, there is a worry that
constantly looking down at projections or getting distracted by other tasks might lead
to overlooking environmental risks.

3. Intrusiveness of projections and user image: Wheelchair users often view their
wheelchair as an extension of their body and connected to their self-image. How they
interact with the outside world affects their self-perception and how others perceive
them, and it is vital to avoid drawing extra attention to the user’s disability [44,52,75].
We considered non-intrusive interaction methods, such as timely appearance and
disappearance of interface components and customizable projection switches, to mini-
mize environmental space occupation while still attracting attention in emergencies.
Some participants still reported that projections have attracted some attention, and
adding auditory cues might cause stress due to excessive focus on the user. In fact, the
use of projections in autonomous mode, compared to traditional interaction methods
in manual mode, is conspicuous, and the issue of pedestrians overlooking them lead-
ing to collision risks must be addressed. Considering the addition of other modalities
to build polite and friendly communication is important.

4. Potential applications: Some participants suggested innovative ideas, emphasizing
broader applications of the system beyond its primary purpose. In vast environments
like parks or large shopping centers, the feature can serve not only wheelchair users
but also the general public as a navigational tool. Projected navigation paths on the
ground clearly indicate directions, are easy to follow, and are particularly suitable for
use in spacious, open spaces. Additionally, in hospitals or elderly care, the potential
of using shared eHMI in autonomous wheelchairs is particularly evident. Medical
practitioners can preset designated routes, allowing these wheelchairs to project their
intentions during transit, helping pedestrians understand and cooperate to reduce
collisions, and ultimately assisting patients or the elderly to navigate safely to specific
locations within the facility.

5. Conclusions and Future Works
5.1. Conclusions

In this study, we propose an on-ground projection-based shared external human–
machine interaction (eHMI) which facilitates the autonomous wheelchair in communicating
its motion intentions to both the user and the surrounding pedestrians. By leveraging
the innate human experience and intuition in the proposed shared eHMI, a synergistic
effect with machine intelligence can enhance the smoothness and quality of wheelchair
autonomous navigation. It serves to alleviate the user’s cognitive load through machine
assistance while utilizing human perception for tailored route planning, achieving a more
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autonomous and personalized navigation experience. For pedestrians, understanding each
other’s behavioral intentions can promote safe interactions in a shared space.

Guided by this approach, we developed an autonomous wheelchair simulation plat-
form that projects motion intentions onto the ground using an interface preferred by the
user. The pilot study highlighted the appeal of on-ground projections, though concerns
arose pertaining to visibility, safety, trust, and practicality.

Among the participants, wheelchair users reflected that the user interface proposed
in this study enhanced their perception of the intelligence and trustworthiness of the au-
tonomous wheelchair, as well as the overall user experience. Additionally, pedestrian
participants indicated that the interface improved their safety experience when interacting
with users of autonomous wheelchairs. The shared eHMI, utilizing augmented reality,
improved navigation visibility and accuracy. However, wheelchair users expressed a
desire for further practical enhancements, and pedestrian users saw room for improve-
ment in visual feedback. Overall, despite concerns about the reliability of autonomous
wheelchair technology among wheelchair users, the integration of system status and
intent visualization through projection interaction led to a supportive attitude towards
autonomous wheelchairs.

5.2. Limitations

Experimental Design:

1. Experimental method: The reliance on online video simulations deprived participants
of a holistic experience. Despite potential congruence in results, participants missed
out on sensory experiences, such as touch and sound, which would accompany direct
interaction with the autonomous driving and projection interface.

2. Brief interface adaptation time: Although information prioritization and simplification
were considered in the design, the brief exposure to interface information could lead
to a high cognitive burden for first-time users, especially elderly wheelchair users.

3. Incomplete scenario simulation: The experiment used an abstract general road sce-
nario with common obstacles and pedestrians, but it overlooked specific challenges
such as steps, dense crowds, and diverse road users, possibly affecting user en-
gagement and perceptions of practicality and safety. Additionally, the simulation
platform shown in videos operated slowly, impacting the views of users proficient in
wheelchair use. Nevertheless, we recommend starting at a slower pace until users
build confidence in the system.

Equipment Limitations:
Due to current projector brightness limitations, visual effectiveness may be compro-

mised in brightly lit environments.

5.3. Future Works

As a pilot study, further work can build on the preliminary finding obtained.
Due to the limitations in this study, such as the video experiment and the partici-

pant group not including a substantial number of the primary target users, we plan to
incorporate more elderly and upper-limb-impaired users in future research. These users
have a stronger need for autonomous wheelchairs, which will help to further complete the
testing for comprehensiveness. Additionally, due to the inherent limitations of projection
visibility, we will expand the interaction channels and dimensions, such as incorporating
vehicle body eHMI, display screens, and auditory feedback to improve the expression
of driving intentions and status. Subsequent research might explore more congenial and
subtle communication systems for wheelchairs to minimize pedestrian disruption. This
would emphasize the interplay between the environment and wheelchair navigation, cur-
tailing potential environmental disturbances like light pollution while ensuring visibility.
Moreover, in future field studies, we plan to include tests with more complex driving
scenarios to enhance the universal applicability of autonomous wheelchairs with integrated
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shared eHMI. We will also assess the effectiveness and comprehensibility of different user
interface components to address issues more specifically.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/app14010463/s1, Video S1: Shared eHMI: Bridging Human-
Machine Understanding in Autonomous Wheelchair Navigation DEMO.
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Appendix A

Table A1. User attitude questionnaire questions.

Question
Number

Questionnaire Question
Five-Point Likert Scale (1 = Strongly Disagree, 5 = Strongly Agree)

Q1 I think I would enjoy riding in this smart projection wheelchair.
Q2 I think the smart projection wheelchair to be more useful than any wheelchair I have used before.
Q3 I trust that the smart projection wheelchair can navigate autonomously without my assistance.
Q4 I would feel concerned about entrusting my safety to a smart wheelchair with projection interaction.
Q5 I would like to take over control from the smart projection wheelchair (in autonomous mode) at any time.
Q6 I would not use this smart projection wheelchair in the future because the technology poses potential risks.

Q7 I would prefer to trust the autonomous driving technology of the wheelchair over my own driving skills with
an electric wheelchair.

Table A2. Pedestrian Acceptance questionnaire questions.

Question
Number

Questionnaire Question
Seven-Point Likert Scale (1 = Strongly Disagree, 7 = Strongly Agree)

Q1 While crossing the road with autonomous wheelchairs in operation, I feel that having a projection interaction
feature would enable me to react more quickly to unsafe walking conditions.

Q2 While crossing the road with autonomous wheelchairs in operation, I believe that a projection interaction feature
would reduce my risk of being involved in an accident.

Q3 For me, learning to interact with a smart projection wheelchair while crossing the road is a straightforward task.
Q4 I find it difficult to cross the road when smart projection wheelchairs are operating on the road. (reverse score)
Q5 I intend to cross the road in front of smart projection wheelchairs.
Q6 I plan to cross the road in front of smart projection wheelchairs.

https://www.mdpi.com/article/10.3390/app14010463/s1
https://www.mdpi.com/article/10.3390/app14010463/s1
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