
Citation: Xing, X.; Mao, S.; Yan, M.;

Yu, H.; Yuan, D.; Zhu, C.; Zhang, C.;

Zhou, J.; Xu, T. A Multi-Task

Learning and Multi-Branch Network

for DR and DME Joint Grading. Appl.

Sci. 2024, 14, 138. https://doi.org/

10.3390/app14010138

Academic Editors: Jose-Maria

Buades-Rubio and Antoni

Jaume-i-Capó

Received: 8 November 2023

Revised: 15 December 2023

Accepted: 21 December 2023

Published: 22 December 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

A Multi-Task Learning and Multi-Branch Network for DR and
DME Joint Grading
Xiaoxue Xing 1,*, Shenbo Mao 1 , Minghan Yan 1, He Yu 1 , Dongfang Yuan 1, Cancan Zhu 1, Cong Zhang 1,
Jian Zhou 1 and Tingfa Xu 2

1 College of Electronic Information Engineering, Changchun University, Changchun 130012, China;
230402214@mails.ccu.edu.cn (S.M.); 200401085@mails.ccu.edu.cn (M.Y.); yuh82@ccu.edu.cn (H.Y.);
210401131@mails.ccu.edu.cn (D.Y.); 210401102@mails.ccu.edu.cn (C.Z.); 210401120@mails.ccu.edu.cn (C.Z.);
200401084@mails.ccu.edu.cn (J.Z.)

2 Image Engineering & Video Technology Lab, School of Optics and Photonics, Beijing Institute of Technology,
Beijing 100081, China; xutingfa@bit.edu.cn

* Correspondence: xingxx@ccu.edu.cn

Abstract: Diabetic Retinopathy (DR) is one of the most common microvascular complications of
diabetes. Diabetic Macular Edema (DME) is a concomitant symptom of DR. As the grade of lesion of
DR and DME increase, the possibility of blindness can also increase significantly. In order to take
the early interventions as soon as possible to reduce the likelihood of blindness, it is necessary to
perform both DR and DME grading. We design a joint grading model based on multi-task learning
and multi-branch networks (MaMNet) for DR and DME grading. The model mainly includes a
multi-branch network (MbN), a feature fusion module, and a disease classification module. The MbN
is formed by four branch structures, which can extract the low-level feature information of DME and
DR in a targeted way; the feature fusion module is composed of a self-feature extraction module
(SFEN), cross-feature extraction module (CFEN) and atrous spatial pyramid pooling module (ASPP).
By combining various features collected from the aforementioned modules, the feature fusion module
can provide more thorough discriminative features, which benefits the joint grading accuracy. The
ISBI-2018-IDRiD challenge dataset is used to evaluate the performance of the proposed model. The
experimental results show that based on the multi-task strategy the two grading tasks of DR and
DME can provide each other with additional useful information. The joint accuracy of the model, the
accuracy of DR and the accuracy of DME are 61.2%, 64.1% and 79.4% respectively.

Keywords: DR; DME; joint grading; multi-branch network; multi-task learning

1. Introduction

Diabetes poses a substantial health risk for a significant portion of the global popu-
lation. At least one-third of people with diabetes have diabetes-related eye disease. The
most common cause of blindness in diabetic patients is DR. As the number of diabetics
increases globally, it is likely that DR will continue to play a significant role in vision loss
and the resulting functional impairment for decades to come. As the level of DR lesion
increases, patients will successively develop symptoms such as blurred vision, visual field
defects, obscured and distorted vision, and dark shadows until blindness. Therefore, it
is important to perform DR grading to take the appropriate therapeutic options, such as
photocoagulation, vitrectomy, injecting medicine into the eyes, and so on. The number,
size, and kind of lesions visible on the surface of the retinas in fundus pictures can be used
to categorize DR grades. Figure 1 shows the possible lesions in the fundus image. The
International Clinical Diabetic Retinopathy Severity Scale (ICDRS) is a uniform standard
for DR grading, according to which DR can be classified as 0–5, i.e., no lesions, mild lesions,
moderate lesions, severe lesions, and proliferative [1–3].
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Figure 1. Fundus images from the IDRiD dataset with hard exudates, soft exudates, hemorrhage, 
microaneurysms, and other lesions.The severity of DR is related to microaneurysms, hemorrhage, 
soft exudates and hard exudates. The severity of DME is determined by the distance from hard 
exudates to the macular area. 

DME is a concomitant symptom of DR and is the most common cause of visual im-
pairment or loss. It refers to retinal thickening or hard exudative deposits caused by the 
accumulation of extracellular fluid within the central macular sulcus, which can be classi-
fied into 3 levels by the distance of exudate from the macular center [4]: 0 (normal, no 
obvious hard exudate), 1 (mild, hard exudate outside the circle with a radius of one optic 
disc diameter from the macular center), and 2 (severe, hard exudate within a circle with a 
radius of one optic disc diameter from the macular center). DR and DME have a more 
complex relationship, as shown in Figure 2. As shown in Figure 2a,b, there is a small 
amount of hard exudate in the macular area of the fundus image, and its DR and DME 
labels are 2. The DR grade of 2 means that the degree of DR is moderate. The DME grade 
of 2 means the lesion level of DME is severe, that likely causes the patient to go blind. So, 
in this circumstance, if only DR grading is done, the extent of the patient’s lesion will be 
misjudged. As seen in Figure 2c,d, there is no exudate in the macular area, which has DR 
and DME grades of 4 and 0. It means normal with a grading label of 0 for DME, but a 
grading label of 4 for DR means proliferative, which can also lead to vision loss. In such a 
case, if only DME grading is done, the degree of the patient’s lesion will also be misjudged. 
Therefore, it is important to automatically grade both DR and DME to assist physicians in 
taking the appropriate therapeutic options. 

    
(a) (b) (c) (d) 

Figure 2. Example images of the degree of DR and DME pathology, (a,b) labeled DR2 DME2, (c,d) 
labeled DR4 DME0. (a) DR2 DME2; (b) DR2 DME2; (c) DR4 DME0; (d) DR4 DME0. 

The study of DR and DME auto-grading based on deep learning has also evolved 
with the development of convolutional neural networks(CNN). A CNN-based model was 
first proposed by Pratt et al. [5] to classify the five-level of DR, where they used a class-
weighting strategy to update the parameters of each batch during backpropagation to 
compensate for the class imbalance in the dataset and reduce overfitting. The model de-
signed by Gargeya and Leng [6] had five residual blocks, which first extracted fundus 
lesion features and then fed the extracted features into a decision tree for secondary clas-
sification with and without lesions. Gulshan et al. [7] used the pre-trained InceptionV3 

Figure 1. Fundus images from the IDRiD dataset with hard exudates, soft exudates, hemorrhage,
microaneurysms, and other lesions.The severity of DR is related to microaneurysms, hemorrhage,
soft exudates and hard exudates. The severity of DME is determined by the distance from hard
exudates to the macular area.

DME is a concomitant symptom of DR and is the most common cause of visual
impairment or loss. It refers to retinal thickening or hard exudative deposits caused by
the accumulation of extracellular fluid within the central macular sulcus, which can be
classified into 3 levels by the distance of exudate from the macular center [4]: 0 (normal,
no obvious hard exudate), 1 (mild, hard exudate outside the circle with a radius of one
optic disc diameter from the macular center), and 2 (severe, hard exudate within a circle
with a radius of one optic disc diameter from the macular center). DR and DME have a
more complex relationship, as shown in Figure 2. As shown in Figure 2a,b, there is a small
amount of hard exudate in the macular area of the fundus image, and its DR and DME
labels are 2. The DR grade of 2 means that the degree of DR is moderate. The DME grade
of 2 means the lesion level of DME is severe, that likely causes the patient to go blind. So,
in this circumstance, if only DR grading is done, the extent of the patient’s lesion will be
misjudged. As seen in Figure 2c,d, there is no exudate in the macular area, which has DR
and DME grades of 4 and 0. It means normal with a grading label of 0 for DME, but a
grading label of 4 for DR means proliferative, which can also lead to vision loss. In such a
case, if only DME grading is done, the degree of the patient’s lesion will also be misjudged.
Therefore, it is important to automatically grade both DR and DME to assist physicians in
taking the appropriate therapeutic options.

Appl. Sci. 2024, 14, 138 2 of 17 
 

 
Figure 1. Fundus images from the IDRiD dataset with hard exudates, soft exudates, hemorrhage, 
microaneurysms, and other lesions.The severity of DR is related to microaneurysms, hemorrhage, 
soft exudates and hard exudates. The severity of DME is determined by the distance from hard 
exudates to the macular area. 

DME is a concomitant symptom of DR and is the most common cause of visual im-
pairment or loss. It refers to retinal thickening or hard exudative deposits caused by the 
accumulation of extracellular fluid within the central macular sulcus, which can be classi-
fied into 3 levels by the distance of exudate from the macular center [4]: 0 (normal, no 
obvious hard exudate), 1 (mild, hard exudate outside the circle with a radius of one optic 
disc diameter from the macular center), and 2 (severe, hard exudate within a circle with a 
radius of one optic disc diameter from the macular center). DR and DME have a more 
complex relationship, as shown in Figure 2. As shown in Figure 2a,b, there is a small 
amount of hard exudate in the macular area of the fundus image, and its DR and DME 
labels are 2. The DR grade of 2 means that the degree of DR is moderate. The DME grade 
of 2 means the lesion level of DME is severe, that likely causes the patient to go blind. So, 
in this circumstance, if only DR grading is done, the extent of the patient’s lesion will be 
misjudged. As seen in Figure 2c,d, there is no exudate in the macular area, which has DR 
and DME grades of 4 and 0. It means normal with a grading label of 0 for DME, but a 
grading label of 4 for DR means proliferative, which can also lead to vision loss. In such a 
case, if only DME grading is done, the degree of the patient’s lesion will also be misjudged. 
Therefore, it is important to automatically grade both DR and DME to assist physicians in 
taking the appropriate therapeutic options. 

    
(a) (b) (c) (d) 

Figure 2. Example images of the degree of DR and DME pathology, (a,b) labeled DR2 DME2, (c,d) 
labeled DR4 DME0. (a) DR2 DME2; (b) DR2 DME2; (c) DR4 DME0; (d) DR4 DME0. 

The study of DR and DME auto-grading based on deep learning has also evolved 
with the development of convolutional neural networks(CNN). A CNN-based model was 
first proposed by Pratt et al. [5] to classify the five-level of DR, where they used a class-
weighting strategy to update the parameters of each batch during backpropagation to 
compensate for the class imbalance in the dataset and reduce overfitting. The model de-
signed by Gargeya and Leng [6] had five residual blocks, which first extracted fundus 
lesion features and then fed the extracted features into a decision tree for secondary clas-
sification with and without lesions. Gulshan et al. [7] used the pre-trained InceptionV3 
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The study of DR and DME auto-grading based on deep learning has also evolved with
the development of convolutional neural networks(CNN). A CNN-based model was first
proposed by Pratt et al. [5] to classify the five-level of DR, where they used a class-weighting
strategy to update the parameters of each batch during backpropagation to compensate for
the class imbalance in the dataset and reduce overfitting. The model designed by Gargeya
and Leng [6] had five residual blocks, which first extracted fundus lesion features and then
fed the extracted features into a decision tree for secondary classification with and without
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lesions. Gulshan et al. [7] used the pre-trained InceptionV3 model on the ImageNet [8]
dataset to perform DR classification. Zhang et al. [9] built a high-quality dataset and
performed two and four classifications for DR by using an integrated model. Li et al. [10]
proposed an integrated algorithm based on multiple improved Inception-v4 for DR lesion
detection on retinal fundus images. Wang Z et al. [11] proposed a CNN-based method
to simultaneously diagnose DR lesions and highlight suspicious areas. Lin et al. [12]
designed an attention fusion-based network with better noise immunity for DR grading,
which fused the lesion features by CNN and color fundus images for 5-level DR grading.
Zhou Y et al. [13] used a semi-supervised learning method to improve the performance of
DR grading and lesion segmentation through collaborative learning.

For DME grading, Perdomo et al. [14] used a two-stage approach to classify DME.
In the first stage, an eight-layer CNN model was trained on the e-ophtha database to
detect the hard exfiltration, which used 48 × 48 pixel RGB slices as input; in the second
stage, the pre-trained CNN model was used as predictor to generate a new dataset of
1200 grayscale mask images; in the final stage, the DME detection model based on the
AlexNet architecture was trained, which consists of a 17-layer CNN using a 512 × 512 pixel
RGB fundus image plus the previously generated grayscale mask as the 4th input channel
for training. Mo J et al. [15] constructed a deep residual network through cascading to
identify DME. In the model, a fully convolved residual network was used to perform hard
exudate mask segmentation, and then according to the segmentation results the region with
the highest pixel-centered probability was cropped and fed it into another deep residual
network for grading. He X et al. [16] proposed a multiscale collaborative grading model. A
multiscale feature extraction model was designed to extract different features, including
hard exudation masks, macular masks, and macular images. XGBoost classifier was used
to perform the classification training according to the features and the original images.

There has been a lot of research on DR and DME grading and some progress has
been made. However, most works are concern at the separate grading of DR or DME. In
fact, physicians perform the diagnosis of DR and DME at the same time. Therefore, it is
necessary to design a computer vision-based method to automatically grade DR and DME
simultaneously. In this paper, a multi-task learning and multi-branch network (MaMNet)
is proposed to achieve simultaneous grading of DR and DME.

The contribution of this paper are as follows:

(i) Build a multi-task learning and multi-branch network (MaMNet) for simultaneous
grading of DME and DR. By tapping the relationship between the two grading tasks
of DME and DR, multi-task learning can make models more robust and improve the
grading accuracy.

(ii) Design a four-architecture multi-branch network to increase the expression of the
underlying features of DME and DR.

(iii) Design a feature fusion module to fuse the self-features, the cross-feature, and the
global features involved in DR or DME to enhance the joint grading accuracy.

The rest sections are organized as follows. Section 2 focuses on the application of
multi-task learning, multi-branch networks, and attention mechanisms in medical image
processing. Section 3 provides a detailed description of MaMNet. Section 4 illustrates the
relevant experimental results. Section 5 concludes this paper.

2. Related Work
2.1. Multi-Task Learning

Multi-task learning is an inductive migration mechanism first proposed by Caruana R. [17]
in 1997 with the main goal of improving generalization performance. In multitask learning,
if there are certain relationships between the tasks, additional useful information can be
dug to train more robust models for better performance.

Multitask learning has been demonstrated to be useful in the field of medical imag-
ing [18–25]. For example, Tabarestani et al. [22] proposed a multitask learning approach
with multimodality to predict clinical scores for the development of Alzheimer’s disease.
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Compared to several other established methods, the presented model would yield minimal
prediction error by capturing correlations between different modalities. He et al. [23]
designed a multi-task deep transfer learning model for the early prediction of neurodevel-
opment in very preterm infants. The experimental results showed that the model could
effectively identify risk with 81.5% accuracy. Estienne T. et al. [24] proposed a deep learning-
based dual-task structure to deal with both alignment and tumor segmentation problems.
Evaluated on BraTS 2018 and OASIS 3 datasets, the results demonstrated that the proposed
method significantly improved the alignment performance of tumor location and had better
segmentation effects. Jin C et al. [25] proposed a multi-task model to accomplish tumor
segmentation and response prediction, which was validated in two independent cohorts of
160 and 141 patients and showed that the Area Under the Curve (AUC) could reach 0.95
and 0.92, respectively.

2.2. Multi-Branch Network

In order to extract richer feature information, more and more multi-branching network
models have been designed and achieved better results. Hao P et al. [26] proposed a multi
branch fusion network for screening MI in 12 lead electrocardiogram images, and the
results showed that the proposed method had a good effect. J Zhuang [27] proposed a
network called LadderNet for retinal vessel segmentation, which was based on a multi-
branch structure.LadderNet had multiple branches consisting of encoders and decoders.
Compared with other advanced methods, its segmentation effect was better than other
methods. Yang Z et al. [28] proposed a multi-scale convolutional neural network integration
(EMS-Net) to classify breast histopathology microscopy images into four categories. The
model first converted each image into multiple scales, and then fine-tuned the pre-trained
DenseNet-161, ResNet-152, and ResNet-101 at each scale, respectively, and finally used
them to form an integrated model. This algorithm was tested on BACH Challenge dataset,
and achieved accuracy levels of 90.00% and 91.75%, respectively.

2.3. Attention Mechanism

Bahdanau D et al. [29] first used attention mechanism (AM) for machine translation,
and it is now an important part of most deep learning network designs. AM is mostly
applied in models used for medical image studies to extract useful features and ignore
distracting information. Sinha A et al. [30] designed a medical image segmentation model
based on self-directed attention. This method could combine local features with respective
global relations to highlight interdependent channel maps. The results show that the model
effectively improved the accuracy of segmentation. Cai [31] proposed an improved version
of Unet based on multi-scale and attention mechanism for medical image segmentation
(MA-Unet). MA-Unet used attention gates (AG) to fuse local features with correspond-
ing global relations, which could attenuate the semantic ambiguity caused by skip-join
operations. Compared with other advanced segmentation networks, this model had better
segmentation performance and less number of parameters. Valanarasu J et al. [32] pro-
posed a gated attention-based model for medical image segmentation. The model extended
the existing architecture by introducing additional control mechanisms in the self-attention
module. The segmentation performance was tested on three different datasets and the eval-
uation results prove that the proposed model was superior to other segmentation models.

3. Proposed Method

Propose a multi-task learning and multi-branch network model (MaMNet) for the
joint grading of DME and DR. The MaMNet model is shown in Figure 3, which consists
of three main parts: multi-branch network, feature fusion module, and disease grading
module. The MbN has a four-branch architecture, by fusing different branches which can
extract the low-level features information of DR and DME in a targeted way. The feature
fusion module includes SFEN, CFEN, and ASPP. By combining various features that were
collected from the aforementioned modules, the feature fusion module can provide more
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thorough discriminative features to improve joint grading accuracy. The disease grading
module is composed of a combination of GA (Global Average Pooling Layer) and FC (Fully
Connected Layer).

The proposed method can be divided into four steps:
Firstly, color fundus images are filtered by the averaging filter, and then the original

and the filtered images are weighted and superimposed to obtain the input images.
Secondly, the input images are fed into the MbN to extract the underlying features

FDME and FDR. The results of branch 1 and branch 3 are fused to obtain the FDME, and the
results of branch 1 and branch 4 are fused to obtain the FDR.

Thirdly, we use SFEN and CFEN to get the self-feature SDME and cross-feature CDME
of FDME. And then, FDME, SDME, and CDME are concatenated to get the comprehensive
discriminative features DDME. Similarly, the SDR and CDR are obtained from the SEFN and
CFEN. The ASPP is used to extract the global lesion feature GDR. SDR, CDR, and GDR are
concatenated to get the DDR.

Finally, the DDME and DDR are sent to the grading module of DR and DME respectively
for disease grading.

Appl. Sci. 2024, 14, 138 5 of 17 
 

extract the low-level features information of DR and DME in a targeted way. The feature 
fusion module includes SFEN, CFEN, and ASPP. By combining various features that were 
collected from the aforementioned modules, the feature fusion module can provide more 
thorough discriminative features to improve joint grading accuracy. The disease grading 
module is composed of a combination of GA (Global Average Pooling Layer) and FC 
(Fully Connected Layer). 

The proposed method can be divided into four steps: 
Firstly, color fundus images are filtered by the averaging filter, and then the original 

and the filtered images are weighted and superimposed to obtain the input images. 
Secondly, the input images are fed into the MbN to extract the underlying features 𝐹  and 𝐹 . The results of branch 1 and branch 3 are fused to obtain the 𝐹 , and the 

results of branch 1 and branch 4 are fused to obtain the 𝐹 . 
Thirdly, we use SFEN and CFEN to get the self-feature 𝑆  and cross-feature 𝐶  

of 𝐹 . And then, 𝐹 , 𝑆 , and 𝐶  are concatenated to get the comprehensive dis-
criminative features 𝐷 . Similarly, the 𝑆  and 𝐶  are obtained from the SEFN and 
CFEN. The ASPP is used to extract the global lesion feature 𝐺 . 𝑆 , 𝐶  , and 𝐺  are 
concatenated to get the 𝐷 . 

Finally, the 𝐷  and 𝐷  are sent to the grading module of DR and DME respec-
tively for disease grading. 

Preprocessing

SFEN

CFEN

CFEN

SFEN

ASPP

⊕

⊕

⊕

⊕
DR

Grading

0
1
2

DME 
Grading

Improved Multi-branch 
network

Branch1

Branch2

Branch3

Branch4

⊕

⊕

Upsampling

Add
Concatenate

0
1
2
3
4

SDME

CDME

SDR

CDR

GDR

FDME

DDME

FDR
DDR

Feature fusion 
module

 
Figure 3. Structure of MaMNet model. It consists of three main parts: multi-branch network, feature 
fusion module, and disease grading module. 

3.1. Proposed Multi-Branch Network 
To extract richer underlying lesion features in fundus images, inspired by [33,34], a 

multi-branch network is designed based on the convolutional module in this paper. As 
shown in Figure 3, the multi-branch network has a four-branch architecture, and the spe-
cific network settings are shown in Table 1. Here, branch 1 has 10 convolutional layers, 
branch 2 has 7 convolutional layers, branch 3 and branch 4 have 6 convolutional layers, 
and the convolution kernel size is 3 × 3. MbN takes the pre-processed fundus images with 
the size 224 × 224 × 3 as the input images, and the output is a feature map with the size of 
28 × 28 × 512. Branch 1 is shared by DR and DME classification, and branch 3 and branch 
4 also share the output of branch 2. This share operation can reduce the model training 
parameters. The output of branch 3 is up-sampled and fused with the output of branch 1 
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3.1. Proposed Multi-Branch Network

To extract richer underlying lesion features in fundus images, inspired by [33,34], a
multi-branch network is designed based on the convolutional module in this paper. As
shown in Figure 3, the multi-branch network has a four-branch architecture, and the specific
network settings are shown in Table 1. Here, branch 1 has 10 convolutional layers, branch 2
has 7 convolutional layers, branch 3 and branch 4 have 6 convolutional layers, and the
convolution kernel size is 3 × 3. MbN takes the pre-processed fundus images with the
size 224 × 224 × 3 as the input images, and the output is a feature map with the size of
28 × 28 × 512. Branch 1 is shared by DR and DME classification, and branch 3 and branch
4 also share the output of branch 2. This share operation can reduce the model training
parameters. The output of branch 3 is up-sampled and fused with the output of branch 1 to
get the DME-graded bottom feature FDME. Branch4 and branch1 also perform the same
operation to get the DR-graded bottom feature FDR.
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Table 1. Network structure settings.

Branch 1 Branch 2 Branch 3 Branch 4

Input (224 × 224 × 3) Input (branch 2–output)

conv3 − 64 × 2 conv3 − 64 × 2 conv3 − 512 × 3 conv3 − 512 × 3

Maxpool (pool_size = (2, 2), strides = 2)

conv3 − 128 × 2 conv3 − 128 × 2 conv3 − 512 × 3 conv3 − 512 × 3

Maxpool (pool_size = (2, 2), strides = 2) Maxpool (pool_size = (3, 3), strides = 1)

conv3 − 256 × 3 conv3 − 256 × 3

UpSamplingMaxpool (pool_size = (2, 2), strides = 2)

conv3 − 512 × 3

Output Output Output Output

3.2. Feature Fusion Module

In order to improve the grading performance, a multi-feature fusion operation [35] is
designed in this paper. According to the different classification criteria of DR and DME, we
adopt different fusion operations. The DME grading task fuses the SDME, CDME and FDME
to obtain the discriminative feature DDME, and the DR grading task fuses SDR, CDR, and
GDR to acquire the DDR.

3.2.1. Self-Feature Extraction Network

DR and DME have their own specific characteristics. DR grading is based on the
presence of exudate, hemorrhage, microaneurysms, and other lesions.DME is graded
according to the location relationship between the central macular and the hard exudate.
However, the features FDR and FDME extracted by the MbN are only the underlying
representation of the fundus images, and the detailed self-features of each disease are not
easy to capture. To better learn the representative characteristics of each disease, in this
paper, the SFEN module is designed to obtain specific discriminatory characteristics of
DME and DR.

Figure 4 shows the specific architecture of the SFEN module, which is composed of
the CA (channel attention) and SA (spatial attention) mechanisms. SFEN takes the feature
map F as the input and uses CA and SA to enhance the inter-channel and interspatial
relationship of the features related to each disease.
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The CA operation is mainly divided into 3 steps:

(1) F is processed by the global averaging pooling to obtain the feature map with global
sensory field Z. The calculation is described in Equation (1).

Z = fGA(F) =
1

H×W

H

∑
i=1

W

∑
j=1

Fi,j (1)

where, Z denotes the global feature, fGA denotes the global averaging pooling opera-
tion, F denotes the input feature map, H is the height of F, W is the width of F, and Fi,j
is the feature vector of the pixel in the i-th row and j-th column.

(2) Z is processed by the use of two FC operation to get the dependencies between
individual channels. The process can be given by Equation (2).

CA = σ1(W2σ2(W1Z)) (2)

here, W1 ∈ R1×1× c
r is used for dimensionality reduction and W2 ∈ R1×1×c is used for

dimensionality increase. r denotes the scaling factor (set to 4 here), σ1 is the sigmoid
function, and σ2 is the ReLU activation function.

(3) The corresponding weight CA is multiplied with the original input feature F to obtain
the channeled disease grading discriminant feature F′. The calculation is described in
Equation (3).

F′ = CA⊗ F (3)

The SA [36,37] is used to focus on the more important location of the disease feature,
which is complementary to the CA. The structure of SA is shown in the blue area of Figure 4.
The SA operation is mainly divided into 3 steps:

(4) The input features F′ are convolved by two convolution branches to obtain two spatial
feature maps C1 and C2. Every convolution branch has two convolutional layers,
one with a kernel of 1 × k and the other with k × 1. This convolutional layer design
can enlarge the acceptance domain without increasing the training parameters. The
corresponding calculation can be given by Equations (4) and (5).

C1 = conv3

((
conv1

(
F′, ω1

1

)
, ω2

1

))
(4)

C2 = conv4

((
conv2

(
F′, ω1

2

)
, ω2

2

))
(5)

where, conv1 and conv4 are 1 × 9 convolution, conv2 and conv3 are 9 × 1 convolution.
(5) The feature map obtained by fusing C1 and C2 is converted to get the spatial weight SA.

SA = σ3(C1 + C2) (6)

where, σ3 is the sigmoid activation function, the spatial feature weight SA ∈ RH×W×1

belongs to [0, 1].
(6) F′ is multiplied with SA to obtain the disease-specific self-feature maps S.

S = SA⊗ F′ (7)

3.2.2. Cross Feature Extraction Network

DME is one of the common complications of DR, and there is an internal relationship
between the two diseases. The two diseases are associated with hard exudate. As the area
of hard exudate increases, the risk of DME may become greater, which means an increased
likelihood of DR severity. Meanwhile, as the distance between the hard exudate and the
central macular recess decreases, there is a greater likelihood of signs of pathological DR,
which means the deterioration in DME may lead to the deterioration in DR. Therefore,
the CFEN module is designed in this paper to capture the cross features between the two
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diseases, i.e., to find out the corresponding feature of one disease from the characteristics
of another disease.

As shown in Figure 5, FDME and FDR are taken as the input of CFEN, and the cross
features of DR and DME are generated by the learning of the module. Figure 5 gives the
detailed structure of the CFEN module for DME classification. The structure for DR grading
is similar to DME grading. We take the DME as an example to illustrate the process of
CFEN. Firstly, the CA operation is performed on FDME to get channel attention weights
CADME, and then the CADME of DME is multiplied with FDR to achieve the cross feature
CDME. The calculation of CDME and CDR can be described in Equations (8) and (9).

CDME = CADME ⊗ FDR (8)

CDME = CADME ⊗ FDR (9)
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3.2.3. Atrous Spatial Pyramid Pooling Module

ASPP first appeared in the semantic segmentation network Deeplab [38], which can
extract global features of the input images through dilated convolution with different
expansion rates. On the one hand, the discriminative features of DR grading are hemor-
rhage, hard exudate, soft exudate, etc., which are distributed in various locations of retinal
images. It is necessary to consider the global nature when extracting lesion features. On
the other hand, larger dilation rates would lead to the loss of smaller lesion features, which
is unfavorable to DR grading. So, to get better grading performance, the modified ASPP is
designed in this paper to extract the global context information. The schematic diagram of
the modified ASPP module is shown in Figure 6.
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As seen in Figure 6, the modified ASPP has a five-branch architecture. The underlying
features FDR are firstly processed by the dilated convolution with different expansion rates
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to obtain the image feature maps with different receptive fields. The expansion rates of
these five branches are 1, 3, 5, 7, and 7 respectively. The size of the convolution kernels of
these five branches is 1 × 1, 3 × 3, 3 × 3, 3 × 3 and 3 × 3. Then, for the fifth branch, we
apply the average pooling and 1 × 1 operations to generate the feature map. Finally, these
five feature maps are concatenated together and a 1 × 1 convolutional operation is used to
obtain the output feature GDR.

3.3. Disease Classification

The comprehensive features D (DDME or DDR) obtained through the feature fusion
module are fed into the disease grading module to achieve the grading results. According
to the grading task, DME outputs three types of labels, and DR outputs five types of labels.
Figure 7 shows the detailed structure of the disease grading module. DR and DME have
the same structure.

Appl. Sci. 2024, 14, 138 9 of 17 
 

As seen in Figure 6, the modified ASPP has a five-branch architecture. The underly-
ing features 𝐹  are firstly processed by the dilated convolution with different expansion 
rates to obtain the image feature maps with different receptive fields. The expansion rates 
of these five branches are 1, 3, 5, 7, and 7 respectively. The size of the convolution kernels 
of these five branches is 1 × 1, 3 × 3, 3 × 3, 3 × 3 and 3 × 3. Then, for the fifth branch, we 
apply the average pooling and 1 × 1 operations to generate the feature map. Finally, these 
five feature maps are concatenated together and a 1 × 1 convolutional operation is used to 
obtain the output feature 𝐺 . 

3.3. Disease Classification 
The comprehensive features D (𝐷  or 𝐷 ) obtained through the feature fusion 

module are fed into the disease grading module to achieve the grading results. According 
to the grading task, DME outputs three types of labels, and DR outputs five types of labels. 
Figure 7 shows the detailed structure of the disease grading module. DR and DME have 
the same structure. 

The grading module shown in Figure 7 includes a global average pooling layer(GA), 
a fully connected layer (FC), relu and softmax activation functions, and a drop-out layer 
with a drop rate of 0.5. 

 
Figure 7. Disease classification module. It consists of GA, FC, relu and softmax activation functions, 
and a drop-out layer. 

For DR and DME grading, we utilize weighted 𝐿  and 𝐿  as the total loss of the 
model, which can be given by Equation (10). 𝐿 = 𝛼𝐿 + 𝛽𝐿  (10) 

where, 𝐿 is the total loss of the model, 𝐿  is the loss of DR classification, 𝐿  is the loss 
of DME classification, and 𝐿  and 𝐿  are both cross-entropy loss functions. 

The cross-entropy loss function is calculated by Equation (11). 

𝐿(𝑦, 𝑦) = 1𝑁 𝑦  𝑙𝑜𝑔 𝑦  (11) 

Here, 𝑦  represents the image true label, 𝑦  represents the probability that the im-
age predicted disease classification belongs to label c, N is the number of images included 
in the training set, M is the number of disease classification label categories, for DR clas-
sification, M is 5; for DME classification, M is 3. 

4. Experiment and Results 
4.1. Experimental Settings 
4.1.1. Datasets 

The grading performance is tested on the IDRiD [39] dataset, which has 516 fundus 
images and is divided into a training set and a test set. The training set includes 413 im-
ages, and the test set contains 103 images. Each image in the training set and test set has 
two types of labels: DR-graded labels and DME-graded labels. According to the severity, 
DR has five levels of labeling (0,1,2,3,4) and DME has three levels of labeling (0,1,2). 

  

Figure 7. Disease classification module. It consists of GA, FC, relu and softmax activation functions,
and a drop-out layer.

The grading module shown in Figure 7 includes a global average pooling layer(GA),
a fully connected layer (FC), relu and softmax activation functions, and a drop-out layer
with a drop rate of 0.5.

For DR and DME grading, we utilize weighted LDR and LDME as the total loss of the
model, which can be given by Equation (10).

L = αLDR + βLDME (10)

where, L is the total loss of the model, LDR is the loss of DR classification, LDME is the loss
of DME classification, and LDR and LDME are both cross-entropy loss functions.

The cross-entropy loss function is calculated by Equation (11).

L(y, ŷ) = − 1
N

N

∑
n=1

M

∑
c=1

yc
n log ŷc

n (11)

Here, yc
n represents the image true label, ŷc

n represents the probability that the image
predicted disease classification belongs to label c, N is the number of images included in the
training set, M is the number of disease classification label categories, for DR classification,
M is 5; for DME classification, M is 3.

4. Experiment and Results
4.1. Experimental Settings
4.1.1. Datasets

The grading performance is tested on the IDRiD [39] dataset, which has 516 fundus
images and is divided into a training set and a test set. The training set includes 413 images,
and the test set contains 103 images. Each image in the training set and test set has two
types of labels: DR-graded labels and DME-graded labels. According to the severity, DR
has five levels of labeling (0,1,2,3,4) and DME has three levels of labeling (0,1,2).

4.1.2. Evaluation Metrics

In this paper, the Accuracy Ac and joint accuracy rate Joint Ac are used to assess the
grading performance of the proposed model.
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The Ac is defined as follows:

Accuracy =
TP + TN

TP + FN + FP + TN
(12)

where, TP (true-positive) denotes the number of positive samples successfully predicted
to positive samples. FP (false-positive) is the number of negative samples incorrectly
predicted as positive sample. TN (true-negative) is the number of negative samples
predicted correctly as negative samples. FN (false-negative) represents the number positive
samples wrongly predicted as negative samples.

The Joint Ac is defined as follows:

Joint Ac =
total(R ∩ E)

T
(13)

where, R and E represent the predicted correct images in DR and DME grading test sets,
respectively. T is the total number of images in the test set. When the DR prediction is
correct, R is 1, and when the prediction is wrong, R is 0. Similarly, when the DME prediction
is correct, E is 1, and when the prediction is wrong, E is 0. When both R and E take 1, R ∩ E
is 1, which means both diseases are correctly predicted. total(·) indicates the total number
of simultaneous correct predictions for both diseases.

4.1.3. Experimental Environment and Training Methods

In this paper, experiments are conducted on Google Colaboratory using GPU, and
the overall framework of the model is based on Keras. The training set and test set are
preprocessed and dimensionally transformed to get the input images, which have a size of
224 × 224. The Adam optimizer is used to set the dynamic learning rate, which is 0.0001
at the beginning. If the loss of the test set does not decrease when the model training
goes through 3 epochs, the learning rate will change to 0.5 times the original one, and the
learning rate will decrease to 0.000001 at the minimum. To avoid the occurrence of model
overfitting, EarlyStopping is used to end the training. The training will be stopped if the
loss of the test set no longer decreases after 5 epochs. The total epoch is 50 and the batch
size is 8. All the hyperparameter values are shown in Table 2.

Table 2. Hyperparameter values.

Parameter Value

WARMUP_EPOCHS 10
LEARNING_RATE 1 × 10−4

WARMUP_LEARNING_RATE 1 × 10−3

ES_PATIENCE 5
RLROP_PATIENCE 3

DECAY_DROP 0.5
EPOCHS 50

BATCH_SIZE 8

4.2. Experimental Results and Analysis

In order to verify the effectiveness of the MaMNet model, four groups of experiments
are set up in this paper.

The first group of experiments: For DR and DME grading, we utilize weighted LDR
and LDME as the total loss of the MaMNet model. To select the optimal combination of
weights, we set 16 different sets of values of loss weights for the experiments.

The second group of experiments: The performance of the SA module differs when the
SA module convolution kernel parameter K is set to different values in the SFEN module.
So, we conducted the experiment to decide the values of K.

The third group of experiments: To verify the validity of each module in the MaMNet
model, we perform the ablation experiment.
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The fourth group of experiments: To demonstrate the validity of the MaMNet for the
joint classification of DR and DME, we compare MaMNet with 11 other models.

4.2.1. Loss Weight Setting Experiment

We use weighted LDR and LDME as the MaMNet model’s overall loss for DME and
DR classification. To select the optimal combination of weights, we set 16 different sets of
values of loss weights for the experiments. The loss weights α and β for both DME-graded
and DR-graded are given as starting values of 0.25 and are increased in steps of 0.25.

From the data in Table 3, it can be seen that the setting of α and β values has a great
influence on the values of Joint Ac, DR Ac, and DME Ac. The values of Joint Ac, DR Ac,
and DME Ac are different when α and β values are different. The aim of this paper is to
grade DR and DME simultaneously, Joint Ac is a more important evaluation index. When
(α, β) = (0.5,1.0), Joint Ac achieves a maximum value of 0.612. So, we choose (α, β) = (0.5,1.0)
as the optimal combination weight of the MaMNet model.

Table 3. Training results for DR and DME with different weighted losses.

α β Joint Ac DR Ac DME Ac

0.25 0.25 0.5049 0.5437 0.7573
0.25 0.5 0.4466 0.5049 0.8155
0.25 0.75 0.5146 0.5534 0.7961
0.25 1.0 0.5146 0.5728 0.7670
0.5 0.25 0.4660 0.5243 0.7864
0.5 0.5 0.4951 0.5534 0.8058
0.5 0.75 0.5922 0.6117 0.8058
0.5 1.0 0.6117 0.6407 0.7961

0.75 0.25 0.4757 0.5436 0.7961
0.75 0.5 0.4466 0.5340 0.7961
0.75 0.75 0.5243 0.5340 0.7767
0.75 1.0 0.5728 0.5825 0.8155
1.0 0.25 0.4466 0.4854 0.7864
1.0 0.5 0.5340 0.5922 0.7961
1.0 0.75 0.5243 0.5437 0.7670
1.0 1.0 0.5437 0.5534 0.8058

The bold in the table represent the highest Joint Ac.

4.2.2. K-Parameter Setting Experiment

The performance of the SA module differs when the SA module convolutional kernel
parameter K is set to different values in the SFEN module. Therefore, we conducted the
experiments to decide the values of K. The values of K are set to 5, 7, 9, and 11.

From Table 4, it can be seen that the Joint Ac, DR Ac, and DME Ac values have been
significantly affected by the K value setting. Different K can get different Joint Ac, DR Ac,
and DME Ac. The larger K can’t get the better the results for the DR and DME grading
task. When K is 9, the values of Joint Ac, DR Ac, and DME Ac are greater than the values
at K = 5, 7, and 11. So, we choose K = 9 as the optimal result.

Table 4. Convolution kernel parameter K setting.

K Joint Ac DR Ac DME Ac

5 0.534 0.563 0.777
7 0.534 0.583 0.796
9 0.612 0.641 0.796
11 0.563 0.583 0.786

The bold in the table represent the highest Joint Ac and DR Ac.
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4.2.3. Module Ablation Experiments

In order to verify the effectiveness of CFEN and ASPP of MaMNet, the ablation
experiments are conducted in this section, the loss weights are set to the optimal loss
weights i.e., (α, β) = (0.5,1.0).

The following conclusions can be drawn from Table 5:

(1) When the CFEN module is added to the branch for DME grading, DME Ac improved
by 0.029 and DR Ac improved by 0.010; when the CFEN module is added to the
subnet for DR grading, Joint Ac improved by 0.009 and DR Ac improved by 0.019.
The above results demonstrated that the CFEN module explored more correlation
features for DME grading and DR grading.

(2) Due to the addition of the ASPP module, Joint Ac, DME Ac, and DR Ac are improved
by 0.020, 0.019, and 0.047 respectively in the joint grading course. From the exper-
imental data, it can be seen that ASPP can better extract global lesion features and
improve the grading performance.

(3) Due to the CFEN and ASPP module, the highest values of Joint Ac, DR Ac, and DME
Ac are obtained. These results demonstrate that MaMNet can effectively extract the
self-features, correlated features between DME and DR, and the global features of DR
to enhance the grading performance.

Table 5. Ablation experiments.

Methods Joint Ac DR Ac DME Ac

1 DR: MbN + SFEN
DME: MbN + SFEN 0.583 0.602 0.767

2 DR: MbN + SFEN
DME: MbN + SFEN + CFEN 0.583 0.612 0.796

3 DR: MbN + SFEN + CFEN
DME: MbN + SFEN 0.592 0.621 0.777

4 DR: MbN + SFEN + CFEN
DME: MbN + SFEN + CFEN 0.592 0.621 0.777

5 DR: MbN + SFEN + CFEN + ASPP
DME: MbN + SFEN + CFEN 0.6117 0.6407 0.7961

4.2.4. Comparison Experiments

To verify the effectiveness of MaMNet for joint grading of DME and DR, the pro-
posed method MaMNet is compared with other eleven methods, namely, LzyUNCC [40],
VRT [40], Mammoth [40], HarangiM1 [40], AVSASVA [40], VGG16 [41], ResNet50 [42],
InceptionV3 [43], Xception [44], and DenseNet121 [45]. The specific experimental results
are shown in Table 6.

Table 6. Comparison of results.

Method Joint Ac DR Ac DME Ac

LzyUNCC [40] 0.631 0.748 0.806
VRT [40] 0.553 0.592 0.816

Mammoth [40] 0.515 0.544 0.835
HarangiM1 [40] 0.476 0.553 0.748
AVSASVA [40] 0.476 0.553 0.806
HarangiM2 [40] 0.408 0.476 0.728

VGG16 [41] 0.524 0.583 0.767
ResNet50 [42] 0.524 0.592 0.757

InceptionV3 [43] 0.437 0.563 0.767
DenseNet121 [44] 0.456 0.485 0.699

Xception [45] 0.467 0.515 0.738
Proposed Approach 0.612 0.641 0.796

The bold in the table represent the best and second-best results.
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The first to sixth row shows the results of the methods used by the top five ranked
teams in challenge-2 of the ISBI 2018 IDRiD competition (which is ranked based on joint
accuracy). The seventh to eleventh row lists the results of the five classical neural networks
in deep learning, which are trained with migration learning.

It can be seen from Table 6 that compared with the 11 advanced methods MaMNet
can achieve the second-best results. Although MaMNet doesn’t achieve the best results, it
still has the following advantages: (1) MaMNet is an end-to-end network that can achieve
simultaneously DR and DME grading. The LzyUNCC team trains DR and DME grading
networks separately; (2) The best training model of MaMNet takes only 15 min to finish the
training and achieves better results. The model [46] proposed by the LzyUNCC team has a
large amount of computation and requires more time to obtain the classification results;
(3) MaMNet only uses the IDRiD dataset provided by the competition for training. The
LzyUNCC team first used 35,000 retinal images from the Kaggle dataset to train the initial
model and then fine-tuned it with the IDRiD dataset. In summary, it can be demonstrated
that MaMNet performs well on DR and DME joint classification.

4.2.5. Visualization of the Best Model Results

The confusion matrices of DME and DR are shown in Figure 8. In general, both the
matrices have a diagonal tendency, i.e., the predictions are close to the ground truth. DME1
and DR1 are the most misclassified grade.
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Figure 8. Confusion matrixes of MaMNet’s predictions. (a) DME’s Confusion Matrice; (b) DR’s
Confusion Matrice.

The receiver operating characteristic (ROC) curve and the area under the precision-
recall curve (AUPR) of our method on the IDRiD dataset are displayed in Figure 9. These
curves exhibit the stable training and classification performance of the proposed model.

Visualization of some graded prediction scores is listed in Table 7. The table is divided
into four columns: the input fundus image, the true label for DR and DME, the predicted
label, and the graded score for the disease level. The grading score is defined as the
probability that the model predicts for each disease. The bold data represent the grading
scores of the correctly classified category.
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It can be seen from Table 7 that MaMNet can correctly distinguish the severity of DR
and DME and obtain consistent results with the true labels of fundus images. When the
grading level is correctly predicted, this level can achieve a higher grading score, while the
other levels result in essentially 0.
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5. Conclusions

In this paper, a joint grading model of DR and DME based on multi-tasking and
multi-branching MaMNet is proposed. Thanks to the multi-task learning strategy, MaMNet
increases the grading accuracy by tapping more correlated information of DR and DME. A
multi-branch network is designed to extract the underlying features of DR and DME in a
targeted manner. The feature fusion module is constructed to obtain more comprehensive
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and disease-specific discriminative features. To validate the performance of MaMNet,
experiments are conducted on the challenging IDRiD dataset. The experimental results
show that compared with the other 11 advanced methods, the proposed method has better
grading performance, and its joint accuracy, DR accuracy, and DME accuracy can reach
61.2%, 64.1%, and 79.6%, respectively.

The dataset IDRiD used for model training is a public dataset with both DR and DME
classification labels, only 413 images are used for training. To further improve the grading
accuracy, the fundus images of diabetic patients with labels of both DR and DME disease
categories will be collected subsequently to build a large dataset for joint grading and to
train the model. In addition, we also want to explore the relationship between multiple
diseases that occur in one fundus image in the future. At the same time, considering
the existing issue of low accuracy, in future research directions, it may be beneficial to
utilize classifiers such as Support Vector Machines (SVM), Naive Bayes (NB), and k-Nearest
Neighbors (KNN) for the classification of DR and DME using features extracted through
MaMNet [47].

In the last, for a new researcher, applying existing network architectures to new cases
can be challenging. Here, a procedural guide is presented. The initial step entails inputting
training images and labels for model training. Upon achieving a certain accuracy threshold,
the trained model is stored for subsequent testing. In the subsequent step, the qualified
model from the initial phase is employed on the test set to acquire corresponding labels
for the test set images. This facilitates an assessment of the accuracy of the test results.
Once a specific precision level is reached, the third step can be undertaken, involving the
application of the final qualified model to a grading task with unknown labels. The final
grading prediction results can assist physicians in conducting preliminary diagnosis and
treatment for patients.
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Abbreviations

DR Diabetic Retinopathy
DME Diabetic Macular Edema
MaMNet Multi-task learning and Multi-branch Networks
MbN Multi-branch Network
SFEN Self-Feature Extraction module
CFEN Cross-Feature Extraction module
ASPP Atrous Spatial Pyramid Pooling module
GA Global Average Pooling Layer
FC Fully Connected Layer
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