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Abstract: Shipping Enterprise Credit Named Entity Recognition (NER) aims to recognize shipping
enterprise credit entities from unstructured shipping enterprise credit texts. Aiming at the problem
of low entity recognition rate caused by complex and diverse entities and nesting phenomenon
in the field of shipping enterprise credit, a deep learning method based on multi-feature fusion is
proposed to improve the recognition effect of shipping enterprise credit entities. In this study, the
shipping enterprise credit dataset is manually labeled using the BIO labeling model, combining the
pre-trained model Bidirectional Encoder Representations from Transformers (BERT) and bidirectional
gated recurrent unit (BiGRU) with conditional random field (CRF) to form the BERT-BiGRU-CRF
model, and changing the input of the model from a single feature vector to a multi-feature vector
(MF) after stitching character vector features, word vector features, word length features, and part-of-
speech (pos) features; BiGRU is introduced to extract the contextual features of shipping enterprise
credit texts. Finally, CRF completes the sequence annotation task. According to the experimental
results, using the BERT-MF-BiGRU-CRF model for NER of shipping enterprise credit text data, the
F1 Score (F1) reaches 91.7%, which is 8.37% higher than the traditional BERT-BiGRU-CRF model.
The experimental results show that the BERT-MF-BiGRU-CRF model can effectively perform NER
for shipping enterprise credit text data, which is helpful to construct a credit knowledge graph for
shipping enterprises, while the research results can provide references for complex entities and nested
entities recognition in other fields.

Keywords: shipping enterprise credit; named entity recognition; multi-features; bidirectional gated
recurrent unit network; conditional random field

1. Introduction

The shipping industry is an important pillar of China’s economic development and an
important guarantee for the development of international trade [1]. Since the 18th Party
Congress, General Secretary Xi Jinping has repeatedly given important instructions on the
development of the shipping industry, emphasizing that “a strong economic country must
be a strong maritime country and a strong shipping country” when linking to Shanghai
Yangshan Port on 6 November 2018, and on 17 January 2019, when inspecting Tianjin Port,
that “for the economy to develop and the country to be strong, transportation, especially
shipping, must first be strong.” Since the 19th Party Congress, General Secretary Xi Jinping
has repeatedly given important instructions on the construction of a social credit system,
requiring the institutionalization of integrity building, making the construction of a credit
system an important cornerstone of healthy economic development and emphasizing the
need to build a new credit-based regulatory mechanism. To carry out credit assessment
and management in the field of shipping, i+t is of great significance to further promote the
construction of a transportation credit system, maintain the market order of fair competition
in the field of shipping, and promote the progress of China from a large shipping country
to a strong shipping country [2].
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Accurate and effective credit evaluation for shipping enterprises can promote the
healthy development of shipping enterprises. The existing shipping enterprise credit as-
sessment model overly emphasizes the financial credit status of shipping market subjects,
and the mining and analysis of unstructured data such as government regulatory infor-
mation and judicial judgment information are relatively few, which cannot objectively
reflect the credit status. The inability to efficiently and accurately mine the unstructured
information in the credit field of shipping enterprises makes the current credit assessment
in the shipping field generally suffer from incomplete credit information and inaccurate
assessment results [3]. A knowledge graph is essentially a semantic network that reveals
the relationship between entities, which is one of the main forms of knowledge represen-
tation in the era of big data and also an important basic resource for artificial intelligence
applications [4]. Facing the disorderly shipping enterprise credit information existing on
the Internet, by constructing the shipping enterprise credit information knowledge graph,
the key shipping credit information can be extracted from the massive shipping big data,
and a comprehensive and accurate shipping credit semantic relationship can be formed
by processing the data. Constructing a shipping enterprise credit knowledge graph and
conducting shipping enterprise-related credit analysis based on the graph is beneficial for
financial institutions to conduct comprehensive and accurate credit assessments of shipping
enterprises. One of the most important parts of the knowledge graph construction process
is NER tasks, and the accuracy of NER determines the quality of relationship extraction and
knowledge graph, which will affect the effect of downstream tasks. Therefore, in view of the
characteristics of shipping enterprise credit entities, this paper proposes NER for shipping
enterprise credit domain texts, which lays the foundation for the subsequent knowledge
graph construction and provides more comprehensive data support for shipping enterprise
credit-related risk analysis and shipping enterprise credit evaluation.

NER research in the field of shipping corporate credit is still in its infancy due to the
lack of publicly available datasets. The data in this field have the following characteristics:

1. Entity names are long and complex in form. The name of a shipping enterprise credit
entity consists of a word, phrase, alphabet, or symbol. For example, “CFLP-AAA
Logistics Enterprise” is composed of “C”, “F”, “L”, “P”, “-”, “AAA”, “Logistics”,
“Enterprise”, “CFLP-AAA”, and “CFLP-AAA”. “P”, “-”, “AAA”, “logistics”, and
“enterprise“ are combination of letters, words, and symbols. In the process of NER, it
is difficult to accurately identify the entity if only a single feature vector is used as
input for the model.

2. Entity nesting exists. For example, the company entity “Anhui Eddyang County
Shipping Company” contains two entities: “Anhui Province” and “Eddyang County”,
so it is very easy to make a mistake in the process of entity recognition.

Therefore, according to the textual characteristics of the shipping enterprise credit
domain, this paper proposes the BERT-MF-BiGRU-CRF model for the NER task. The multi-
features are integrated with the contextual features obtained from BiGRU and introduced
into the CRF layer for classification. Compared with the model with a single feature,
the model proposed in this paper can make full use of shipping enterprise credit text
information for NER.

The main contributions of the paper are as follows: first, the crawled shipping enter-
prise credit data are pre-processed, and the data are annotated by BIO. Next, multi-feature
extraction is performed, and character-level features are extracted by the BERT model; the
shipping enterprise credit word list is obtained by jieba word separation and removal of
repeated words, and no additional user dictionaries are introduced in the word separation
process. The words that all characters in the sentence may form are identified according
to the generated word list, and then the characters are added to the four word sets B, M,
E, and S according to their positions in the words, and when there is no matching word
in the set, it is filled with the marker NULL. The four set representations corresponding
to each character in the text sequence are counted, and the vectors of the four sets are
stitched as the word vector representation corresponding to the character; the pos and
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word length of the words in the sets are counted, and the pos vector representation and the
word length vector representation corresponding to each set are calculated by weighted
average, and the word vector feature, pos feature, and word length feature are obtained,
respectively. The extracted four types of features are stitched as the input of BiGRU, and
the contextual features are extracted in BiGRU to obtain the text-rich semantic features.
Finally, the sequence annotation is completed by CRF to fully explore the hidden infor-
mation in the text labels and further improve the accuracy of shipping enterprise credit
NER. The shipping enterprise credit entities recognition in this paper can also be used for
relationship extraction to further lay the foundation for building a knowledge graph of
shipping enterprise credit information.

This paper is structured as follows: in Section 1, the background of credit entity
recognition of shipping companies, data characteristics, and the contribution of this paper
and the structure of the paper are briefly described. In Section 2, the current status of
research on named entity recognition is described. In Section 3, the research content, the
relevant theories, and methods used in this study are described. In Section 4, the data are
pre-processed and annotated, and three types of experiments are conducted, which are the
experimental comparison with existing research solutions, the experimental comparison
including different feature models, and the experimental fine-grained entity experiment
for shipping enterprise credit, and the following conclusion is drawn: the deep learning
model based on multi-feature fusion proposed in this paper has the best NER effect on
shipping enterprise credit. In Section 5, the main content of this paper is summarized, and
the outlook of future research is outlined.

2. Related Work

NER is an important step in building a knowledge graph and is the basic work
of information extraction, which lays the foundation for entity alignment, relationship
extraction, etc. [5]. NER methods are divided into three main categories: rule dictionary [6]-
based methods, machine learning-based [7] methods, and deep learning-based methods.

Most of the early NER used rule-based approaches, mainly by manually constructing
limited rules to find strings in the text that match the rules. The rule-based approach has
high accuracy in specific domains and is suitable for domains with small data sets that do
not require frequent updates, but the approach requires a more comprehensive set of rules
to be constructed manually, which has the problems of time-consuming manual operation
and poor portability. With the rise of machine learning, the NER methods started to rely on
various statistical models, marking a small number of samples by manually setting features
and then training the model. Therefore, this method has good portability. It mainly includes
Hidden Markov Model (HMM) [8], CRF [9], and Support Vector Machine (SVM) [10] for
entity recognition. HMM is an indirect observation of the state of Markov chains through a
sequence of observation vectors, which generates the corresponding observation vectors
from each probability density distribution of the state sequence and contains two basic
assumptions. Since the model uses the Viterbi algorithm, the training speed is relatively
fast. However, its output relies on the independence assumption, which leads to the
inability to consider long-range dependence and cannot truly describe the information of
the office letter in the sequence, which limits the selection of features to a certain extent and
can only achieve local optimality and is more suitable for short textual entity recognition.
The principle of SVM is to map the input vector x into a high-dimensional feature space
by means of a pre-selected nonlinear mapping and construct the optimal classification
hyperplane to separate the two classes of samples without errors and to maximize the
classification gap between the two classes. Although SVM can handle high-dimensional
features, the training time is relatively long. CRF is a conditional probability distribution
model for another set of output sequences given a set of input sequence conditions, with
no strict independence assumption conditions; it can accommodate arbitrary contextual
information and has a flexible feature design. Among the traditional machine learning
methods, CRF is seen as the dominant model for NER, with the advantages that in the
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process of labeling each location, CRF can output the global optimal sequence using internal
and contextual feature information, and its high accuracy in predicting entity types makes
it a commonly used machine learning-based method for NER.

Dan Wang et al. [11] proposed to use HMM for initial entity recognition using lexical
properties as observations for the semantic incompleteness feature of short texts and to
construct a phonetic cognate relationship database to identify potential entities based on
the recognition results. For example, Pan Huashan et al. [12] used the SVM approach for
Vietnamese news text and selected words and lexicality as features for entity recognition at
syntactic and semantic levels, respectively, to build a Vietnamese news text classification
model. Mena et al. [13] proposed a method based on a combination of HMM and SVM
for place name recognition. Firstly, the labeled place name training set is used to train
HMM for place name recognition, and then the recognized place names are matched with
GeoNames’ place names list, and the informative and relevance features of the place names
are calculated and input to SVM to get the final place name recognition results. Kai Liu
et al. [14] implemented NER in TCM electronic medical records based on the CRF model,
which introduced contextual indicator words, lexicon, and other features and achieved 80%
F1 value for symptoms. Shi-kun, Wang et al. [15] used a CRF approach for NER using TCM
medical cases, and the results showed that the CRF approach was significantly better than
the maximum entropy and SVM approaches. Hong-ping Hu [16] et al. used CRF as the
Chinese NER model, comparing two different levels of models based on character level
and word level.

Traditional machine learning methods convert NER tasks into sequence annotation
problems, requiring a large amount of feature engineering. Due to the limitations of
manually designed features, when the dataset is large, it is easy to generate over-fitting
problems. The NER tasks in the field of shipping enterprise credit belong to domain-
specific NER, and many long entities and complex entities exist in the shipping enterprise
credit dataset, which require a large amount of domain knowledge as well as the need
to manually design and extract a large number of features using the traditional machine
learning approach, increasing the labor cost and time cost.

In recent years, with the rise of deep learning, scholars have started to apply deep
learning to NER tasks. The NER method based on deep learning can automatically extract
data features and complete classification and train the model in an end-to-end manner.
This approach does not require a lot of time and labor costs to design and extract features
and can automatically extract features for each word or phrase. In addition, since deep
learning is a data-driven approach, the larger the amount of data, the more accurately
the model is trained and the better the entity recognition. Therefore, the use of a deep
learning-based approach can effectively solve the problems of credit entity recognition of
shipping companies with traditional machine learning.

Huang et al. [17] systematically compared the performance of multiple neural network
models and proposed the Bidirectional Long Short-Term Memory (BiLSTM) and CRF model
for three tasks of sequence annotation, pos annotation, chunking, and NER experiments on
three different datasets, respectively, and the BiLSTM-CRF model had the best or near-best
accuracy compared to the baseline model. Ma and Hovy [18] combined BiLSTM, CNN, and
CRF to propose a novel neutral network architecture that utilizes both word- and character-
level representations without feature engineering or data preprocessing and is therefore
suitable for a wide range of sequence labeling tasks, and the model achieved the best
performance in experiments on both datasets. Xiang Jiang [19] et al. proposed a BiLSTM-
IDCNN-CRF model of word embedding for an ecological governance technology domain
dataset, which is obtained by a BiLSTM network and IDCN network to different granularity
of features, and the experimental results verified the effectiveness of the word embedding
method. According to the characteristics of data in the field of finance and taxation, Yu
Qiu [20] et al. proposed a BiLSTM-CRF model combining character features and word
vector features to identify entity boundaries, using an integrated learning approach for
entity type labeling and entity class labeling as a multi-label multi-category classification
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task, and the experimental results show that the combined word vector approach had
higher recognition performance for entities of longer length and rare entities. De-Ping
Chu [21] et al. proposed a BiLSTM-CRF model based on pre-trained word vectors to
compensate for the lack of word vector specificity by adding word dynamic features and
word character level features to improve the recognition level of complex multi-word
meanings in geological texts and the extraction ability of local features of geological entities,
and the experimental results proved to be better in the recognition of geological entities in
small-scale corpus. Le-jun Gong [22] et al. proposed a two-level annotation model based on
the combination of domain dictionary and CRF to recognize four types of entities: disease,
symptom, drug, and operation. However, the word vector generated by Word2Vec is static
and cannot solve the problem of polysemy. To solve this problem, BERT [23] has been
widely used in NER tasks. Lin [24] investigated the NER tasks in the Chinese medicine
domain based on various deep learning models and selected BERT models and traditional
Bidirectional BiLSTM models to recognize symptomatic entities, and the results show that
character-based BERT models were better for Chinese medicine entity recognition. Peng-fei
Zhao [25] et al. proposed a NER model of BiLSTM-CRF fusing BERT word-level features
with external lexicon features for the problem of low recognition rate of rare entities in the
agricultural entity recognition process and conducted comparison tests with BiLSTM-CRF,
CNN-BiLSTM-CRF, and BERT-BiLSTM-CRF models, and the results show that the method
outperformed the other three mainstream models.

Compared with the general text data, the shipping enterprise credit text contains a
large number of professional words related to intellectual property rights, license certifi-
cates, adjudication documents, administrative penalties, and so on, and there are a large
number of long entities and complex entities, with the phenomena of remote dependency,
nested entities, and multiple meanings of words. Although some existing models have
better recognition effect, the models are complex and prone to errors on the boundary of
corporate credit entity recognition. Although some models use feature combination for
NER, the granularity of extracted entities is relatively coarse for long and complex entities
in shipping enterprise credit text, and the semantics of the text are not rich enough. In
order to obtain a richer semantic representation of this text, more fine-grained features of
entities are extracted in the shipping enterprise credit NER task.

Compared with traditional deep learning models, the BERT pre-training model is
based on the bidirectional transformer encoder, which has more powerful language repre-
sentation and feature extraction capabilities. In the shipping enterprise credit NER task, the
BERT model is used to extract character-level features to enrich the semantic representation
of the text and alleviate the problem of multiple meanings of words.

Therefore, in this paper, based on the BERT-BiGRU-CRF deep learning model, we
innovatively propose a method to incorporate multiple text features in the model for the
NER task based on the text characteristics of the shipping enterprise credit domain.

3. Method

For the textual characteristics of shipping enterprise credit domain, this paper proposes
the NER model BERT-MF-BiGRU-CRF that fuses multiple feature vectors. Firstly, the text
data in the field of shipping enterprise credit is manually annotated; the multi-features
of the text are extracted; the pre-trained character features are spliced with word vector
features, pos features, and word length features and input to the BiGRU layer to extract the
contextual features of the text; and finally, the output is performed by the CRF to obtain
the optimal prediction label sequence of shipping enterprise credit. The NER process is
shown in Figure 1. The BERT-MF-BiGRU-CRF model adopts a hierarchical structure with
bottom-up layers: input layer, feature fusion layer, BiGRU layer, CRF layer, and output
layer. For the input sequence S = {c1, c2, c3, . . . , cn}, ci generates the word vector xb with
rich information through the BERT layer; xb is spliced with the word vector feature xv,
word length feature xl , and pos feature xp to get the vector xi, and then xi is input to the
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BiGRU layer for contextual information learning; and finally, the global output is output
through the CRF layer. The optimal sequence is finally output through the CRF layer.
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3.1. Embedding Layer

The model performs word-level feature extraction at the embedding layer through
the BERT model, converts the features into a dense vector of fixed dimensions, and uses
stitching to fuse word-level features as the input vector for the encoding layer.

3.1.1. Character Level Features

In order to obtain rich word-level semantic representations, this paper uses a BERT
pre-training model to obtain word-level feature vector representations of the corpus. The
BERT pre-training model is based on the bidirectional transformer encoder, which is used to
obtain word-level feature representation by masking the language model and next sentence
prediction model to learn the sentence-level semantic relationship of text sequences for
better extraction of text feature information [25].
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During BERT pre-training, the sequence S = {c1, c2, c3, . . . , cn} corresponds to the
input E = {E1, E2, E3, . . . , En}, as shown in Figure 2, which is superimposed by three
embedding features, namely character embedding et

i , sentence embedding es
i , and position

embedding ep
i , where Ei = et

i + es
i + ep

i and ei denotes the embedding feature of each
character. Two special markers [CLS] and [SEP] are added to the initial position of sequence
X and between sentences, [CLS] identifies the start position of the sequence and [SEP]
identifies the split between sentences. After multiple bidirectional transformer encoders,
the vector E obtains the vector Xb = {x1, x2, x3, . . . , xn}, which contains rich semantics,
where X ∈ Rn×hbert , hbert denotes the hidden state dimension of BERT, and xb

i denotes the
BERT vector of the i-th character in the sequence.
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3.1.2. Word Level Features

The further incorporation of word-level features in the character-level feature-based
model helps to improve the recognition effect of the model. In this paper, three word-level
features are selected, which are word vector features, word length features, and pos features.
Because word-level feature extraction requires the use of word lists, the shipping enterprise
credit word list in this paper is obtained by jieba word separation and removal of duplicate
words, and no additional user dictionaries are introduced in the word separation process.

In order to avoid the influence of word separation errors on extracting word-level
features, this paper introduces four sets B, M, E, and S to save the different words cor-
responding to the characters. Firstly, all the words that the characters in the sentence
may form are identified according to the generated word list, and then the characters are
added to the four sets of B, M, E, and S according to their positions in the words, with B
representing characters appearing at the beginning of the words, M representing characters
appearing in the middle of the words, E representing characters appearing at the end of the
words, and S representing characters that can be seen as words themselves. When there
is no matching word in the set, it is filled with the token NULL. The set of four words
corresponding to each character can be expressed by the following Equations (1)–(4):

B(ci) =
{

wi,k, i < k ≤ n
}

(1)

M(ci) =
{

wj,k, 1 ≤ j < i < k ≤ n
}

(2)

E(ci) =
{

wj,i, 1 ≤ j < i
}

(3)

S(ci) = {ci} (4)

(1) Word Vectors Features

Word features are the features of words themselves, which are the most basic features
in the field of natural language processing and are represented in the form of word vectors.
The word vectors in this study are the vectors after word reorganization based on characters
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after stuttering and splitting. The word vectors in this study are embedded directly through
the embedding layer.

The four set representations corresponding to each character in the text sequence
are counted, and the set vector representation corresponding to each set is calculated by
weighted averaging, and the vectors of the four sets are stitched together as the word vector
representation corresponding to that character, as shown in Equation (5).

xv
i = vB(ci)

⊕ vM(ci)
⊕ vE(ci)

⊕ vS(ci)
(5)

where xv
i denotes the word vector corresponding to character i and vB(ci)

denotes the vector
corresponding to the set of words B.

(2) Pos Features

Chinese pos characteristics include 12 categories such as nouns, verbs, prepositions,
and quantifiers. In the texts related to shipping company entities and risk penalty entities
or honor entities, verbs such as “obtain” and “subject to” often appear, and the pos charac-
teristics can effectively assist in the recognition of company entities and honor entities as
well as risk penalty entities in shipping enterprise credit texts. The recognition of corporate
entities and honorary entities and risk penalties in shipping enterprise credit texts can be
effectively assisted according to pos features.

Count the four set representations corresponding to each character in the text sequence,
label all words using the pos annotation system after stuttering and splitting, calculate the
pos vector representation corresponding to each set by weighted averaging, and stitch the
lexical vectors of the four sets as the pos vector representation of the word corresponding
to that character.

xp
i = PB(ci)

⊕ PM(ci)
⊕ PE(ci)

⊕ PS(ci)
(6)

where xp
i denotes the pos vector of the word corresponding to character i and PB(ci)

denotes
the pos vector corresponding to the set of words B.

(3) Word Length Features

The names of the entities in the credit field of shipping enterprises are relatively long,
such as “Business Exception List of Bad Credit”, “Executee of Bad Credit”, and “CFLP-AAA
Logistics Enterprise Title”. Therefore, this paper uses the word length as the feature to
identify the entities.

Similar to word vector feature and pos vector feature extraction, first count the four
sets of representations corresponding to each character in the text sequence, count the
word lengths of the words in the sets, calculate the word length vector representation
corresponding to each set by weighted averaging, and stitch the word length vectors
of the four sets as the word length vector representation of the word corresponding to
the character.

xl
i = LB(ci)

⊕ LM(ci)
⊕ LE(ci)

⊕ LS(ci)
(7)

where xl
i denotes the word length vector of the word corresponding to character i and

LB(ci)
denotes the word length vector corresponding to the set of words B.

xw = xv ⊕ xp ⊕ xl (8)

3.1.3. Embedding Layer Vector Splicing

The word-level features, including word vector features, word length features, and
pos features, are obtained by BMES word reorganization based on stuttering subscripts,
and these three word-level features are stitched with the character-level features obtained
by BERT to obtain a fixed-length vector, which is used as the input to the coding layer
BiGRU. The spliced vector can be represented by Equation (9):

x = xv ⊕ xp ⊕ xl ⊕ xb (9)
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3.2. BiGRU Layer

Gated Recurrent Unit (GRU) is a special recurrent neural network developed on the
basis of Long Short Term Memory (LSTM), which has a simpler structure and solves the
problem of gradient disappearance and gradient explosion in LSTM and can better capture
semantic dependencies and achieve long-term memory. Structurally, GRU combines the
forgetting gate and the input gate into an update gate, so there are only update and reset
gates and a mixture of cell states and hidden states, so GRU has fewer training parameters,
which can speed up the training and improve the model performance [26].

The structure of the GRU is shown in Figure 3, where rt is a reset gate to control
whether the current content is remembered, and zt is an update gate to control the propor-
tion of preorder memory and candidate memory in the current state [27].
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The GRU network forward propagation weight parameter update formula [28] is:

zt = σ(wxzxt + whzht−1 + bz) (10)

rt = σ(wxrxt + whrht−1 + br) (11)

h̃t = tanh(wxhxt + rt ⊗ whhht−1) (12)

ht = zt ⊗ ht−1 + (1− zt)⊗ h̃t (13)

where xt denotes the input at moment t; ht−1 denotes the input of the hidden state at
moment t− 1; h̃t denotes the candidate hidden state; ht denotes the hidden state, which is
the output of the GRU unit; ⊕ denotes vector splicing; ⊗ denotes Hadamard product, i.e.,
multiplying by the corresponding elements; σ is the sigmoid function; w is the weighting
factor; b is the offset term.

The hidden state ht of GRU can only obtain information from the past, but in the
process of NER, the context of the text is important for predicting the labels, so this paper
adopts BiGRU as part of the NER model. The forward GRU captures the above information
of the text, the reverse GRU extracts the below information of the text, and the output of
the network is obtained by stitching the output of the forward and reverse GRUs, which
fully extracts the contextual information of the text and can effectively improve the effect
of NER. The output of the decoding layer BiGRU can be expressed in Equation (14).

hi =

[→
hi ⊕

←
hi

]
(14)
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3.3. CRF Layer

Two common methods of sequence labeling are direct classification using softmax
function and CRF model. Although the former can output the labels corresponding to the
maximum probability of words, the labels are independent of each other and thus prone to
unreasonable sequences. The CRF adds some constraints to the prediction labels to ensure
their accuracy, so the CRF is chosen for sequence labeling in this paper.

For a piece of text, the input text sequence is denoted by S = {c1, c2, c3, . . . , cn}, and
the output annotation sequence is denoted by y = {y1, y2, · · · , yn}. For the prediction
sequence y, its score function is given by:

Score(S, y) = ∑n
i=0 Ayi ,yi+1 + ∑n

i=1 Pi,yi (15)

where Pi,yi denotes the score of the yi th tag of the i th character, A is the transfer score
matrix, Ayi ,yi+1 denotes the score transferred from tag yi to tag yi+1, and y0 and yn are the
tags added at the beginning and end of the sentence. The output sequence with the highest
score is predicted by Equation (9) at final decoding.

y∗ = argmaxScore(S, y) (16)

The names of credit entities in the credit text of shipping enterprises are long and com-
plex in composition, and there is the phenomenon of nested entities. For the characteristics
of shipping enterprise credit text, a deep learning method based on multi-feature fusion
is used to solve the above problems. BERT is introduced to enhance the character-level
semantic representation; word-level features are obtained by reorganizing words through
BMES after introducing stuttering subscripts, including word vector features, pos features,
and word length features to fully extract text features and improve the entity recognition
effect; and BiGRU is introduced to obtain the contextual features of the text to solve the
recognition error problem caused by long entity names. Two one-way GRUs are combined
together to form BiGRU to obtain the forward and reverse information, respectively, to
fully extract the contextual features of the shipping enterprise credit text, and finally, by
CRF into a sequence annotation task.

4. Experiments Results and Analysis
4.1. Experimental Data, Multiple Features, and Evaluation Metrics
4.1.1. Data Collection and Labeling

This paper selects 200 shipping enterprises in the Yangtze River Delta region, whose
business scope involves domestic coastal and middle and lower reaches of Yangtze River
general cargo shipping, foreign trade container feeder liner shipping, cargo transportation,
domestic ship agency, domestic waterway freight forwarding, etc. as the research object.
The 2612 textual data in the field of shipping enterprise credit crawled from the national and
local maritime bureaus (https://www.msa.gov.cn/, accessed on 1 March 2021), magistrates’
websites (https://wenshu.court.gov.cn/, accessed on 15 April 2021), official websites of
shipping companies, and major news websites are used as the dataset for this experiment.

The shipping company credit text contains some expressions, spaces, and bulleted
items that are not useful to NER and should be deleted. In this paper, we first use regular
expressions to complete the work of format conversion and data cleaning, removing
meaningless contents such as spaces, emoticons, and bulleted items from the text and
converting data from different sources into a uniform format. The commonly used meta
characters in regular expressions and their descriptions are shown in Table 1.

Before formally training the model, the textual data in the shipping enterprise credit
domain are first annotated with entity types, and the commonly used annotation methods
for the dataset are Beginning, Inside, Outside (BIO); Beginning, Inside, End, Outside, Single
(BIOES); and Beginning, Middle, End, Single (BMES) [29]. With BIO, i.e., Beginning, Inside,
Outside, the first token of an entity is labeled B-[type], tokens at other locations of the entity
are labeled I-[type], and tokens not belonging to any entity are labeled O; With BIOES,

https://www.msa.gov.cn/
https://wenshu.court.gov.cn/
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i.e., Beginning, Inside, End, Outside, Single, End is used to identify the end of an entity,
and Single is used to identify an entity that contains only one token. With BMES, i.e.,
Beginning, Middle, End, Single, S denotes a single word. This paper uses the BIO [30]
format for annotation with the help of the YEDDA [31] tool. The entity types include
eight types of entities: company, honor, ship, risk penalty, organization, person, certificate,
and intellectual property, and the partial annotation results obtained are shown in Table 2,
where B-X denotes the beginning of the entity word, I-X denotes the middle or end of the
entity word, and O denotes other words than the entity, i.e., non-entity. The BIO annotation
samples are shown in Table 3 below. In this experiment, the shipping enterprise credit
dataset is divided into training set, validation set, and test set according to 6:2:2.

Table 1. Metacharacter and description in regular expression.

Metacharacter Description

ˆ Used to match the first line of an input word

\ Used to place the next character token, or an octal escape, or a
backward reference

+ Match the previous subexpression one or more times
? Match the preceding subexpressions zero or once
* Match the preceding subexpressions any number of times
$ Used to match the end of a line of input

Table 2. Category and samples of credit entities.

Label NUM Entity Samples Entity Samples (English)

Company 3375 江苏永信船务有限公司 Jiangsu Yongxin Shipping Co.
Ship 1501 兴航化0058 Xinghanghua 0058

Honor 369 中国ESG 优秀企业500 强 China’s Top 500 ESG Excellence Companies
Risk-Lisk 1129 重点跟踪航运公司 Focus on tracking shipping companies

Organization 156 芜湖海事局 Wuhu Maritime Bureau
Person 88 周明军 Mingjun Zhou

Certificate 187 水路运输许可证 Waterway transport license
Intel-pro 143 质量管理体系认证证书 Quality management system certification

Table 3. BIO labeled samples.

Dataset Label Dataset Label

宁 * B-Company 获 * o
波 * I-Company 得 * o
银 * I-Company 两 * B-Certificate
星 * I-Company 岸 * I-Certificate
海 * I-Company 直 * I-Certificate
运 * I-Company 航 * I-Certificate
有 * I-Company 许 * I-Certificate
限 * I-Company 可 * I-Certificate
公 * I-Company 证 * I-Certificate
司 * I-Company 书 * I-Certificate

* Notes: The English translation of the sample data is “Ningbo Yinxing Shipping Co., Ltd. received the cross-strait
direct shipping license certificate”.

4.1.2. L Evaluation Metrics and Parameter Settings

1. Evaluation Metrics

The evaluation metrics of the model in this paper use the accuracy, recall, and F1 value
of recognition results, and the calculation formula of each metric is [27]:

P =
Predict the number o f correct entities

Total number o f predicted entities
(17)
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R =
Predict the number o f correct entities

Total number o f standard entities
(18)

F1 =
2 ∗ P ∗ R

P + R

2. Parameter Setting

Although studies have been conducted using the BERT-BiGRU-CRF model for NER
tasks, there is still a gap in NER research in the area of shipping enterprise credit. With
the popularity of deep learning, deep learning can use more and more frameworks, the
most popular today are the following three: TensorFlow, Keras, and PyTorch. PyTorch
uses imperative programming with a simple design, so it is easy to implement, and the
code is easy to understand; through the technique of reverse automatic derivation, it can
achieve zero latency to arbitrarily change the behavior of the neural network to achieve
dynamics, so it is highly flexible and easy to debug, and in many reviews, PyTorch’s speed
performance outperforms frameworks such as TensorFlow and Keras. TensorFlow is a
combination of a lower-level symbolic computation library and a higher-level network
specification library and is pure symbolic programming, so while it is more efficient, it is
more complex to implement, and the graph definition is static, so it is not as flexible and
convenient as PyTorch. Keras is a high-level application programming interface (API) that
runs on top of other deep learning frameworks. It has grown rapidly due to its ease of use
and syntactic simplicity but is lacking in performance due to its common usage and is not
as flexible as TensorFlow and PyTorch. Therefore, the experiments are based on Windows
platform, using python 3.7 as the runtime environment, and the NER model is built by
pytorch framework. In the process of model training, the setting of parameters is very
important. The optimal parameters of the model in this paper are obtained by training the
parameters on the data in the training set. The specific parameter settings are shown in
Table 4.

Table 4. Model parameters.

Parameters Value

GRU dimension per layer 150
Dropout 0.5

Optimizer Adam
Learning Rate 0.0005

Batch size 20

4.2. Analysis of Experimental Results

Using the trained parameters as model parameters for the validation and test sets, two
experiments were done in order to verify the effectiveness of the BERT-MF-BiGRU-CRF
model on the shipping enterprise credit dataset. This paper focuses on the BiGRU-CRF
model, BiLSTM-CRF model, Word2Vec-BiGRU-CRF model, BERT-BiLSTM-CRF model,
BERT-BiGRU-CRF model, and BERT-MF-BiGRU-CRF model. The same training framework
and parameters are used for each model, and each model is defined as follows:

(1) Model in this paper (BERT-MF-BiGRU-CRF): use BERT to obtain character features;
sort that may be composed according to word matching into the sets B, M, E, and
S; obtain word vector features, word nature features, and word length features; and
stitch the obtained features as the input of the BiGRU-CRF model.

(2) HMM model: borrowing from the cascading HMM model proposed by Yu Hongkui
et al. [32], the model consists of two parts, the underlying HMM and the adapted
HMM. The former is used to recognize non-nested entities, and the latter is used to
recognize nested entities.

(3) BiLSTM-CRF model: a classical model in the field of named entity recognition.
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(4) SVM-BiLSTM-CRF model: borrowing from the SVM-BiLSTM-CRF model proposed
by Zhou et al. [33]. It has an additional step compared with the BiLSTM-CRF model,
i.e., using SVM to filter out sentences containing named entities.

(5) BiGRU-CRF model: similar to the BiLSTM-CRF model, BiGRU as a variant of BiLSTM
with a simpler model structure.

(6) BERT-BiLSTM-CRF model: Based on the BiLSTM-CRF model, BERT is added, and
word vectors are obtained by BERT pre-training.

(7) Word2Vec-BiGRU-CRF model: Word vectors are obtained by Word2Vec, and the word
vectors are input to the BiGRU layer for contextual feature extraction, and finally,
sequence annotation is performed by CRF.

(8) BERT-BiGRU-CRF model: character encoding is obtained by BERT, the word vector is
input to the BiGRU layer for contextual feature extraction, and finally, the sequence is
annotated by CRF.

The results of NER experiments for different models are shown in Table 5 below.

Table 5. Experiment results of NER based on different models (%).

Model P (%) R (%) F1 (%)

HMM 60.23 61.25 60.71
BiLSTM-CRF 69.84 68.16 69.01

SVM- BiLSTM-CRF 70.66 69.38 69.98
BiGRU-CRF 71.03 68.56 69.35

Word2Vec-BiGRU-CRF 73.35 72.74 72.99
BERT-BiLSTM-CRF 79.52 78.43 78.80
BERT-BiGRU-CRF 84.54 82.14 83.38

BERT-MF-BiGRU-CRF 92.84 90.46 91.75

The precision, recall, and F1 values of the BiLSTM-CRF model only reached 69.84%,
68.16%, and 69.01% on the shipping firm credit dataset. The BiGRU-CRF model has a
simpler structure compared to the BiLSTM-CRF model, and the recognition on the shipping
enterprise credit dataset is a little better, with an accuracy improvement of 1.19%; although
the recognition effect is improved, there is great room for improvement.

In order to verify the effectiveness of Word2Vec and BERT for character-level feature
extraction in shipping enterprise credit text, a comparison experiment between Word2Vec-
BiGRU-CRF and BERT-BiGRU-CRF was conducted. The experimental results show that the
precision, recall, and F1 values of the Word2Vec-BiGRU-CRF model for entity recognition
are 73.35%, 72.74%, and 72.99%, respectively, and the precision, recall and F1 values of the
BERT-BiGRU-CRF model for entity recognition are 84.54%, 82.14%, and 83.38%, respectively.
It can be clearly seen that the BERT-BiGRU-CRF model entity recognition is better with
significantly higher precision and recall, and the F1 value is improved by 10.39%. With the
same base model, it can be concluded from this experiment that BERT is more suitable for
shipping enterprise credit text character-level feature extraction.

By adding the BERT pre-training model to the BiLSTM-CRF model to form the BERT-
BiLSTM-CRF model, compared to the BiGRU-CRF model and BiLSTM-CRF model, the
accuracy, recall, and F1 values were improved by 14.66% and 9.68%, 13.58% and 10.27%,
and 14.03% and 9.79%, respectively, which are all three significant improvements. The
experimental results illustrate that the introduction of pre-trained models in the process
of NER of shipping enterprise credit can obtain rich word-level semantic representations,
alleviate the problem of multiple meanings of words, and improve the recognition effect of
shipping enterprise credits. In addition, the experimental results of comparing the BERT-
BiLSTM-CRF model with the BERT-BiGRU-CRF model show that the simpler structure of
BiGRU can achieve better recognition results for the shipping enterprise credit dataset.

By adding the word vector, word length feature vector, and pos feature vector in the
text to the BERT-BiGRU-CRF model, the F1 value of shipping enterprise credit NER reaches
92.84%; compared with the single BERT-BiGRU-CRF model recognition result, the F1 value
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improves by 8.3%, accuracy improves by 8.32%, and recall improves by 8.37%. All three
have been greatly improved, which can strongly demonstrate that for shipping enterprise
credit data, the introduction of multiple features in the named entity recognition process can
effectively improve the model entity recognition effect, especially for the entities with long
entity names in shipping enterprise credit; the fusion of multiple features can better solve
the complex nesting problem existing in shipping enterprise credit entities and improve
the effect of entity recognition.

Compared with other models, this paper proposes using the BERT-MF-BiGRU-CRF
model for shipping enterprise credit entity recognition, which has the highest accuracy,
recall, and F1 value. This proves that the introduction of pre-trained models in the NER
process can make full use of the contextual information of the utterance to obtain rich
word-level semantics, and on this basis, the fusion of multiple features in the input of
the model can obtain rich text semantic features, which effectively solves the problem of
complex name structures of shipping enterprise credit entities and improves the effect of
shipping enterprise NER.

4.3. Discussion

Facing the problems of long credit entities and nested entities in the shipping field, this
paper proposes to use the BERT-MF-BiGRU-CRF model for shipping enterprise credit entity
recognition, which fuses the feature vectors such as word vector features, word length
features, and word nature features in the text with the character features obtained from
the BERT model as the gated recurrent neural network input; the BERT pre-training model
combined with multi-features and BiGRU has strong semantic representation capability,
which can capture both contextual features and additional features, making full use of text
information to capture all features of the text. The experiments prove that the multi-feature
fusion has a large improvement on the recognition of shipping enterprise credit entities.

4.3.1. Effect of Different Features on the Model

In order to improve the recognition effect of the model, we introduce various features,
including character-level features, word vector features, word length features, and pos
features, to address the problem that the credit entities of shipping enterprises are long,
complex in composition, and have the phenomenon of nested entities. In order to study
the degree of influence of different features on the entity recognition effect in the credit
domain of shipping enterprises, different features were added to the BiGRU-CRF model for
experiments, respectively, and the entity recognition effect of the model is shown in Table 6.

Table 6. Experiment results of NER based on different features.

Model P (%) R (%) F1 (%)

Word length Features-BiGRU-CRF 72.15 67.92 69.39
POS Features-BiGRU-CRF 73.35 71.09 72.21
Word vectors-BiGRU-CRF 74.42 74.50 74.33

MF-BiGRU-CRF 79.65 77.93 78.42
BERT-BiGRU-CRF 84.51 82.17 83.36

BERT-MF-BiGRU-CRF 92.85 90.64 91.73

According to the experimental results in Table 6, it can be seen that by adding the word
length feature, pos feature, and word vector feature to the BiGRU-CRF model, respectively,
although the effect of shipping enterprise credit entity recognition is similar, there are subtle
differences, but the effect is not significant, so these three features have approximately the
same degree of influence on the model. These three word-level features were spliced and
input into the BiGRU-CRF model to form the MF-BiGRU-CRF model, and their precision,
recall, and F1 values reached 79.65%, 77.93%, and 78.42%, respectively, all of which were
higher than the recognition results achieved by incorporating any single feature in the
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model, indicating that using the spliced features in the model is better than a single feature
and more suitable for the NER task of shipping enterprise credit.

In order to compare the impact of character-level features with the spliced word-
level features on the model, the experimental results of the BERT-BiGRU-CRF model are
compared with the MF-BiGRU-CRF model in this paper, and the F1 value of the former
is 4.94% higher than that of the latter; considering that the performance of the model
incorporating multiple features is better than that of the model incorporating single features
in the shipping enterprise credit NER task, the three features obtained at the word level and
the character-level features obtained by BERT are spliced and input into the BiGRU-CRF
model to form the BERT-MF-BiGRU-CRF model, the accuracy, recall and F1 values of which
are higher than 90%, which is the best among all models for entity recognition. Therefore,
for the characteristics of shipping enterprise credit text, we choose several suitable features
to join the NER model and can obtain better recognition effect.

4.3.2. Different Types of Entity Recognition Results

The BERT-MF-BiGRU-CRF model proposed in this paper consists of an input layer, an
embedding layer, a BiGRU layer, and a CRF layer. Firstly, the character-level features of
shipping enterprise credit text are obtained through BERT; secondly, the unlabeled shipping
enterprise credit data are separated by jieba, and word reorganization is performed using
four sets of B, M, E, and S to extract word vector features, word length features, and pos
features of shipping enterprise credit text; then, the obtained feature vectors are spliced
and used as the input of BiGRU to obtain the contextual features of shipping enterprise
credit text; finally, classification is performed through the CRF layer.

In order to further understand the credit NER task of shipping enterprises, the recog-
nition effects of various types of entities are analyzed based on the BERT-MF-BiGRU-CRF
model proposed in this paper. Table 7 shows the recognition of shipping enterprise credit
entities by BERT-MF-BiGRU-CRF in detail.

Table 7. Experimental results of BERT-MF-BiGRU-CRF entities.

Model P (%) R (%) F1 (%)

Company 80.11 82.39 81.54
Ship 85.52 83.46 84.91

Honor 73.34 73.79 73.48
Risk-List 87.49 87.32 87.40

Organization 90.94 92.88 91.89
Person 93.32 91.61 92.54

Certificate 74.75 75.58 75.24
Intel-pro 75.54 73.38 74.89

As can be seen from Table 5, the recognition of Honor, Intel-pro, and Certificate are
not satisfactory, both in terms of accuracy and recall, which are only about 70%, and
the F1 values of these three types of entities are 73.34%, 74.89%, and 75.24%, which are
much lower than those of Person (92.54%) and Organization (91.89%), which are the two
types of entities. Analysis of the reasons may be that the format of Honor, Intel-pro, and
Certificate entities in the shipping enterprise credit text is not uniform and complex in
composition, with both Chinese characters and English letters and numbers, for example,
the Honor entity sample “中国ESG优秀企业500强 (The English translation of the sample
is ”China ESG Top 500 Excellent Enterprises”)“, which makes it impossible to identify the
entity accurately in most cases. Secondly, for the recognition of Company, although the
F1 value reached 81.54%, there is still a gap compared to the two types of entities, Person
(92.54%) and Organization (91.89%). Company entities often have long names and nested
entities, such as “马鞍山市江泰船务有限公司” (The English translation of the sample is
”Maanshan Jiangtai Shipping Co”). In the NER process, it is likely to be recognized as
“马鞍山市” (The English translation of the sample is “Maanshan City”) and “江泰船务有



Appl. Sci. 2023, 13, 5787 16 of 18

限公司” (The English translation of the sample is “Jiangtai Shipping Co”). However, the
recognition results are quite good for entities in other standard formats, which also shows
the effectiveness of the model in this paper for the credit NER task of shipping companies.

5. Conclusions

(1) Although studies have been conducted using the BERT-BiGRU-CRF model for NER
tasks, there is still a gap in NER research in the area of shipping enterprise credit.
Facing the problems of complex and diverse shipping enterprise credit entities and
nested entities, this paper innovatively proposes to use the BERT-MF-BiGRU-CRF
model with multi-feature fusion for shipping enterprise credit entity recognition, and
the experimental results show that the method has better effect on entity recognition
on the dataset of shipping enterprise credit domain.

(2) Based on the BERT pre-training model to obtain character-level feature vectors, the
semantic representation of shipping enterprise credit text is enriched to alleviate the
problems of multiple meanings of words and low recognition rate of entities due to
excessive length of entities, which greatly improves the recognition performance of
the model. In future research, more models should be applied in this field, and the
models should be optimized and improved according to the textual characteristics of
the shipping enterprise credit field to promote the research progress of NER in the
shipping enterprise credit field.

(3) The NER model of the shipping enterprise credit domain proposed in this paper can
provide reference for NER in other domains, and the entity information recognition
by this model can lay the foundation for the later relationship extraction and the
construction of a shipping enterprise credit knowledge graph. The research results
have an important role in improving the credit analysis in the shipping field and are
of great practical significance in promoting the healthy and rapid development of
China’s shipping industry. Of course, considering the small size of the dataset in this
paper, in future research, in order to further improve the effect of shipping enterprise
credit NER and enhance the quality of the shipping enterprise credit knowledge
graph, the dataset in this paper should be continuously enriched and extended on the
basis of this paper.

(4) At present, credit assessment in the shipping field is in the initial stage, which is the
intersection field of shipping big data and artificial intelligence. The current credit
assessment models usually ignore the differences between regions and industries, and
there are relatively few studies on credit assessment models for the characteristics of
the shipping field, and the imperfect and opaque credit information prevailing in the
shipping field is the most important challenge to build a high-quality shipping credit
assessment model. However, the research methods for industry research ideas of
credit assessment in related fields can be borrowed, and the credit assessment model
suitable for the characteristics of the shipping field can be further researched on the
basis of this paper in the future.
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