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Abstract: Data-to-text generation plays an important role in natural language processing by process-
ing structured data and helping people understand those data by generating user-friendly descriptive
text. It can be applied to news generation, financial report generation, customer service, etc. However,
in practice, it needs to adapt to different domains that may lack an annotated training corpus. To
alleviate this dataset scarcity problem, distantly-supervised data-to-text generation has emerged,
which constructs a training corpus automatically and is more practical to apply to new domains
when well-aligned data is expensive to obtain. However, this distant supervision method of training
induces an over-generation problem since the automatically aligned text includes hallucination.
These expressions cannot be inferred from the data, misguiding the model to produce unfaithful
text. To exploit the noisy dataset while maintaining faithfulness, we empower the neural data-to-text
model by dynamically increasing the weights of those well-aligned training instances and reducing
the weights of the low-quality ones via meta learning. To our best knowledge, we are the first to
alleviate the noise in distantly-supervised data-to-text generation via meta learning. In addition,
we rewrite those low-quality texts to provide better training instances. Finally, we construct a new
distantly-supervised dataset, DIST-ToTTo (abbreviation for Distantly-supervised Table-To-Text), and
conduct experiments on both the benchmark WITA (abbreviation for the data source Wikipedia and
Wikidata) and DIST-ToTTo datasets. The evaluation results show that our model can improve the
state-of-the-art DSG (abbreviation for Distant Supervision Generation) model across all automatic
evaluation metrics, with an improvement of 3.72% on the WITA dataset and 3.82% on the DIST-ToTTo
dataset in terms of the widely used metric BLEU (abbreviation for BiLingual Evaluation Understudy).
Furthermore, based on human evaluation, our model can generate more grammatically correct and
more faithful text compared to the state-of-the-art DSG model.

Keywords: data-to-text generation; Natural Language Generation; natural language processing; deep
learning; meta learning; Artificial Intelligence

1. Introduction

With much structural data in our life [1-4], data-to-text generation has become an
important text generation task in the field of natural language processing that can help
people better understand the meaning behind those data [5]. For example, given statistics
of basketball games [2], data in the stock market [4] or structural data in the knowledge
base [6], a data-to-text generation system can automatically generate a corresponding text
draft for the report, boosting the efficiency of related business. It has many applications,
such as news generation, financial report generation, customer service, etc. Take the first
row in Figure 1 as an example. Given the triples from the knowledge base (e.g., <Albania—
Japan relations, instance_of, bilateral relation>), the model is expected to reflect information
in those triples with user-friendly text.

This task has recently attracted much attention in natural language processing, and
multiple well-aligned datasets [1-3,7,8] have been proposed. However, those datasets are
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confined to specific domains or data sources as it is difficult and expensive to construct
these datasets, thus, making it difficult to quickly adapt to different domains.

Quality Data Text
<Albania — Japan relations, ~ Albania — Japan relations are the
& instance_of, bilateral relations between
bilateral relation> Albania and Japan .
<Johnny Apollo,

—~ director, Henry Hathaway> Johnny Apollo is a /940 crime

= Zohnny Apollo, film directed by Henry
. Hathaway.
genre, crime film>
<Kirsten Peetoom, Kirsten Peetoom ( born 1
()  date_of birth, October 1988 ) is a Dutch
1 January 1988> professional racing cyclist.

Figure 1. Three training instances in a distantly-supervised data-to-text generation dataset, consisting
of structured data and its corresponding text. Hallucination/incorrect text (i.e., noise) are in red and
italics, respectively. Quality indicates our view on the quality of individual training instances and is
not present in the dataset.

Traditionally, the data-to-text generation task has two major types of methods: pipeline-
style systems [9,10] and end-to-end models [2,3,11]. The former breaks the generation
process into multiple stages that decide what information in the data to describe and then
to transform that information into text. In recent years, with the help of high-quality
datasets [2,3] and the success of deep learning, end-to-end models [12-14], which take the
structured data as input and directly generate the text through neural language models,
have become mainstream.

Many researchers have explored improving end-to-end models from different angles.
Some researchers have focused on improving the content selection ability [3,12] so that
the model can generate more informative text. Some researchers explored enhancing the
end-to-end model’s ability to generate more faithful text [13,14], that is, the information
in the text is more consistent with the data. To increase the informativeness of the text,
rather than simply describe the information in the data, some researchers [15-19] explored
incorporating reasoning ability into the end-to-end model so that they could provide more
insights about the data.

Furthermore, some researchers explored few-shot data-to-text generation [20-23],
which trains the end-to-end model with a limited training corpus. However, the studies
above require well-aligned training datasets in order to train the data-driven end-to-end
model. However, in practice, the model needs to adapt to different domains that may
lack an annotated training corpus. In order to alleviate this kind of data scarcity problem,
a new task, called distantly-supervised data-to-text generation [6], was proposed that
automatically constructs a corpus for data-to-text generation without well-aligned data
at present.

This task extracts triples from text to form the dataset. However, due to the imperfect
information-extraction technique, texts in the dataset contain hallucinations that cannot be
inferred from the data. These noises can misguide the model to produce unfaithful text [24]
and make it difficult for the previous neural data-to-text generation models that are not
designed to adapt to this scenario.

Taking Figure 1 as the example, the first training instance consists of text that faithfully
describes the information in the data without hallucination, that is, the information in
the text can all be inferred from the data. However, the other training instances contain
hallucinations in their text. For instance, the second training instance contains “1940”
in the text, while the input data does not have such information, and the last instance
contains two hallucinations: “Dutch”, “professional racing cyclist” and one incorrect
expression “October”. Previous neural models view each training instance in the corpus as
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the gold standard; thus, they cannot distinguish the quality of training instances and can
be misguided by the low-quality ones.

The state-of-the-art DSG (abbreviation for Distant Supervision Generation) frame-
work [6] in this setting attempted to denoise the generation model by predicting what
words in the vocabulary were supported by data. Then, it penalized those words with low
supportiveness when generating text. However, in the process of training, it still views all
texts in the training corpus, including those low-quality ones, as the gold standard.

To address the aforementioned “noise” in the distantly-supervised data-to-text gen-
eration corpus, we first introduce a small amount of heuristically better-aligned training
instances for data-to-text generation as an oracle to guide the generation model to better
select more faithful training instances and reduce the weights of those noisy instances. In
detail, we first use a heuristic rule to give each instance a weight of faithfulness and select a
subset of training instances with high weight as the oracle training data.

Then, we perform the meta gradient descent to adjust the instance weights by mini-
mizing the MLE loss of generation on the oracle training subset. Figure 2 demonstrates the
optimization procedure. To our best knowledge, we are the first to alleviate noise in the
distantly-supervised data-to-text task via meta learning. In addition, we rewrite the noisiest
training instances with a low weight with a fairly trained text generator, turning them into
better-aligned training instances. In this way, the model can generate more faithful content
with a higher-quality training corpus.

Update
D Input Data Aligned Text D Input Aligned Weight D Input | Aligned Weight ID Input Data Aligned Text
Data Text Data Text -
<Albania — Albania — Japan <Albani <A\bama| N Allbanla y Japahn
Japan relations, | relations are the <Albania | Albania — 4 |Albania— “ ?laptan re atf\ons‘ Le‘a:mn‘s ar‘ett e
#1 instance_of, | bilateral relations - Japan Japan - Japan Els ?HC?‘O ! b‘f era r;il?} ons
bilateral between Albania #1 | Japan - | relations | 0.38 #1 | bilateral relations | 0.45 ‘|ater?]> edv\geen ania
relation> and Japan . bilateral | are - relation | 8¢ relatio and Japan .
relation> | Japan . N Japan
<Johnny Apollo, ol onmm <Johnny Apollo|
director, Henry | Johnny Apollo is <Johnny y Y director, Henry |Johnny Apollo is
#2 | Hathaway> Y a 1940ycn}r3ne film ::> Apollo, A:)Z’:Igr})s/ a ::> Apollo, | Apollo is ::> #2 |Hathaway> a crime film
<Johnny Apollo,|  directed by #2 1040 034 #2 - ald0 | 47 <Johnny Apollo/directed by
genre, crime |Henry Hathaway. Genre, . ’ Genre, - genre, crime  [Henry Hathaway.
film> crime Hathawa crime | Hathawa film>
film>. 4 film>. .
<Kirsten Kirsten Peetoom <Kirsten| . <Kirsten
n Peetoom, | (born 1 October <Kirsten | Kirstenl 4n | Peetoo Klrs.t>en1 Peetoom, Kirsten Peetoom
date_of_birth, | 1988 ) is a Dutch #n |Peetoom, - 028 n m, 0.18 #n date_of birth, |was born on 1
1 January professional racing R i 1 January January 1988,
1988> racing cyclist. 1988> | cyclist. 1988> | ovelist 1088>
Input data Weighted data Reweighted data Rewritten data

Figure 2. An illustration of the step-by-step optimizing process, given the noisy training instances.
It consists of two modules: the corpus reweight module (i.e., rule-based weight and meta-based
reweight) and the corpus rewrite module (i.e., weight-based rewrite). For a given batch of data, we
first use heuristic rules to determine the weight of each training instance. Then, we use meta learning
to further optimize those weights, given the model’s performance on an oracle training subset, which
consists of better-aligned training instances. In the end, we rewrite those poorly-aligned training
instances, indicated by the low weight, into better ones with the trained model.

Finally, we construct a new dataset, called DIST-ToTTo, to evaluate the models’ ability
to generate faithful text while training on the noisy corpus. Specifically, this dataset
derives from ToTTo [8], which is constructed by first crawling text and then employing
human annotators to filter hallucination from the crawled text. While this human-in-the-
loop construction method can produce a high-quality corpus, it requires a great deal of
resources, making it difficult to expand domains.

In order to ease the burden of annotators to the full extent, we collect the crawled
text as training examples and automatically extract triples from the text, following the
extracting process in Fu et al. [6]. We conduct experiments on both the WITA and DIST-
ToTTo datasets and apply our training procedure to both the strong base model and the
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current state-of-the-art model DSG. Those experiments show our approach’s effectiveness
in dealing with noise in a training corpus and can help existing models to enhance their
ability to generate higher fidelity text.

The contributions of this paper can be summarized as follows:

* A meta-learning-based corpus reweight module for distantly-supervised data-to-text
generation is proposed to alleviate the negative impact on training a neural data-to-text
model with a noisy training corpus.

* A corpus rewrite module, which reduces noise in low-quality training instances, is intro-
duced to provide a corpus with better fidelity for training the neural data-to-text model.

* A new distantly-supervised data-to-text generation corpus, called DIST-ToTTo, is
constructed. Evaluation results on both WITA and DIST-ToTTo demonstrate that our
proposed corpus reweight and rewrite modules can boost both the base model and
SOTA'’s performance in generating faithful text.

2. Related Work
2.1. Data-To-Text Generation

Data-to-text generation task has two major types of methods: pipeline-style
systems [9,10] and end-to-end models [2,3]. The former decouples the generation pro-
cess into sequential stages, including the content planning stage, which selects and orders
the important information from the input and surface realization, which convert the content
plan from the previous stage into natural language [9,10]. The latter entangles all stages and
generates text directly from structured data via a neural sequence-to-sequence framework.

In recent years, neural end-to-end data-to-text generation models [2,3] have be-
come the main framework for this task with the help of high-quality datasets. Some
explore how to enhance the content selection ability of the neural sequence-to-sequence
model [3,12]. The first proposes a pre-selector for selecting data. The second one uses the
pointer network [25] to select important data and then uses an encoder-decoder model to
generate text. Some studies have explored how to improve the fidelity of text [13,14].

The first one used optimal transport to measure the information distance between
data and text, while the other attempted to exploit a pretrained language model to enhance
fidelity. Another line of work [15,18,19] is to incorporate reasoning capacity into the
neural data-to-text model to generate more informative and accurate text. The first two
papers proposed challenging datasets that specifically require the model to perform logical
reasoning for generating text.

The third one explored the use of self training to automatically generate a logical form
that can teach the model how to reason. Recently, few-shot data-to-text generation [20-23]
has attracted increasing attention. Some incorporate memory module [26,27], while some
exploit data augmentation based on existing training set [28,29]. Kasner and Dusek [30]
explored a zero-shot setting that utilizes a handcrafted template to transform triples into
textual facts and uses neural modules to plan and form the final text.

Apart from the works above that require a well-aligned training dataset or handcrafted
template, Fu et al. [6] proposed a partially aligned data-to-text generation task that can
automatically construct the corpus, providing an efficient measure for training a data-to-text
system in new domains. They sampled text from Wikipedia and automatically retrieved
structured data with the knowledge base wikidata. This enables data-to-text generation for
domains that lack a well-aligned dataset. The main challenge lies in dealing with the noise
in the automatically constructed corpus, that is, text may contain information that is not in
the input data.

We evaluated our model on the benchmark dataset proposed by Fu et al. [6], but
the method can be easily extended to other domains when training on corresponding
domain-specific datasets.
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2.2. Meta Learning

Meta learning [31], also known as learning to learn, is one of the potential techniques
for enabling an artificial agent to mimic a human’s ability in using past experience to
quickly adapt to unseen situations. In meta learning, the training corpus is split into
support sets and query sets. In order to learn the ability of fast adaptation, the model is
“trained” on the support set first, also known as the inner loop, allowing the model to adapt
to the new data. Then, the model is “evaluated” on the query set, also known as the outer
loop, to assess its performance on the new task. During training, by first training the model
on the support set and then minimizing the model’s loss function on the query set, the
model is trained to adapt to new tasks through second-order gradients.

Meta learning [32] has been applied widely, especially in domain adaption [31,33,34].
As in the context of improving the model’s ability of better domain adaption, the main
idea is to learn the general model parameters, which consists of general features that are
suitable to most tasks, and then to quickly adapt to new tasks when finetuned on a batch of
data of the new task. Section 2.2 has more information regarding this.

The closest related works that involve meta learning are data reweight applications via
meta learning in image classification [35,36], relation classification [37] and named entity
recognition [38]. To the best of our knowledge, we are the first to alleviate the noise in
distantly-supervised data-to-text tasks via meta learning. In addition, we propose to rewrite
the noisiest training instances, as deemed by the model, in order to provide a higher-quality
training corpus for training a more faithful neural data-to-text generation model.

In this paper, we heuristically construct an oracle training subset, consisting of better-
aligned training instances, as detailed in Section 4.1. We regard this oracle training subset
as the query set and regard the noisy training corpus as the support set. In the inner loop,
we train the text generator on the noisy training corpus with learnable weights for each
training instance, and, in the outer loop, we learn the weight for each training instance with
respect to the model’s performance on the oracle training subset.

Following previous work [37,39], we regard each batch of training instances as a task
and push the weight of each training instance to a direction in which the outer loop with
an oracle training subset has better performance (i.e., lower loss). As a result, given a batch
of instances” weight to be optimized for, we associate a higher or lower weight based on
the second-order gradients produced by the outer loop with an oracle training subset and
the inner loop with the noisy corpus. The idea is that the increase or decrease in weights
for each noisy training instance is based on whether they can maximize the performance
(i.e., minimize loss) of the model on the oracle training subset.

Particularly, the updating process for our weight parameters can be explained by
training instances that better comply with the meta-data knowledge (i.e., oracle training
subset) will be improved, while those violating such meta-knowledge will be suppressed.
This tallies with our common sense on the problem: we should reduce the influence of those
highly noisy training instances while emphasizing the well-aligned ones. In the previous
DSG (abbreviation for Distant Supervision Generation) framework, the disagreeing instance
can adversely affect the optimization of the text generator. However, our method can
alleviate its adverse effects by reducing the weight of such instances.

3. Background
3.1. Task Definition

For the data-to-text task, we can formulate each training instance as a pair of structured
data and the corresponding text E = (D, T). Structured data take the form of multiple
triples, which can be formulated as follows: D = {r;}N . Each triple can be seen as
{ri} =< re;,rtj,rv; >. The re; represents the entity’s name, rt; means the type of this
information, and rv; is the corresponding value. Please note that re;, rt; and rv; can all be
viewed as a sequence of words. The model needs to learn to generate text T = {y1,y2, ..., 1.}
to faithfully and fluently describe all the information in the structured data. N represents
the number of records and L represents the number of words in the text.
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However, for the distantly-supervised data-to-text task discussed in this paper, the
training dataset was constructed by extracting triples from text automatically using the
information-extraction method. Thus, the training dataset contains “noise”, since the
extraction method could miss some information in the text, so the structured data in the
automatically constructed training corpus may not cover all the information in the reference
text. In this paper, we define “noise” as the words or phrases describing the information
that are in the reference text but are absent in the automatically extracted structured data.

3.2. Base Models

In this paper, we apply our approach to two models: S2ST (abbreviation for Sequence-
to-Sequence Transformer) and the state-of-the-art DSG (abbreviation for Distant Supervi-
sion Generation) model.

S2ST: during training, given structured data D and their corresponding text T, the
model is expected to maximize the conditional probability:

L

P(T|D) = [ P(vtly<t, D 1)
=1

t is the timestep of the decoder. We choose a Sequence-to-Sequence structure, consisting
of a Transformer [40], as one of the base models. It is an attention-based model which
has been proven effective in many tasks, including the distantly-supervised data-to-text
task [6]. The Transformer model has two modules: transformer encoder and transformer
decoder. The former represents the data with multi-layer self-attention-based structure:

H; = Enc(D) (2)

Then, the decoder uses the input feeding technique to take the previous target text
as input, attending to related information in the data representation Hy and generating
text word-by-word. During training, it uses the negative log-likelihood of the target text
as the objective function. By minimizing the negative log-likelihood, the model can learn
how to generate text with reference text as the example. More details can be found in
Vaswani et al. [40].

DSG: a DSG (abbreviation for Distant Supervision Generation) framework [6] is pro-
posed to tackle the task. Their framework can deal with the challenging over-generation
problem when training on the distantly-supervised data. It first trains an estimator to
calculate each word’s supportiveness in the target sentence with respect to the input data,
i.e., how likely the word is conveyed by the input triples. The estimator will produce a
supporting matrix S where §; ; represents the supportiveness of the ith word in the data
that support the jth word in the text.

The supportiveness score vector is aggregated from S [6] as below:

IN]

s; = logZexp(S[/j), (3)
i=1

where s; is the jth element of the vector s € R™, and it stands for input data N’s sup-
portiveness to the jth word in text. Then, the framework employs a S2S (abbreviation for
Sequence-to-Sequence) neural model to encode the input data and generates the descrip-
tive text accordingly. In the training procedure, a supportiveness adaptor is used to adapt
the estimated supportiveness into the loss function, while in the generation procedure, a
rebalanced beam search is used to generate text with the supportiveness scores.

4. Approach

As shown in Figure 3, we use a heuristic structured data extractor to automatically
construct data-to-text generation datasets, given text reports only. After training the text
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generator, we can use it to automatically generate the text report for the structured data
collected from the stock market, knowledge base, etc.

Structured Data for
Knowledge ..
*

Structured Data Extractor Text

Generator
Text Reports for /
Knowledge e
Trainin
~ )
Training Stage
Inference Stage
Stock Market Knowledge ‘ Text -
Base Data Generator q Text Report

Figure 3. The functional framework of distantly-supervised data-to-text generation. In the training

stage, given text reports for different sources, such as the text for the stock market or the text for the
knowledge base, a heuristic structured data extractor is employed to automatically extract structured
data from text. Then, the paired data instances can be used to train a text generator. In the inference
stage, given structured data, the text generator can automatically generate text reports to help users
better understand the meaning behind those data.

Figure 4 shows the overall training procedure. Dealing with the noise in the auto-
matically constructed corpus, as described in Section 3.1, we propose the following three
modules to address the challenge:

* InSection 4.1, we construct an oracle training subset, which can provide guidance on
what kind of training instances are of high quality for the model.

¢ InSection 4.2, we propose a corpus reweight module, which utilizes meta learning to
dynamically adjust the training instances’” weight during training, in order to mitigate
the negative impact of those low-quality training instances.

¢ In Section 4.3, we propose a corpus rewrite module that transforms the noisiest
data-text training pairs into better-aligned ones, guiding the model to generate text
more faithfully.

4.1. Oracle Training Subset Construction

We construct a small set of D41, which has better alignment between data and text.
It is considered a standard that can be used to evaluate other training instances’ quality.
First, we define a data quality confidence score cs;. Given a data-text pair, we regard the
noun phrases in the text as candidates and construct a set candidateSet;. Then, we try to
string match each candidate noun phrase against those in the data. If a match is found,
then the information reflected by the noun phrase in the text is considered consistent with
the data. If not, it is considered a hallucination. The data quality confidence score is defined

as follows:
|candidateSet; € NP(D;)]

|candidateSet,|

4)

Ccs; =

Then, we include training instances with data quality confidence score higher than the
threshold to D,4c.. The cs; can also initialize the weight of training instances for the corpus
reweight module.
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High weight
E:(D, T)E:(D,Za) D()rm‘/e

Reweight

Text Generator * |

{

Figure 4. Implementation of our approach, which consists of corpus reweight module and corpus

E'=(D,T)

rewrite module. The former uses meta objective function to learn weights for training instances,
while the latter rewrites those training instances with low weight.

4.2. Corpus Reweight Module

Generally, a well-aligned training instance can help the model learn how to write a
text report faithfully based on structured data, while a low-quality training instance may
misguide the model and let it learn to generate hallucinated expressions. We leverage
the Dy;4c1. using meta-learning-based corpus reweighting algorithm to increase weight for
well-aligned instances while reducing weight for low-quality ones. As shown in Figure 4,
the corpus reweight module can be decomposed into two major optimization steps: the
first step is using meta gradient descent to reweight the corpus and the second step is to use
the weights for optimizing text generation model with respect to its MLE loss. The whole
training process iterates between corpus reweighting and text generator optimization.

In this paper, we utilize online meta learning [37] for data-to-text generation, which
dynamically learns the corpus weights for each batch of training data via second-order
derivative. In the corpus reweighting phase, given a batch of training instances Dy, and
the weight vector a, which is initialized by the quality measure, as defined by Equation (4),
we update the new set of weights as follows:

0'(a)=00)— BV ( Y aiLlgen(fo(Di), Th)) )

(D;,T;) €Dpaten

Lgen is defined Equation (10). fy(,) represents the text generator with parameter 6(a) and
6(a) refers to the text generator’s parameter with weights a for training instances in the
batch. We update 6(a) to a new text generator with new parameters and weights 6 (a') in
temporary as Equation (5). Please note that the temporary 0 (a') is only used to optimize
corpus weights.

Based on the temporary text generation model 6 (a/ ), the meta learning loss Lyetq is
the loss on the oracle training subset and is only used to update the weight a:

Loea(0 (@) = Y, Lganlfy () (D), Ty) ©)
(Di/Ti)EDoracle

After optimizing over the L.+, we can optimize a through second-order derivatives. Thus,
the new weight vector a* can be obtained by minimizing the meta learning loss Leta.
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With the optimized instance weights a*, we can update the text generation model
according to Equation (7), which is the actual step to update the parameters of the
text generator:

0" =0 — BV Z a;f/:gen(ff)(Di)/ Ti) : @)
(D;, T;) €Dpatch

In this corpus reweight module, the a is optimized so that the text generator can
perform better with respect to the D,,,.,. With such an optimization step, we could
maximize the role of those training instances, which potentially have better-aligned data-
text pairs.

4.3. Corpus Rewrite Module

Since low-quality training instances impose negative impacts on the model’s training
process, we propose to rewrite the poorly-aligned training instances with the fairly-trained
text generator. We sample the training instances that its corresponding weight a; is below
the threshold 0.2, which is selected based on model’s performance on the development set,
for rewriting.

Since we want to provide higher-quality training instances for those sampled poorly-
aligned training instances, we first pretrain a text generator with the help of the corpus
reweight module, described in Section 4.2. The idea behind this is that a fairly-trained text
generator is needed in order to produce better-aligned text for structured data. Then, we
feed the structured data to the text generator. During generation, given the structured data,
the text generator will generate the text from the vocabulary word-by-word:

T
y; = arg maXH P(yi,tlyi,a/ D;) ®
y,  t=1

Next, we determine whether the written text is better than the original text. We
calculate the weight for the new text y;, which can be initialized using Equation (4). By
comparing the new a; with the original a; for original text y;, we can decide which is better.
If the rewritten text gets higher weight, with respect to the structured data input, we replace
the original text in the corpus with this rewritten higher-quality text:

* : *
g — yi, ifag>ag
1 - .
yi, ifag <=ag

©)

4.4. Training

Given a batch of input data {D}¢ and the corresponding text {Y}, we define L, of
text generator as optimizing the MLE (Equation (10)). Please note that M, represents the
length of the text, while G represents the number of batches. Z is the normalization factor.

1 G Mg
Egen = _2 2 Zlogp(ygftw‘yg,egtl Dg) (10)
g=1t=1

4.5. Algorithm

We illustrate the iterative algorithm for model training in Algorithm 1. First, we
pretrain the text generator with the original MLE loss. Then, we employ the corpus
reweight module. At epoch t, We apply the online reweighting algorithm, which updates
a* and 6 using batches of training data and the meta objective function (lines 3-6). Then,
we rewrite the noisiest data-text pairs with the fairly trained text generator (lines 7-11).
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Algorithm 1 Our approach for data-to-text generation model from noisy data.

Require: Dy, (the whole training dataset), Dyt (a batch of training data), Dosacle (an
oracle training subset with better-aligned training instances), fy (parameters of the text
generation model), a* (the weight of each training instances with meta learning (Leta,
Equation (6))), ¢s; (the data quality confidence score of training instances (Equation (4)))

Ensure: 6y (the learned parameters of the text generation model after N epochs)

1: Pre-train fy on Dyqin for multiple epochs
2: forepocht =1to N do
3:  for each batch Dy, in Digqin do
Minimize Ly.t, with Equation (6) via Dpaen and Dgyacle and obtain the a*
Update text generator with a* using Equation (7)
end for
for each batch Dy i in Dypain do
if cs; < threshold then
uses the text generator to produce new reference

10: end if

11:  end for

12 Reload the training dataset with some poorly-aligned data-text pair replaced by the

newly generated text

13: end for

R AR

5. Experiments
5.1. Setup
5.1.1. Dataset

The WITA (https://github.com/fuzihaofzh/distant_supervision_nlg, accessed on 16
September 2022) [6] dataset is split into a training set, a development set and a testing set
of 50,000, 5000 and 400 instances, respectively. The testing set is manually constructed,
while the training and development sets are automatically constructed. In addition, we
collect the DIST-ToTTo dataset, described in Section 1, providing another testbed to assess
models” performance on dealing with noisy corpus. For constructing the training set
and development set, we collect the crawled version of the text from ToTTo [8] dataset
and replace the noisiest 20% of raw text, measured by data quality confidence score
(Equation (4)), which is inspired by Fu et al. [6], with the manually annotated version
from ToTTo.

For the testing set, we collect all the text from the manually annotated version from
ToTTo to assess the model’s ability to generate faithful text. Since the test set of ToTTo is
not publicly available, we split the original development set into the development and test
set for DIST-ToTTo. The resulting dataset consists of 120,861, 3836 and 3836 examples for
training, development and test set, respectively.

Table 1 demonstrates the data statistics of both the WITA and DIST-ToTTo datasets.
DIST-ToTTo has 2.3 times larger corpus and the length of reference is longer than WITA.
The variance of the number of input structured data (KB) is larger than WITA, while the
mean and the median number of input data is comparable with WITA. Furthermore, the
vocabulary size is 1.5 times larger than WITA, all suggesting that DIST-ToTTo provides
a more challenging testbed for evaluating models’ ability to generate faithful text when
dealing with noisy data.
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Table 1. Statistics of WITA (abbreviation for the data source Wikipedia and Wikidata) and DIST-ToTTo
(abbreviation for Distantly-supervised Table-To-Text) datasets. KB number refers to the number of
knowledge base triples, that served as the model’s input, for each data instance. For the text length
and KB number, the data are mean, median, min and max, respectively. The statistics of WITA are
from Fu et al. [6].

WITA DIST-ToTTo
Size 55,400 128,533
Text Length (18.8, 17,5, 59) (24.0, 22, 3, 81)
KB Number (3.0,3,1,11) (3.5,3,1,130)
Vocabulary 102,404 153,963

5.1.2. Evaluation Metrics

Following Fu et al. [6], we use the following evaluation metrics to assess models’
performance with the evaluation script by Novikova et al. [41]:

e BLEU [42]: It evaluates the model’s generated text’s quality based on the n-gram
overlap between generated text and reference text. The output of BLEU ranges from
0% to 100%. If the generated text is identical to the reference text, the score will be
100%. If the generated text shares no n-gram overlap with the reference text, the score
will be 0%. The calculation of BLEU is illustrated in Equation (11). It consists of the
following three parts. P, is the n-gram precision of the generated text, compared to the
reference. wy, is a positive weight for each n-gram. BP is the abbreviation for brevity
penalty, which will penalize those generated texts that are shorter than reference, since
the shorter the text, the higher precision it can potentially obtain. In practice, we report
the BLEU score with N = 4 and the uniform weights w, = }1.

N
BLEU = exp( ) wy,logPy) - BP (11)
n=1

e NIST [43]: It proposes information-weighted N-grams counts that weigh more heavily
to the N-grams that are deemed more informative (i.e., occur less frequently than
others). The details can be found in Doddington [43].

*  METEOR [44]: In addition to exact string matching between words in generated text
and reference, it proposed to use WordNet to match words that share the same stem or
are synonyms of each other, since those words share the same meaning. Furthermore,
it proposes to group words in the text into chunks and use this to measure how well-
ordered the words in the generated text are with respect to the reference. Equation (12)
shows how the METEOR score is calculated. The Fmean combines the precision and
the recall of generated text. The Penalty is based on the number of chunks in the
matched sequence in the generated text. The fewer the chunks are grouped, the better
the words are ordered, compared to the reference.

METEOR = Fmean - (1 — Penalty) (12)

e ROUGE] [45]: It proposes to use the Longest Common Subsequence (LCS) to match
the generated text and reference. Equation (13) shows that ROUGE], is the F-measure
of the precision and recall of the length of matched LCS. Since the § will be set to a
large number, this measure is actually recall-oriented.

2
ROUGE; — (1+/3—)Rzzcstcs
Rlcs + ;B Plcs

¢ CIDEr [46]: It proposed to use Term Frequency Inverse Document Frequency (TF-IDF)
as weights to characterize the similarity between the generated text and reference and
use cosine similarity function to calculate the CIDEr score. The idea of using TF-IDF
is that it will give higher weight to infrequently occurring words in the dataset and

(13)
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lower weight to those commonly occurring words, as the latter will be deemed less
informative. The details can be found in Vedantam et al. [46].

5.1.3. Implementation Details

We follow Fu et al. [6]'s training configurations for the base model and DSG part. We
chose the introduced hyper-parameters based on performance on the development set. The
model is built on Fairseq [47]. We manually tune hyper-parameters on the development set
and pretrain the model with MLE loss for 19 epochs from {15, 16, 17, 18, 19, 20, 21, 22, 23} on
S2ST and 34 epochs from {30, 31, 32, 33, 34, 35, 36, 37, 38} on DSG for WITA dataset, before
finetuing with corpus reweight module. For DIST-ToTTo dataset, the S2ST is pretrained for
26 epochs from {22, 23, 24, 25, 26, 27, 28, 29, 30 } and DSG is pretrained for 39 epochs from
{35, 36, 37, 38, 39, 40, 41, 42, 43 }. The threshold for the rewrite module is set for 0.2 from
{0.1,0.2,0.3, 0.4, 0.5}. The learning rate S is set for 0.02 from {0.01, 0.02, 0.03}. D + Full takes
12 h to train on a single Tesla V100-SXM2-16GB on the DIST-ToTTo dataset.

5.2. Results
5.2.1. Comparing Methods

We apply our approach to a base model and a state-of-the-art model with ablations.
The methods for comparison are as follows:

e S2SL follows the Pointer-Generator [48] framework that employs copy mechanism
and coverage to a LSTM-based [49] encoder—decoder framework. This has been a
competitive model in the WebNLG [50] task.

e  S2SG is a variant to S2SL, which uses GRU-based [51] encoder-decoder framework
instand of the LSTM-based one in S2SL.

e  S25T employs a Transformer [40] model for the S2S (abbreviation for Sequence-to-
Sequence) data-to-text generation, which is proven to be more effective than a tradi-
tional 525 model, equipped with an attention [52] and copy [53] mechanism, as in Fu
etal. [6].

e  DSG is the current state-of-the-art model [6] for this task. It trains an estimator to
penalize unrelated words in the vocabulary based on the structured data input and
uses it to rebalance the beam search.

e  S2S5T + Meta can be considered as an ablation study that only employs the corpus
reweight module to the S2ST model.

e S2ST + Full fully employs our approach, consisting of both a corpus reweight and
corpus rewrite module, to the S2ST model.

* D+ Meta can be considered as an ablation study that only employs the corpus reweight
module to the DSG model.

* D + Full can be considered as the full model, which employs both the corpus reweight
and corpus rewrite module to the state-of-the-art model DSG.

5.2.2. Automatic Evaluation

Table 2 shows the evaluation results for applying our model to S2ST and state-of-the-
art DSG on both the WITA and DIST-ToTTo datasets. In general, our approach is effective
for both the base model S2ST and the state-of-the-art DSG with improvements consistently
across all evaluation metrics on both the WITA and DIST-ToTTo datasets (S2ST + Full v.s.
S2ST and D + Full V.S. DSG).

For example, regarding the widely used metric BLEU, our model (D + Full) improved
the state-of-the-art DSG from 56.69 to 58.80 on the WITA dataset, obtaining an improvement
of 3.72%. Furthermore, on the same dataset, in terms of another widely used metric
CIDEr, our model (D + Full) alleviated the metric from 5.380 to 5.573, obtaining a 3.59%
relative improvement. On the DIST-ToTTo dataset, our model (D + Full) achieved similar
performance compared to the state-of-the-art model DSG.
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We additionally have the following observations: (1) Our model’s further improve-
ment on the DSG model, which is designed to penalize unrelated words in the vocabulary
according to structured data input, showed that penalizing poorly-align data-text pairs
during the training process was complementary to the DSG. (2) Our approach can bring
more improvements for the S25T model compared with DSG. This is because noisy data
have a worse impact on S2ST due to its lack of design to combat the noises in the distantly
supervised corpus. (3) Ablations showed that both the corpus reweight module and corpus
rewrite corpus contributed to the overall improvement for both models across evaluation
metrics, as additionally applying the corpus rewrite module (S52ST + Full and D + Full) to
a model only equipped with the reweight module (S2ST + Meta and D + Meta) further
improved the performance in all metrics.

Table 2. Automatic evaluation results on both datasets’ test set. We applied our approach to the
base model S2ST (abbreviation for Sequence-to-Sequence Transformer), which is represented as
S2ST + Full and the state-of-the-art DSG (abbreviation for Distant Supervision Generation) model,
noted as D + Full. Furthermore, we include the ablation results in this paper by only applying the
corpus reweight module to the corresponding model (52ST + Meta and D + Meta). The results show
that both the proposed corpus reweight and corpus rewrite modules can improve the base model
S2ST and the state-of-the-art model DSG across all five metrics on both WITA (abbreviation for
the data source Wikipedia and Wikidata) and DIST-ToTTo (abbreviation for Distantly-supervised
Table-To-Text) datasets. Particularly, our model (D + Full) can improve the state-of-the-art model
DSG by 3.72% on the WITA dataset and 3.82% on the DIST-ToTTo dataset in terms of the widely used
metric BLEU (abbreviation for BiLingual Evaluation Understudy).

Dataset Model BLEU NIST METEOR ROUGE| CIDEr
S2SL 48.08 8.459 38.75 70.92 4415
525G 4778 8.267 3831 7221 4543
$2ST 54.52 8.631 4185 73.81 5.045
WITA DSG 56.69 9.241 43.09 76.26 5.380
S2ST + Meta 55.33 8.925 4225 74.86 5.150
S2ST + Full 56.34 9.097 4275 75.71 5.255
D + Meta 58.00 9.304 43.85 76.72 5.486
D + Full 58.80 9.341 44.10 77.14 5573
S2SL 25.05 6.555 26.23 48.32 2.140
$25G 24.41 6.727 25.73 47.72 2.050
$2ST 35.91 8.343 31.64 54.89 2.697
DSG 38.22 8.323 33.09 57.60 2.950
DIST-ToTTo S2ST + Meta 38.52 8.869 33.11 57.14 2.898
S2ST + Full 39.10 8.931 33.82 57.61 2.944
D + Meta 39.03 8.690 33.70 58.16 3.019
D + Full 39.68 8.785 34.02 58.68 3.084

5.2.3. Human Evaluation

We compare the S2ST, S2ST + Full, DSG and D + Full model performance on the test
set for both the WITA and DIST-ToTTo datasets in human evaluation. We sampled 50
generated texts on the test set for each model, arranged the results of those models into
pairs and asked three human raters to determine which one in the pair performed better in
terms of grammaticality (which one is more fluent and grammatical?) and fidelity (which
one is more faithful to the data?).

If the human raters deem those texts generated from two different models are of the
same quality, they are allowed to assign a 0.5 score to each of the two models. Each example
was evaluated by three different graduates, who are proficient in English, and we report the
average of three human raters’ results in Table 3. The reported result is the subtraction of
the percentage of time a system is considered better and when considered worse. It can be
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seen that our model can help improve the S2ST and DSG in terms of both grammaticality
and fidelity on both the WITA and DIST-ToTTo datasets, respectively.

For example, on the WITA dataset, our model (D + Full) obtained scores 12.67 and
11.33, in terms of grammaticality and fidelity, respectively. Both exceed the state-of-the-art
model DSG’s 11.33 and 7.44, respectively. On the DIST-ToTTo dataset, these conclusions
still stand in terms of both grammaticality and fidelity. These results support our claim that
reweighting training corpus based on each data-text pair’s quality via meta learning and
rewriting those poorly-aligned data-text pairs during training can help the model learn to
generate more faithful text. Overall, our model can produce faithful text while keeping
relatively good grammaticality.

Table 3. Human evaluation results on WITA (abbreviation for the data source Wikipedia and
Wikidata) and DIST-ToTTo (abbreviation for Distantly-supervised Table-To-Text) datasets. The
score in the table is calculated as the percentage of time the model is considered better minus the
percentage of time it is considered worse. We use Kappa [54] to evaluate the agreement between
evaluators. On the WITA dataset, the Kappa values on grammaticality and fidelity are 0.4 and 0.56,
respectively. On the DIST-ToTTo dataset, the Kappa values on grammaticality and fidelity are 0.45
and 0.52, respectively.

Dataset Model Grammaticality Fidelity

S2ST 11.61 5.72

S2ST + Full 16.17 12.06
WITA DSG 11.33 7.44

D + Full 12.67 11.33

S2ST 7.72 —2.67
S2ST + Full 11.67 7.5

DIST-ToTTo DSG 15.06 11.28

D + Full 20.00 22.78

5.3. Analysis
5.3.1. Over-Generation Error Analysis

Following Fu et al. [6], we quantitatively analyzed the over-generation problem by
counting the over-generated n-gram tokens. In detail, given generated sentences, we first
filtered the stopwords. Then, we counted those remaining n-gram tokens if they do not
appear in the structured data and report the statistics in Table 4. Lower over-generation
tokens indicate that text is more faithful to data. Our approach can improve both the S2ST
and DSG models across all four n-grams statistics on both datasets. On WITA, our model
can reduce 8.8% over-generated 1-gram for the S2ST model (down from 624 to 569) and
6.2% over-generated 1-gram (down from 463 to 434) for the DSG model.

On DIST-ToTTo, the reduction percentages are 18.1% and 9.1%, respectively. Our
model (D + Full or D + Meta) exceeds the state-of-the-art model DSG across all kinds of
n-gram metrics. We hypothesize that this is because reducing the low-quality data-text
pairs’ negative impact during training can alleviate the model’s burden that being forced to
learn to generate hallucinations. This automatic evaluation result aligns with the human
evaluation’s fidelity test. Both show that our model can enhance the model’s ability to
generate faithful text.

5.3.2. Noise Effect Analysis

Since the dataset contains noise among its training instances, the straightforward
way to avoid the noise is to drop the noisiest data from the dataset, avoiding the model
from being misguided by them. Using the data quality confidence score for each training
instance, we can filter those with the lowest score. Take the last instance in Figure 2 as the
example, the input information is <Kirsten Peetoom, data_of_birth, 1 January 1988> and
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the corresponding text is Kirsten Peetoom (born 1 October 1988) is a Dutch professional
racing cyclist.

Table 4. N-gram statistics for over-generation error analysis. The score reflects the number of
ngram tokens in the text (excluding stopwords) that do not appear in the structured data, which
can potentially be seen as hallucination. While this analysis provides an indication of models’
performance on generating faithful text, which is supplementary to the fidelity metric in human
evaluation (Table 3), it cannot guarantee that reported ngram tokens all contribute to hallucination.
Lower over-generation tokens indicate that text is more faithful to data.

Dataset Model 1-Gram 2-Gram 3-Gram 4-Gram 5-Gram
S2ST 624 2232 2804 2770 2492
S2ST + Meta 588 2158 2733 2693 2406
WITA S2ST + Full 569 2110 2671 2625 2343
DSG 463 2041 2635 2594 2309
D + Meta 431 1998 2606 2590 2317
D + Full 434 1970 2584 2572 2294
S2ST 14234 27539 28954 26320 22769
S2ST + Meta 12096 25496 27249 24832 21343
S2ST + Full 11646 24927 26880 24538 21081
DIST-ToTTo DSG 10183 24437 26659 24473 21098
D + Meta 9336 22620 24629 22362 18954
D + Full 9253 22426 24479 22259 18863

Since the text contains incorrect information and hallucination, which means it contains
information that is not in the input, it has a low data quality confidence score. We rank
the training instances based on the data quality confidence score and purge different
percentages of those poorly-aligned training instances with the lowest data quality score.
We compare the results with the S2ST model trained on the full training set (0%) on the
WITA dataset in Table 5. It shows that by purging 10% of them, the model is slightly
improved on NIST (+2.62% from 8.631 to 8.857), ROUGE], (+0.18%, from 73.81 to 73.94) and
CIDEr (+1.76%, from 5.045 to 5.134) without interference from those noises.

However, after dropping more poorly-aligned training instances, the model’s per-
formance drops instead. With only 50% remaining data for training, the BLEU dropped
significantly (-14.47%, from 54.52 to 46.63). We hypothesize that while dropping those noisy
data can alleviate misguidance, they also hinder the model’s ability to learn how to phrase
the text with the limited dataset. Our model (S52ST + Full in Table 2), which is applied to
S25T, performed better than any settings of dropping noisy data for S2ST on all five metrics.
This indicates our model’s ability to alleviate the negative impact of the noisy data.

Table 5. Noise Effect Analysis on the WITA (abbreviation for the data source Wikipedia and Wikidata)
dataset. We drop those training instances with the least quality, measured by the data quality
confidence score and train the S2ST (abbreviation for sequence-to-sequence transformer) model on
the dropped datasets, respectively.

Drop

BLEU NIST METEOR ROUGE CIDEr
Percentage

0% 54.52 8.631 41.85 73.81 5.045
10% 53.20 8.857 41.27 73.94 5134
20% 52.79 8.734 41.37 73.70 5.006
30% 51.69 8.675 40.69 72.97 4.852
40% 48.81 8.479 39.15 71.12 4.602
50% 46.63 8.209 37.98 69.75 4412

S2ST + Full 56.34 9.097 42.75 75.71 5.255
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5.3.3. Case Study

We compare our approach’s results against two strong models on both the WITA
and DIST-ToTTo datasets in Tables 6 and 7. In general, our model can faithfully illustrate
information given in data with less hallucination that cannot be inferred from data.

Our approach has nice properties in these cases: (1) It does not include hallucination
that cannot be inferred from data, while S2ST or DSG tends to generate some (e.g., “2003”,
“2012” in the first example in Table 6), marked in red; (2) Our model can sometimes better
describe information from the structured data with less missing information, while S2ST
misses the type of painting in the second example in Table 6; (3) Our model, especially
when applied to the state-of-the-art DSG, generates text with high fidelity. For instance,
DSG generates incorrect expressions in the third example in Table 6, while our model does
not. Results on the DIST-ToTTo dataset (Table 7) share similar conclusions above.

Table 6. Case study on the WITA dataset. The bold font stands for hallucination that cannot be
inferred from data. The [MI] ([missing information]) indicates that some information in the data is

not illustrated in the text and the italic font stands for incorrect or repetitive expressions.

KB S2ST S2ST + Full DSG D + Full Gold
(The Keys of the
Kingdom, author, The Keys. of the The Keys of the The Keys of the The Keys of the
X Kingdom is a 2003 . . . . ) . The Keys of the
A.J. Cronin), (The Kingdom is a Kingdom is a 2012 Kingdom is a . .
novel by Kingdom is a
Keys of the . novel by A.J. novel by A.J. novel by A. J.
. American author . . . novel by A.J.
Kingdom, genre, . Cronin. Cronin. Cronin. .
A.J. Cronin. Cronin.
novel)
(The Roaring
Forties, creator,
Frederick Judd The Roaring The Roaring The Roaring The Roaring The Roaring
Waugh), (The Forties is a [MI] Forties is a 1908 oil Forties is a 1908 Fortiesis a 1908 0il ~ Forties is a 1908 oil
Roaring Forties, painting by painting by [MI] painting by painting by painting by
material_used, oil Frederick Judd Frederick Judd Frederick Judd Frederick Judd Frederick Judd
paint), (The Waugh in 1908. Waugh. Waugh. Waugh. Waugh.

Roaring Forties,
inception, 1908)

(Murdoch
Cameron,
date_of_birth, 31
March 1847),
(Murdoch
Cameron,
date_of_death, 28
April 1930),
(Regius Professor
of Obstetrics and
Gynaecology,
Glasgow, part_of,
University of
Glasgow),
(Murdoch
Cameron,
employer,
University of
Glasgow)

Murdoch Cameron
(31 March 1847-28
April 1930) was an
English professor
of Glasgow at the
University of
Glasgow.

Murdoch Cameron
(31 March 1847-28
April 1930) was
[MI] Professor of
Obstetrics and
Gynaecology at the
University of
Glasgow.

Murdoch Cameron
(31 March 1847-28
April 1930) was a
[MI] Professor of
Glasgow at the
University of
Glasgow.

Murdoch Cameron
(31 March 1847-28
April 1930) was
Regius Professor of
Obstetrics and
Gynaecology at the
University of
Glasgow.

Murdoch Cameron
(31 March 1847-28
April 1930) was
Regius Professor of
Obstetrics and
Gynaecology at the
University of
Glasgow.
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Table 7. Case study on DIST-ToTTo dataset. The bold font stands for hallucination that cannot be
inferred from data. The [MI] ([missing information]) indicates that some information in the data is

not illustrated in text and the italic font stands for incorrect or repetitive expressions.

KB S2ST S2ST + Full DSG D + Full Gold
(Title: Marc Abaya,
Television),
(Television: Ligaw In 2011, Marc Marc Abaya Marc Abaya Abaya playe;l t.he
na Bulaklak) Abava appeared played the role of Abaya played laved as Francis role of Francis in
(Television: ~ [MI] in ABS.CBN's Francis in Francisin M1 %) 5 g an ABS-CBN,
S . ABS-CBN'’s Ligaw  Ligaw na Bulaklak. . Ligaw na Bulaklak.
Francis), Ligaw Bulaklak. na Bulaklak Ligaw na Bulaklak.
(Television: '
ABS-CBN)
{Title: Serbia in the . Atthe 2007 Junior
Junior Eurovision . . Nevena Bozovi¢ ..
Song Contest In 2007 [MI], Serbia Nevena BoZovic Nevena BoZovi¢ represented Serbia Eurovision Song
Partiipation), selected N;evena represented Serbia  represented Serbia pin the Junior Contest, Nevena

(Year: 2007),
(Artist: Nevena
BoZovi¢), (Song:

Bozovi¢ with the
song “Pissi mi mi”.

at the 2007 [MI]
contest with the
song “Pisi mi”.

in the Junior
Eurovision Song
Contest 2007 [MI].

Eurovision Song
Contest 2007 with
the song “Pisi mi”.

Bozovié
represented Serbia
with the song “Pisi

”

“Pigi mi”) m
(Title: The Weight
of These Wings, .
Awards), (Year: The W?Ight of The Weight of At the ACM The Weight of
These Wings was . At the 2017 ACM .
2017), . These Wings won Awards of 2017, These Wings won
L nominated for Awards, the album .
(Association: Album of the Year Album of the Year [MI] won Album The Weight of Album of the Year
ACM Awards), at the 2017 ACM These Wings won at the 2017 ACM
at the 2017 ACM of the Year.
(Category: Album M Awards Awards. Album of the Year. Awards.
of the Year), ’

(Result: Won)

5.3.4. Rewrite Analysis

We demonstrate cases of rewriting the data-text training instance, which is deemed low
quality in the training process (Tables 8 and 9) on both the WITA and DIST-ToTTo datasets.
Due to the limitation of the information extractor [6] that is used to automatically construct
the corpus, the original text of the training instance contains hallucinate expression (e.g.,
“(7 February 1948-11 March 2015)”) or incorrect expression (e.g., “keyboard player and
composer”), as shown in the first example in Table 8, compared to the structured data.
[lustrated by these examples, our corpus rewriting module can help cleanse these kinds
of expressions and produce a better-aligned data-text training instance. For example, it
removes the hallucinate expressions in bold from the original text for all three examples
and further corrects the expression in italics of the first example.

Table 8. Rewrite case for D + Full on the WITA Dataset. The bold font stands for hallucinate
expressions that cannot be inferred from data, and the italics font stands for incorrect expressions that
contradict the data.

KB Original Text Rewritten Text

James Boyd Greenspoon (7
February 1948-11 March
2015) was an American
keyboard player and composer,
best known as a member of
the band Three Dog Night.

(James Boyd, occupation,
American football player),
(James P. Boyd, position_held,
member of the Ontario
Provincial Parliament)

James Boyd is an American
former football player and
member of the Ontario
Provincial Parliament.
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Table 8. Cont.

KB Original Text Rewritten Text
ositioﬁlA}IzTgﬂgibacl)?Kush) Amanikhabale (also
poSIton.. /SN OF 5 ’  transliterated Astabarqaman)  Amanikhabale was the King
(King of Kush, organiza-

tion_directed_from_the_office,

Kush)

was a King of Kush (circa 50
BCE- 40 BCE).

of Kush for Kush.

(MARCbot, manufacturer,
Exponent), (MARCbot,
subclass_of, military robot)

The Multi—function Agile
Remote - Controlled Robot
(MARCDbot) is a military robot
created by Exponent Inc. for
the United States Army
Rapid Equipping Force.

The MARCbot was a military
robot of the Exponent.

Table 9. Rewrite case for D + Full on DIST-ToTTo Dataset. The bold font stands for hallucinate
expressions that cannot be inferred from data, and the italic font stands for incorrect expressions that
contradict the data. The [MI] ([missing information]) indicates that some information in the data is

not illustrated in the text.

KB

Original Text

Rewritten Text

(Title: List of heads of
government of Sierra Leone,
Prime Ministers of Sierra
Leone), (Prime Minister,
Name (Born-Died): Sorie

Ibrahim Koroma (1930-1994)),

(Term of Office, Took Office:
21 April 1971), (Term of
Office, Left Office: 8 July 1975)

From 1968 until 1985, Koroma
served various functions in
the government, including

Minister of Agriculture and
Natural Resources
(1969-1971), Vice-President
(1971-1985) and Prime
Minister (1971-1975),
Minister of Finance
(1975-1978).

Koroma was the Prime
Minister of Sierra Leone from
21 April 1971 to 8 July 1975.

(Title: List of mayors of
Manchester, 1838-1893),
(Mayor: Sir James Watts),
(Tenure began: 1855), (Tenure
ended: 1857)

Sir James Watts JP (6 March
1804-7 April 1878) was Mayor
of Manchester (1855-1857),
High Sheriff of Lancashire
and owner of Abney Hall.

Sir James Watts was Mayor of

Manchester from 1855 to 1857.

(Title: List of the oldest
mosques, Eurasia), (Building:
Masjid Mazin), (Country:

Masjid Mazin is considered to
be the oldest mosque in the

Masjid Mazin is the oldest
mosques in Oman.

Oman) country [MI].

6. Conclusions

Despite the success of data-driven deep-learning models for data-to-text generation,
they require large-scale, high-quality data for training, limiting their ability to generalize
to new domains without sufficient training data. The distantly-supervised data-to-text
generation’s ability to automatically generate training instances makes generalization easier.
However, it inevitably induces an over-generation problem: text includes hallucination.

To guide the model to generate more faithful text, we proposed three modules: (1) we
heuristically constructed an oracle training subset consisting of better-aligned training
instances. This can provide a standard for the model to know what constitutes a good
training instance. (2) We dynamically increased the weights of those well-aligned instances
and reduce the weights of low-quality ones with meta learning. (3) We rewrote those
low-quality training instances with the fairly-trained text generation model, providing the
model with better supervision signals to learn how to faithfully generate text.

The automatic evaluation, human evaluation and multiple analyses on both WITA
(abbreviation for the data source Wikipedia and Wikidata) and DIST-ToTTo (abbreviation
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for Distantly-supervised Table-To-Text) datasets showed that our model could improve
both the basic S2ST (abbreviation for Sequence-to-Sequence Transformer) model and the
state-of-the-art DSG (abbreviation for Distant Supervision Generation) model in terms
of fluency and fidelity. In particular, our model improved upon the state-of-the-art DSG
model by 3.72% on the WITA dataset and by 3.82% on the DIST-ToTTo dataset in terms of
the widely used metric BLEU (abbreviation for BiLingual Evaluation Understudy).

In the future, there are some possible directions to further improve the performance
of the distantly-supervised data-to-text generation model. (1) Explore a better strategy to
create an oracle training subset so that meta learning can provide more precise guiding
signals for training. (2) Explore how to automatically produce better training instances
with dual learning. (3) Explore how to integrate domain knowledge to generate better text.
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The following variables are used in this manuscript:

E A training instance consists of the model’s input and target.

D Structured data as model’s input.

T Text about the structured data, which is the target of the model
7 A triple, representing one of the structured data.

re; Entity’s name.

rt; The type of this information.

rv; The value of the triple.

Yt One word in the target text.

S The supporting matrix in a DSG (Distant Supervision Generation) model.
s DSG’s aggregated supportiveness score vector.

candidateSet; Noun phrases in the target text.

cs; Data quality confidence score.

Doracle An oracle training subset with better-aligned training instances.
Dyaten A batch of training data.

fo Parameters of the text generation model.

a* The weight of each training instance with meta learning.

B Learning rate.
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