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Abstract: Connected and automated vehicles (CAVs) involving massive advanced sensors and
electronic control units (ECUs) bring intelligentization to the transportation system and conveniences
to human mobility. Unfortunately, these automated vehicles face security threats due to complexity
and connectivity. Especially, the existing in-vehicle network protocols (e.g., controller area network)
lack security consideration, which is vulnerable to malicious attacks and puts people at large-scale
severe risks. In this paper, we propose a novel anomaly detection model that integrates a continuous
wavelet transform (CWT) and convolutional neural network (CNN) for an in-vehicle network. By
transforming in-vehicle sensor signals in different segments, we adopt CWT to calculate wavelet
coefficients for vehicle state image construction so that the model exploits both the time and frequency
domain characteristics of the raw data, which can demonstrate more hidden patterns of vehicle
events and improve the accuracy of the follow-up detection process. Our model constructs a two-
dimensional continuous wavelet transform scalogram (CWTS) and utilizes it as an input into our
optimized CNN. The proposed model is able to provide local transient characteristics of the signals
so that it can detect anomaly deviations caused by malicious behaviors, and the model is effective
for coping with various vehicle anomalies. The experiments show the superior performance of our
proposed model under different anomaly scenarios. Compared with related works, the average
accuracy and F1 score are improved by 2.51% and 2.46%.

Keywords: connected and automated vehicles; anomaly detection; continuous wavelet transform;
convolutional neural network

1. Introduction

With the rapid development of information and communication technology, connected
and automated vehicles (CAVs) are becoming more and more popular in the modern
vehicle field. CAVs, with plentiful intelligent in-vehicle sensors and electronic control units
(ECUs), are capable of monitoring vehicle states and performing complex functions. All
of the ECUs transmit messages with each other to harmonize and control the different
components of a modern vehicle via in-vehicle networks [1]. Such networks are connected
to external networks by vehicle-to-everything (V2X) technologies [2] to provide advanced
vehicle features.

Though these rapid improvements of complexity and connectivity in CAVs bring
convenience to our daily life, increasing attacks surfacing make CAVs more vulnerable to
various cyber-attacks and faults. In addition, the in-vehicle network, the controller area net-
work (CAN) bus, lacks security mechanisms by design, which has made CAVs increasingly
attacked targets. Malicious adversaries can implement attacks through the approaches of a
physical interface or a remote wireless approach. There have been increasing demonstrated
attacks on modern CAVs in recent years, which has attracted wide attention on modern
vehicle security. In 2019, Amat Cama, and Richard Zhu hacked a Tesla Model 3 through its
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infotainment system [3]. In 2020, a security researcher at Belgian university KU Leuven
entered a Tesla Model X and drove the car off by utilizing the Bluetooth vulnerability
on its key fob [4]. Several security mechanisms such as encryption technologies [5] and
message authentication technologies [6] have been proposed to reduce the security hazards
of in-vehicle networks. However, these countermeasures are not always practical for the
CAVs environment as they all require modifications of the CAN protocol or hardware
equipment and will occupy communication and computation resources [1].

Anomaly detection is considered the effective and practical solution for overcoming
such limitations due to its capability of detecting anomalies in an early period and due to
the backward compatibility of the existing vehicle systems. For instance, Sagong et al. [7]
proposed a motion-based intrusion detection system (MIDS) by using time domain infor-
mation, i.e., modeling the vehicle movement states. Weber et al. [8] utilized the replicator
neural network to capture the time domain series features of CAN signals. The optimized
network was used to reconstruct the signal, and its difference to the input signal was used
to identify anomaly behaviors. In fact, considering the nonstationarity in vehicle sensor
signals and environmental noises, some features of the vehicle’s normal/abnormal state
cannot be captured by time domain-based methods [9], so that there may be a risk of
anomalies going undetected when only relying on time domain characteristics. In addition,
though deep learning technology (e.g., convolutional neural networks (CNN)) has led to
considerable success in two-dimensional visual signals feature exaction, its application for
non-image signals, including in the vehicle anomaly behavior detection field, introduces
new challenges. A naturally conceivable way is to convert the in-vehicle sensor signal
into a two-dimensional form after interception [10]. However, since the raw in-vehicle
sensor signals are usually composed of different frequency components and have abundant
noise, using the raw data can weaken the learning ability of CNN-based anomaly detection
methods [11]. Therefore, there is a great desire for a vehicle anomaly detection method that
is capable of providing sufficient time and frequency domain information of the in-vehicle
sensor signal and one that has the powerful ability of features extraction to obtain a higher
detection accuracy.

In this paper, we propose a time-frequency domain features-based vehicle anomaly
detection model (CWT-CNN) via the integration of continuous wavelet transform (CWT)
and convolutional neural network (CNN) methods. The anomaly deviation of in-vehicle
sensor signals caused by malicious behavior is the key indicator of different attacks or faults
occurrence. In order to exploit the characteristics of the deviation and detect anomalies, we
used CWT to transform in-vehicle sensor signals into a vehicle state image, i.e., wavelet
transform scalogram (CWTS), by calculating the wavelet coefficients. Due to CWT’s
powerful capability of decomposing a signal in different segments locally, the image
features contain more complete time and frequency domain properties of in-vehicle sensor
signals so that it can provide more hidden aspects of the vehicle behavior characteristics.
We employed the CNN method to learn normal/abnormal vehicle sensor behaviors from
the constructed CWTS due to CNN's classification ability of two-dimensional data. CNN
extracts features automatically by exploiting the time and frequency characteristics of the
in-vehicle sensor data to detect anomaly events with a higher accuracy.

The proposed model not only fully exploits the individual advantages of CWT and
CNN, but also forms an overall anomaly detection method with more excellent perfor-
mance due to the integrated configuration. For CWT, the inherent powerful capabilities of
signal time-frequency process can provide more complete information for the in-vehicle
sensor for anomaly analyses. In addition, CWT converts the raw sensor data into two-
dimensional CWTS as the input of the CNN rather than inputting the raw sensor signals;
thus, the influence of noise and different frequency components in the vehicle sensor signal
can be reduced, which allows for our model to inherit the advantages of deep learning.
For CNN, its powerful abilities of feature exaction and classification of two-dimensional
signals help build the explicit relationship between CWTS and normal/anomaly driving
states, so that the information contained in the CWTS can be fully exploited. We imple-



Appl. Sci. 2023,13, 5525

30f19

mented our anomaly detection model on a real-world vehicle driving dataset to evaluate
its detection performance. The experimental results demonstrate the superior performance
of the proposed model under different anomaly scenarios with various evaluation criteria.
Compared with the related research, the average accuracy and F1 score of the anomaly
detection are improved by 2.51% and 2.46%, respectively.

The contributions of this paper are as follows:

1.  We present a novel vehicle anomaly detection model (CWT-CNN) that integrates
CWT with CNN, which is expected to detect various anomaly types through the use
of the time and frequency domain characteristics of in-vehicle sensor signals. This
model takes full advantage of the CWT and CNN methods and forms an overall
anomaly detection model with excellent performance.

2. We propose a data preprocessing method that converts the raw in-vehicle sensor signal
into a two-dimensional CWTS. The constructed CWTS can provide more complete
local time and frequency characteristics of a signal and can make the detection model
inherit the advantages of deep learning so that anomaly deviations caused by different
anomalies or faults can be detected.

3. We exploit the CNN model to learn vehicle behavior patterns automatically from the
constructed CWTS. Its powerful capability of feature extraction on two-dimensional data
enables the model to exploit sufficient characteristics of CWTS to detect anomaly events.

4. We conduct an extensive experiment and evaluate the detection performance of the
proposed model with a real-world vehicle dataset. The experimental results demon-
strate that our model can detect various anomalies with high accuracy, sensitivity,
and F1 score. Compared with the related work, the average accuracy and F1 score of
anomaly detection are increased by 2.51% and 2.46%, respectively.

In the remainder of this paper, we first provide the related work in Section 2. In
Section 3, we introduce preliminaries and anomaly scenarios. Section 4 describes the
proposed CWT-CNN model. In Section 5, we show the experimental evaluations and result
analysis. In the last section, we sum up this paper.

2. Related Work

Several anomaly detection methods have been proposed to enhance the information
security of automated vehicles. Existing works on vehicle anomaly detection can be
categorized into transmission characteristic-based and data content-based according to the
objects of detection.

Transmission characteristic-based methods analyze the information that describes
the transmission state of the CAN message itself to detect anomaly behaviors, such as
the ID field information, periodicity features, clock skew, and in-vehicle network channel
features, etc. Marchetti et al. [12] proposed an intrusion detection algorithm that observes
the recurring patterns in the sequence of the CAN message ID and constructed the ID
transformation matrix to detect intrusions. Moore et al. [13] proposed a data-driven
anomaly detection algorithm that exploits the frequency regularity of CAN bus messages
and models inter-signal arrival times. Halder et al. [14] designed a novel intrusion de-
tection system called COIDS to detect anomaly behaviors. The authors utilized active
learning to form the normal clock behavior of ECUs and used the cumulative sum method
to monitor any anomalous deviation in the clock offset. Wu et al. [15] designed a novel
information entropy characteristic-based anomaly detection system. The authors used a
fixed number of messages-based sliding window and improved the decision conditions
to increase the detection performance. In fact, the methods mentioned above observe the
changes in the transmission characteristics of CAN messages and raise alarms when the
anomalous vehicle behaviors deviate from the normal baseline. However, these transmis-
sion characteristic-based methods may fail if the attacks are slight [16], the metadata or
transmission features of it are imitated through proper crafting [17], or if they suffer from
message alteration/falsification attacks [18].
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Data content-based methods observe the information carried by the data field of CAN
messages to detect vehicle anomalies. Ganesan et al. [19] explored and verified the relation-
ship between in-vehicle sensor signals and utilized the pairwise correlation between the
messages of key vehicular sensors to design anomaly intrusion systems. Sagong et al. [7]
proposed a novel intrusion detection system by using the time domain information of
in-vehicle sensor signals to construct the vehicle movement states. In addition, with the
rapid development of machine learning/deep learning technology and the data that are
becoming more readily available, these technologies have been recently employed in many
anomaly detection works. For instance, Li et al. [18] presented a regression learning-based
intrusion detection system (IDS). The authors utilized pairwise raw in-vehicle sensor sig-
nals on the time domain to train detection models and detect anomalies by monitoring the
deviations between the true and estimated values. Kang et al. [20] used a deep neural
network (DNN) to discriminate normal and attack packets based on feature vectors, which
are constructed to convey the statistical behaviors from binary CAN messages. He et al. [21]
designed an unsupervised deep learning anomaly detection method. The authors used an
artificial neural network and deep autoencoder to learn a behavior pattern from normal
sensor messages and compare it with vehicle observations according to the constructed
nominal behavior for vehicle anomaly detection.

For data content-based methods, considering that the CAV is a typical cyber-physical
system (CPS) [1] and that the data content of messages on the CAN bus always contains
plentiful amounts of significant vehicle motion information, processing the sensor data well,
e.g., sensor fusion, etc., is critical for enhancing CAV security in intelligent transportation
systems. For instance, Wang et al. [22] proposed an anomaly detection method by utilizing
an edge-based sensor data fusion method named VeAnDe. Xia et al. [23] introduced a
vehicle sensor data processing method by integrating IMU with the onboard sensor to
estimate the yaw misalignment of the IMU in the automobile without the assistance of any
external information. Liu et al. [24] presented a novel sensor fusion method that utilized
the visual-aided strategy to complement the sensor information based on the lane line data
obtained from an onboard camera in intelligent vehicles. Xiong et al. [25] illustrated a
novel sensor processing method by fusing the information of a global navigation satellite
system (GNSS) with IMU in automated vehicles. Liu et al. [26] proposed a GNSS and
IMU fusion-based method, which overcame the measurement signal delay and addressed
errors induced by the low sampling rate of GNSS. Gao et al. [27] proposed a sensor fusion
framework based on vehicle chassis sensors and GNSS. Xia et al. [28] introduced a novel
sensor fusion strategy in the autonomous vehicle field by integrating the vehicle dynamic
model with GNSS-IMU fusion-based methods. In addition, there are some works that have
focused on potential insecurity scenarios identified and recovered by sensor fusion, which
greatly enhances the vehicle security, especially due to the recoverability of hazards. For
instance, Alsuwian et al. [29] proposed a novel advanced emergency braking system (EBS)
using sensor fusion that has the capability of autonomously detecting insecurity driving
states and subsequently triggering the vehicle’s braking system to prevent or alleviate
the collision. Alsuwian et al. [30] also presented an active fault-tolerant control (AFTC)
approach for autonomous vehicles using a fuzzy neural network. The AFTC can effectively
detect any abnormality in wheel speed, thereby preventing potential instability problems
that may arise in CAVs.

Relative to the works mentioned above, we also used the data content of CAN mes-
sages to develop our anomaly detection model for conquering various sophisticated attacks.
Different from the other models, we utilized CWT to obtain more complete time and fre-
quency domain information from the data content of in-vehicle messages, and our proposed
model aims to take full advantage of the advanced classifier to obtain a better performance
of anomaly detection. In addition, we considered that the raw in-vehicle sensor signals
contain plentiful noise and have nonstationary characteristics, which increase the difficulty
for the deep learning model to extract the more abstract features, causing errors in the
anomaly detection performance [9]; in this study, we proposed a data preprocessing method
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that converts the raw vehicle sensor data into a two-dimensional CWTS and then use the
constructed CWTS as the input of our deep learning model rather than using the raw sensor
signals, which we performed to inherit the advantages of deep learning technologies for a
better detection performance.

3. Background

In this section, we provide the background necessary to better illustrate our work. We
first introduce the in-vehicle network protocol CAN bus. Then, we describe the related
theories, the continuous wavelet transform (CWT), and the convolutional neural network
(CNN). Finally, we illustrate the adversary models considered in our study.

3.1. Controller Area Network (CAN)

Controller area network (CAN) is the communication protocol of the vehicular net-
work, which enables vehicle ECUs to communicate with each other via CAN messages [31].
The ID field in each CAN message is used to identify which signal is encoded in it, such as
vehicle speed, acceleration, engine temperature, etc. In addition, the ID field represents the
message transmission priority to address the conflict of multiple ECU nodes being able to
send messages on the CAN bus simultaneously. The data field of the CAN frame represents
the different payload data according to the CAN ID field. All of the ECUs are connected
in a central CAN bus for information exchanges via broadcast communication. Any ECU
node can obtain and send the messages on the bus. Although the broadcast communication
mechanism of the CAN protocol is suitable for the resource-constrained CAV environment,
it is vulnerable to malicious adversaries implementing attacks. In addition, the OBD system
connected to the CAN bus is also a commonly attacked target. Considering the characteris-
tics of the in-vehicle network, it is suitable for the anomaly detection system deployment to
detect anomaly behaviors by collecting the information of various ECUs on the CAN bus
as it would not interfere with the normal communication of the CAN bus.

3.2. Continuous Wavelet Transform (CWT)

A continuous wavelet transform (CWT) is a powerful time and frequency features
analysis tool [32,33]. CWT has the ability of localization decomposition using methods
such as short-time Fourier transform (STFT). Moreover, the adjustable scale and translation
parameter of the mother wavelet function enable it to decompose a signal with different
resolutions [34]. The adjustment of the two parameters constitutes the family of the time-
scale waveform, which can be described as:

voatt) = (0. )

1 is the analytic function, referred to as the mother wavelet function, in the continuous
wavelet transform; a is the scale parameter; and b represents the translation parameter.
Then, the continuous wavelet transform of the given signal x(f) is defined as:

Cla,b) = \}a /::x(t)ip* (tab>dt. @

C(a,b) are the wavelet coefficients at scale a and translation b, and ¢* denotes the
complex conjunction of .

Due to the ability of a local analysis with high time and frequency resolution, the
continuous wavelet transform can provide the hidden information of a signal that other
analysis techniques fail to reveal [35]. In this paper, the CWT technique is utilized to extract
time and frequency domain features through the approach of converting raw in-vehicle sensor
signals to two-dimensional images as the input for the CNN model for anomaly detection.
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3.3. Convolutional Neural Network (CNN)

A convolutional Neural Network (CNN) is a type of fully connected feedforward
neural networks that utilizes convolutional operations to automatically extract features
of data [36]. CNN is widely used in various scenarios such as image pattern recognition
and classification due to its powerful feature extraction capabilities on data with a grid
structure [37]. A standard CNN architecture usually contains three types of layers involving
linear and nonlinear operations, namely the convolution layer, subsampling layer, and fully
connected layer. In the convolution layer, the output of the previous layer is convolved
with the learnable kernels and obtains a sets of arrays called feature maps. Each element of
the feature maps will pass through a non-linear activation function. The parameter-sharing
mechanism used in the CNN network reduces the weights and number of connections. The
subsampling layer is used to reduce the computation by producing low-resolution maps.
In the fully connected layer, the feature maps are transformed into a one-dimensional
array, and the layer outputs the classes of the respective objects. In this study, we utilized
trained CNN models to detect the vehicle anomaly behaviors by classifying the constructed
continuous wavelet transform scalograms of sensor signals.

3.4. Adversary Models

An ever-greater variety of attack surfaces and approaches make it easier for adversaries
to launch serious intrusions. Adversaries can implement attacks through the approach
of a physical interface, e.g., on-board diagnostic (OBD) connector and USB slot [38,39].
Attackers can also invade a vehicle by the way of a remote wireless method, such as Wi-
Fi [40,41], Bluetooth [38,40,42—44], cellular [38,40-42,44], radio data system [38,40,43,45],
and telematics [38,40]. Moreover, sensor failures can also cause the anomalous behaviors of
a vehicle. Therefore, in this study, we took into account the attacks and sensor failures that
result in the anomalous behaviors on vehicles. According to the related literature [46—48],
the anomalous behaviors can be represented as the following five main scenarios:

Hijack: Adversaries hijack the sensors or ECUs and report the false messages. The
adversaries attempt to simulate the normal messages” sending frequency and transmit the
continuous tampered messages on the CAN bus.

Bias: Sensor signals slightly deviate from the true value over a period of time. This
anomalous behavior means the vehicle is suffering some attacks or that the sensor is faulty,
which cannot reflect the accurate signal reading.

Injection: This means that the vehicle suffers from a wireless message injection attack.
The attacker transmits false or invalid messages on the the CAN bus randomly, which is
the easiest approach for the adversary to implement attacks.

DOS: Denial of Service (DOS) aims to result in the unavailable service or intended
function of vehicular systems. An attacker can flood the in-vehicle network with high-
frequency messages in a short period to launch a DOS attack.

Replay: Attackers store the valid signal at a previous time and replay them at a later
intrusion stage. The real values are overwritten with recorded message values of the same
signal over a period of time.

The visualization of the anomaly scenarios are shown in Figure 1, and the red rectan-
gles refer to the anomaly intervals. In this study, we aimed to develop a vehicle anomaly
detection model that could detect the five anomaly types above under different durations
with a high accuracy.
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Figure 1. Visualization of anomaly scenarios. (a) is hijack, (b) is bias, (c) is injection, (d) is DOS, and
(e) is replay.
4. Methods

In this section, we propose a time and frequency features-based anomaly detection
model by integrating a continuous wavelet transform scalogram with a convolutional neu-
ral network. The process of anomaly detection contains two procedures: CWTS generation
and CNN-based anomaly detection. We first introduce the CWTS generated from the raw
in-vehicle sensor signals. The real-time data are maintained by using the sliding window
strategy. Then, we illustrate the CNN structure that we use to classify the normal /abnormal
vehicle behaviors from the CWTS input. The framework of the CWT-CNN model is shown
in Figure 2.

4.1. CWTS Generation

In order to apply the continuous wavelet transform to obtain the more complete signal
information scalogram as the input of CNN, we first used the sliding window strategy to
maintain the real-time input in-vehicle sensor data, as is shown in Figure 2. The rectangular
sliding window box with a fixed window size and sliding step was used to collect the
data required for each anomaly detection. We set the window step to be shorter than the
window size to ensure the detection sensitivity. As the sliding window moves toward the
direction of time, new observations enter in and the previous exits. Every movement of the
window represents an execution of detection.

The in-vehicle sensor data in each detection window can be expressed as
H(t) = {hy, hy, ..., h1}, where T represents the length of the detection window. According
to Equation (2), the real-time sensor data maintained in the detection windows can be
decomposed using the continuous wavelet transform as:

Cla,b) = \}a /j: H(t)y* (t_ab>dt. ®)

C(a,b) are the wavelet coefficients ranging from scale 1 to [, where a = {1,2,...,1} and
b= {1,2,.., T}. Putting the wavelet coefficients into a T x [ matrix, the matrix can be regarded
as a two-dimensional scalogram of in-vehicle sensor signals in the time-frequency domain.
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Figure 2. The framework of the proposed anomaly detection model.

Figure 3 shows the time domain waveforms and CWTS of the normal and anomaly
in-vehicle sensor signals. Each sensor signal has 512 data samples and is decomposed by a
Morlet wavelet with the scale parameter set to 128. The red rectangles in the raw signal
waveform represent the anomaly intervals. The horizontal axis of the CWTS represents the
time resolution of signals, and the vertical axis is the scale parameter. Each element in the
CWTS describes the magnitude of the wavelet coefficients via the brightness of color.

In Figure 3, it can be observed that there are some obvious differences in the CWTS
between the normal vehicle driving state and each scenario of anomalous vehicle behaviors.
These distinctions indicate the possibility to identify normal or anomalous vehicle behav-
iors using CWTS. However, it is difficult to completely capture the explicit and precise
information from the CWTS to make a distinction between the conditions of normal and
anomalous vehicle behavior patterns. To overcome this problem, we utilized the CNN
to automatically extract the features of the normal/anomalous behaviors from the CWTS
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Figure 3. The time domain waveforms and CWTS of the normal and anomaly in-vehicle sensor
signals. (a) is the normal driving state. (b) is the hijack scenario. (c) is the bias scenario. (d) is the
injection scenario. (e) is the DOS scenario. (f) is the replay scenario.

4.2. Anomaly Detection Based on CNN

After generating the vehicle sensor CWTS, the CNN was trained to obtain detection
models to classify a vehicle that is normal or anomalous. Specifically, we used the sliding
window to maintain the sensor data that was converted to the CWTS. Then, these observa-
tions after conversion to the CWTS are fed into the CNN for model training and testing.
We used the labeled input, i.e., CWTS, to train the CNN models for the classification of
normal/anomalous. That is, if anomalies occur in a CWTS, the corresponding input is set
to 1; otherwise, it is set to 0.

The CNN's structures and its parameter values were selected and tuned through a
large amount of experiments in order to enhance the anomaly detection capability on a
validation set. In this study, the structure of the CNN is shown in Figure 4. To illustrate
the structure clearly, the convolution layer and activation unit are visually combined into
a convolution stage. We used three convolution layers with a set of kernels to extract the
relevant high-level features. The weights and bias of the convolution kernels were trained
using the backpropagation (BP) error algorithm. The leaky rectified linear unit (LeakyRelu)
was chosen as the activation function to achieve nonlinear capabilities, and the Adam
optimizer was used to minimize the cross-entropy. Finally, the feature map’s output was
transformed into a one-dimensional array, called the fully connected layer, for input to the
Softmax classifier to provide the detection results. The model parameters of the CNN are
shown in Table 1.

During model training, the learning rate of the optimizer was set as 0.001. Furthermore,
a batch size of 128 and epoch number of 500 were used. In order to reduce the risk of
overfitting, we used a dropout method with 0.2 probability and the early stopping strategy.
The process of hyperparameter tuning in the training phase is illustrated in Table 2.
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Table 1. The model parameters of our CNN architecture.

Parameters Convl Conv2 Conv3
Filter Size 11 5 3
Filter Num 16 32 48

Stride 5 3 3
Padding 1 1 1
Table 2. Hyperparameter tuning.
Hyperparameter Range Value
Learning Rate 0.0001, 0.001, 0.005 0.001
Batch Size 32, 64,128, 256 128
Epoch Number 100, 200, 500, 1000 500
Dropout Rate 0.1,0.2,0.3 0.2

The proposed anomaly detection model uses CWTS to completely describe the time
and frequency domain features of the in-vehicle sensor signals. A CNN-based detection
model can not only extract the features of every elements in the CWTS but also the features
among them, which could make the model perform better under different anomaly types.
By inputting the converted CWTS instead of the raw data, the CNN could learn more
abstract features and obtain a better detection performance. We point out that this method
of generating the CWTS-combining CNN classifier has other application scenarios beyond
vehicle anomaly detection, such as for intrusion detection in other fields.

Fully Connected

T

conv 3%IF

Conv 1 + LeakyRelu Conv 2 + LeakyRelu

L

Raw Signal

ErnS ]

I~

Figure 4. The structure of the CNN.

5. Experimental Results and Analysis

Normal
Anomaly

In this section, we analyze the detection performance of our proposed model via
various experiments. Specifically, we first investigate the detection performance of the
proposed model under a single anomaly scenario. Then, we present the experimental
results of the model under mixed anomaly scenarios. Finally, we compare the detection

performance with the related research.

In our study, the specifications of the experimental equipment include an Intel(R)
Core(TM) i7-11700K CPU @3.60 GHz and NVIDIA GeForce GTX3080Ti GPU. For de-
veloping the algorithm, we used the continuous wavelet transform analysis tools in Matlab
2020b [49] for the CWTS construction and Python 3.6 with the Pytorch framework for the

deep learning methods.

The evaluation criteria used in this experiment included accuracy (Acc), sensitivity
(Sens), precision (Prec), and F1 score (F1), which we calculated from TN (true negatives),
TP (true positives), FP (false positives), and FN (false negatives). The evaluation criteria

were defined as follows:

TN + TP

Acc = .
“~ TN +TP +EN + FP

4)
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Accuracy describes the overall ratio of correct detection for normal and anomalous
signal readings.

TP
TP +FN’

Sensitivity measures the proportion of correctly detected anomalous signal readings
from the total number of anomalous signal readings.

©)

Sens =

TP
TP (©)
TP + FP
Precision assesses the number of true anomalous sensor readings to the total number
of anomalies detected by an approach.

Prec =

Prec x Sens
F1=2Xx —— ——. 7
Prec + Sens 7)

F1 score is used to balance sensitivity and precision by calculating the harmonic mean
of them.

We chose these metrics because they can evaluate the capability of the detection
models to correctly differentiate between normal and abnormal vehicle behaviors.

5.1. Dataset

The dataset used in this study is from 223 GB of Open Sourcing driving data [50], which
was collected by driving a Lincoln MKZ car in Mountain View under various weather
conditions for 70 min with more than 150 variables. The ECU messages of the car were
collected and recorded by the robot operate system (ROS) automatically. We extracted the
in-vehicle ECU data in the ROS and eliminated the pictures and other non-significant data.
The data variables used in this study included vehicle speed (denoted as signal 1), wheel
speed (signal 2), GPS speed (signal 3), acceleration (signal 4), and torque of wheel (signal 5).
The reason for choosing these in-vehicle sensor variables is that we tend to pay more
attention to the variables related to vehicle speed, acceleration, and torque because these
variables are crucial to a vehicle. If they are attacked or at fault, the safety of vehicles and
people will face great threats. Moreover, there are existing works which have illustrated
that these sensors are vulnerable to attacks and faults [51,52].

5.2. Performance under a Single Anomaly Scenario

In this section, we investigate and analyze the detection performance of the proposed
CWT-CNN model with five in-vehicle sensor signals under five anomaly scenarios, respec-
tively, as discussed in Section 3.4; namely, we examine the performance under hijack, bias,
injection, DOS, and replay.

Table 3 illustrates the anomaly detection performance of the five signals under the
hijack anomaly scenario. As shown in Table 3, for each in-vehicle sensor signal, our
proposed model performs reasonably well, with the average accuracy and F1 score being
95.90% and 95.86%, respectively. The high sensitivity means that when attacks occur, our
proposed model can detect almost all of them.

Table 3. Detection performance of the proposed model under the hijack scenario.

Signal Acc Sens Prec F1
1 96.43 95.36 97.44 96.39
2 96.35 95.26 97.37 96.31
3 96.25 95.50 96.95 96.22
4 95.31 94.06 96.47 95.25
5 95.18 94.10 96.18 95.13
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As can be seen from Table 4, the proposed model can achieve an average accuracy
of 95.53% and an F1 score of 95.48% for all five sensor signals under the bias anomaly
scenario. Compared with the performance of the hijack scenario, the model performs
slightly worse; this is because the bias scenario causes smaller deviations from true values,
which increases the difficulty of anomaly detection. However, the performance shown
in the table is practical for anomalies in the bias scenario because small deviations have
negligible effects on sensors and vehicles.

Table 4. Detection performance of the proposed model under the bias scenario.

Signal Acc Sens Prec F1
1 95.91 94.83 96.93 95.87
2 96.05 95.10 96.94 96.01
3 95.86 94.73 96.93 95.81
4 95.01 93.76 96.17 94.95
5 94.85 93.76 95.84 94.79

Table 5 shows the result of our proposed model under the injection scenario. Under the
injection scenario, the model has a better detection performance with an average accuracy
of 97.93% and F1 score of 97.91% compared with those under the hijack and bias scenarios.
This is because a greater number of anomaly magnitudes within the detection window is
caused by injection behavior, which will make the attacks much easier to be detected by
anomaly detection models.

Table 5. Detection performance of the proposed model under the injection scenario.

Signal Acc Sens Prec F1
1 98.31 97.63 98.98 98.30
2 98.36 97.86 98.85 98.35
3 98.28 97.80 98.75 98.27
4 97.41 96.66 98.13 97.39
5 97.31 96.56 98.03 97.29

Table 6 shows the anomaly detection performance of the model in the DOS scenario.
It can be observed that the proposed model can achieve an average accuracy of 98.99% and
has an F1 score of 98.98%. In addition, it can be observed that the performance of the model
for the DOS scenario is better than that of the other four attack types, which is because the
high-frequency changes caused by DOS attacks will cause a large number of deviations
from the normal behavior pattern in the detection window, thus making this attack easier
to be captured by the model and detected.

Table 6. Detection performance of the proposed model under the DOS scenario.

Signal Acc Sens Prec F1
1 99.39 98.85 99.93 99.39
2 99.31 98.70 99.91 99.30
3 99.45 98.95 99.95 99.44
4 98.49 97.48 99.48 98.47
5 98.32 97.22 99.40 98.30

Table 7 shows the detection performance under the replay scenario. It can be seen that
the model also has a good performance. However, compared with the other scenarios, the
performance of replay is slightly weakened because the CAN message recorded by the attacker
before the attack and the replay message are likely to be similar, which will increase the
difficulty of model detection, meaning that the detection ability will be reduced. In conclusion,
the proposed model can achieve a better detection result for different attack scenarios.
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Table 7. Detection performance of the proposed model under the replay scenario.
Signal Acc Sens Prec F1
1 95.65 94.79 96.44 95.61
2 95.55 94.64 96.39 95.51
3 95.38 94.46 96.23 95.34
4 94.61 93.69 95.45 94.56
5 94.84 93.92 95.68 94.79

Figure 5 illustrates the graphical depiction results of the CWT-CNN model under
different anomaly scenarios of five different signals, respectively. It can be seen that the
detection performance generally varies among the different sensor signals. Specifically,
for signal 4 and signal 5 (i.e., acceleration and torque of wheel), across all five anomaly
scenarios, the evaluation metrics of the two signals are lower than those of signal 1, 2, and 3.
This is partly because there is the possibility of a large variation between consecutive
acceleration signal observations compared with the other three speed-related sensor signals,
which have a relatively steady variation over time. The torque of wheel signal has a
similar phenomenon of detection performance to acceleration signals due to the two being
correlated in terms of the physical invariant [53].

Hijack Bias Injection DOS Replay

100

8

8

®

8

8

8

8

= Signal 1 W= Signal 2 === Signal 3 W Signal 4 mmm Signal 5

Figure 5. Detection performance of the proposed model of different in-vehicle sensor signals under
different anomaly scenarios.

5.3. Performance under Mixed Anomaly Scenarios

In Section 5.2, we investigate the detection results of the proposed model under a
single anomaly scenario. In a practical way, we expect to develop a model or system that
can conquer various anomaly situations with different in-vehicle sensor signals. Therefore,
in this section, we take into consideration the mixed sensor signals and anomaly scenarios
mentioned in Section 3.4 to construct an overall detection model. The dataset used to train
the CNN model in this section contains five sensor signals with five anomaly scenarios.

The detection results are shown in Table 8; it can be seen that the proposed model
performs well at detecting various anomaly scenarios of different in-vehicle sensor signals,
with 96.28% accuracy, 95.30% sensitivity, 97.21% precision, and 96.24% F1 score. Though
the complexity and diversity of the datasets increase the difficulty of feature extraction, the
experimental result shows that our proposed model perform reasonably well at detecting
vehicle anomaly behaviors, which means that our model can deal with various complex
anomaly situations.
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Table 8. Detection performance of the proposed model under mixed anomaly scenarios.

Acc Sens Prec F1
96.28 95.30 97.21 96.24

5.4. Evaluation of Real-Time Requirements

In this section, we conduct the experiments of time consumption to evaluate the
real-time performance. The United States (US) Department of Transportation illustrated
that the highest priority vehicle safety services, such as over-taking and collision warnings,
should meet the real-time requirements of 10 to 100 ms [54]. Furthermore, for V2X safety
applications scenarios including autonomous driving, 10 to 50 ms time consumption is
required [55]. Thus, the time consumption of vehicle anomaly detection methods should
require a latency of 10 ms at the utmost for real-time requirements.

Table 9 shows the detection time of our proposed model. The average time required
for performing an anomaly detection of CWTS generation and CNN detection is 6.08 ms
and 1.87 ms, respectively. The detection time of the CWT-CNN model is 7.98 ms overall.
Thus, the proposed model satisfies the vehicular security timeliness requirements (10 ms).

Table 9. Detection time of the proposed model.

Module Detection Time (ms)
CWT 6.08
CNN 1.87
CWT-CNN 7.98
Timeliness <10

5.5. Comparison Overview

In this section, we compare the proposed method with a vehicular motion-based
intrusion detection system named MIDS [7] and a replicator neural network-based vehicle
anomaly detection system named RNet [8] to further evaluate the capability of our proposed
anomaly detection model. Specifically, we first implement the detection methods under
mixed anomaly scenarios with fixed anomaly samples (150 anomaly samples), i.e., the
anomaly duration, to investigate their overall detection performance. Then, we set anomaly
signals with different numbers of anomaly durations (50, 100, 150, and 200 anomaly
samples) to evaluate the performance under different anomaly extents.

The results in Table 10 shows that compared with the other methods, our CWT-CNN
model has a better detection performance. Figure 6 shows the graphical depiction of the
detailed comparison between the proposed model and other methods. It can be seen that
our proposed model outperforms the compared methods under all evaluation criteria. This
is partially because the MIDS method only extracts the time domain information, i.e., the
signals correlation; there are always some unseen patterns that the method cannot capture
and thus, it underperforms compared with our model. In addition, though MIDS uses
CUSUM as a detector module to improve the detection accuracy, it requires setting an
appropriate update threshold, sensitivity threshold, and detection threshold, which also
brings hand-crafted uncertainty and bias and increases the difficulties of model designing.
Considering the RNet method, inputting the raw in-vehicle sensor signals in the neural
network will decrease the feature learning capability, as the signals have plentiful noise
and different frequency components. Our proposed model uses the CWTS to obtain the
complete time and frequency domain information, and the CNN model enables the method
to take full advantage of its powerful learning ability to extract more abstract features from
each element in the CWTS for a better anomaly detection performance.
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Figure 6. Detection performance comparison of our proposed model with MIDS and RNet.

Table 10. Comparison with other methods under the fixed anomaly duration.

Acc Sens Prec F1
MIDS 92.31 93.56 91.28 92.41
RNet 94.74 93.25 96.11 94.66
CWT-CNN 96.03 95.03 96.97 95.99

Table 11 shows the comparison results of different anomaly durations. For each
method, we first intercept the real-time in-vehicle sensor data into each detection window
by using sliding window strategy. Then, in each detection window, we set anomaly sample
numbers of 50, 150, 200, and 250 to evaluate the detection performance under different
anomaly severities. It is seen that the detection performance of MIDS considerably drops as
the anomaly duration decreases; it reaches the worst performance, with an 83.58% accuracy
at the shortest duration, i.e.,, row 1. This is because the MIDS method requires a large
number of anomaly sample accumulation in a detection window to result in a severe
variation in the detector indicator to conduct anomaly detection. Thus, in the case of a
shorter anomaly duration, it will not cause large magnitude changes within the detector, so
the performance will be relatively poor. Because RNet utilizes changes in the reconstructed
signal value to detect, though its performance slightly weakens as the anomaly duration
decreases, its overall detection performance is worse than our proposed model. As is seen
from the result of our proposed model, our method perform reasonably better compared
with the other methods under both short and long durations. As our method detects
anomalies by discovering deviations, any deviations caused by anomaly behaviors at the
early stage will be detected.

Figure 7 illustrates the comparison results and variation trend with respect to the
duration changing in an intuitive way. It is seen that our CWT-CNN model outperforms the
other methods under all different anomaly durations with respect to the evaluation criteria
of accuracy, sensitivity, precision, and F1 score. Moreover, it can be observed that as the
anomaly duration decreases from 200 samples to 50 samples, the detection performance of
MIDS quickly drops, while our proposed model remains almost unchanged, with a slight
decrease. As is shown in Table 11, at the shortest duration, our model can achieve a high F1
score of 94.44% compared with the 83.67% F1 score of the MIDS approach.
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Table 11. Comparison with other methods under different anomaly durations.
Durations Model Acc Sens Prec F1
MIDS 83.58 84.16 83.19 83.67
50 RNet 90.79 88.92 92.37 90.61
CWT-CNN 94.53 92.96 95.97 94.44
MIDS 89.58 90.50 88.87 89.67
100 RNet 92.96 91.84 93.95 92.88
CWT-CNN 95.55 94.16 96.84 95.48
MIDS 92.31 93.56 91.28 92.41
150 RNet 94.74 93.25 96.11 94.66
CWT-CNN 96.03 95.03 96.97 95.99
MIDS 93.36 95.06 91.94 93.47
200 RNet 95.33 94.15 96.43 95.28
CWT-CNN 96.66 96.16 97.13 96.65
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Figure 7. Comparison under different anomaly durations with the evaluation criteria of (a) accuracy,
(b) sensitivity, (c) precision, and (d) F1 score.

6. Conclusions and Future Work

In this paper, we proposed a novel anomaly detection model based on the time and
frequency domain characteristics of in-vehicle sensor messages. The CWT method was
used to convert the raw sensor signal into the two-dimensional CWTS for obtaining the
complete time and frequency domain information with high scales. We exploited CNN to
extract the features of vehicle behavior patterns to detect vehicle anomalies from the input
CWTS to take advantage of its powerful capability of classifying two-dimensional data. We
implemented various experiments on a real-world driving dataset to evaluate the detection
performance of our proposed model. The results show that our model can achieve high
accuracy, sensitivity, precision, and F1 score under different anomaly scenarios. Compared
with the related research, the average accuracy and F1 score of anomaly detection were
improved by 2.51% and 2.46%, respectively.

Our work confirmed the effectiveness, superiority, and broad application prospects
of using a wavelet transform time-frequency analysis method combined with a CNN for
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vehicle anomaly detection. To the best of our knowledge, this is the first work that exploits a
signal analysis method with deep learning technology in the CAVs anomaly detection field.
However, there are some limitations in this work, which can be improved in our future
work. First, the continuous wavelet transform technique has some redundancy in signal
processing. In a future work, we will optimize the data processing and analysis method for
the time-frequency domain to enhance the performance in real-time. In addition, due to
the requirement of using sliding windows to maintain the real-time CAN data as the input
of the detection system, there will be an edge effect when the finite length data sequence is
subjected to the continuous wavelet transform, which may potentially affect the detection
performance based on CNN. In a future work, we will take the impact of the edge effect
into consideration and optimize the feature maps and CNN models so that our method can
achieve a better detection performance.
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