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Abstract: Social media is important for providing text information; however, due to its informal
and unstructured nature, traditional named entity recognition (NER) methods face the challenge of
achieving high accuracy when dealing with social media data. This paper proposes a new method
for social media named entity recognition with data augmentation. First, we pre-train the language
model by using a bi-directional encoder representation of the transformer (BERT) to obtain a semantic
vector of the word based on the contextual information of the word. Then, we obtain similar entities
via data augmentation methods and perform substitution or semantic transformation on these entities.
After that, the input into the Bi-LSTM model is trained and then fused and fine-tuned to obtain the
best label. In addition, our use of the self-attentive layer captures the essential information of the
features and reduces the reliance on external information. Experimental results on the WNUT16,
WNUT17, and OntoNotes 5.0 datasets confirm the effectiveness of our proposed model.

Keywords: social media; named entity recognition; data augmentation; BERT

1. Introduction

In recent years, social media platforms have emerged as a vital channel for accessing
information. The vast amount of text data generated on these platforms presents an
opportunity for natural language processing (NLP) research. Named entity recognition
(NER) is a critical task in NLP, which involves identifying and categorizing entities in
text data. NER has been extensively studied and applied in various domains, such as
information extraction [1], machine translation [2], and question-answering [3].

However, NER in social media data continues to be a challenging task. The unique
characteristics of social media text, such as the use of non-standard language, creative
spelling, slang, and abbreviations, render it difficult to apply strict syntactic rules to the
text data. Additionally, social media entities are diverse and sparse, which renders the
task difficult to generalize [4]. Traditional NER approaches have attempted to address
these challenges by using existing gazetteers and embeddings that are trained on large
social media texts and external features in order to improve social media NER [5,6]. How-
ever, these approaches rely on additional efforts to obtain the extra information and are
vulnerable to noise in the resultant information. Training embeddings for the social me-
dia domain may introduce many unfamiliar expressions to the vocabulary, leading to
inaccurate entity classification.

Data augmentation has been extensively researched and widely applied in NLP tasks,
effectively to resolve challenges such as limited data volume, sample imbalance, and spe-
cific domain social media NER tasks. By introducing additional samples and diversity,
data augmentation can improve the robustness and generality of models while reducing
overfitting. Several data augmentation techniques have been commonly used, such as the
utilization of synonyms, antonyms, and word form variations, which increase the amount
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and diversity of training data [7–9]. Additionally, semantic transformation techniques can
make use of semantic role annotation information to perform semantic transformation,
thereby further increasing data diversity and richness [10]. In addition to traditional data
augmentation techniques, language model generation has also demonstrated its effective-
ness as a data augmentation method [11] by generating new samples by using language
models, it can help alleviate the impact of insufficient training data while improving the
generalization ability of the model.

To address the above issues and improve the robustness and accuracy of NER in
social media, this paper proposes a framework that is based on data augmentation for
social media NER (DA-NER). First, we use a pre-training language model, the bidirectional
encoder representations from transformers (BERT) [12], to extract the semantic vector of
each word based on its contextual information. Then, we obtain similar entities via data
augmentation methods and subject the entities to replacement or semantic transformation.
Specifically, we calculate the cosine similarity between the entity embeddings in the training
data and the entities of the predefined knowledge base by pre-training the word embedding
model GloVe [13]; then, we select the entities with high cosine similarity and weight them
to the corresponding entities to obtain the semantic vector after data augmentation. This
balances data augmentation and context to improve model performance and generalization
ability. The two vectors are then fed into the Bi-LSTM-CRF [14] model for training and then
fused and fine-tuned to obtain the optimal labels. In addition, our use of the self-attention
layer captures the underlying information of the features and reduces the dependence on
external information. Our approach is experimented on three widely used benchmark
datasets in the social media domain. The experimental results show that our approach of
the DA-NER model is effective and achieves state-of-the-art results on all datasets.

The contributions of this paper can be concluded as follows:

• We apply data augmentation techniques to social media NER, which effectively ad-
dress the challenges of data sparsity and category imbalance. Experimental results
demonstrate that the incorporation of data augmentation can significantly improve
entity recognition performance and enhance the generalization and robustness of
the model.

• In this paper, the attention mechanism is integrated into the Bi-LSTM model, which
assigns weights to different words use the selection type. This enables the model
to leverage contextual semantic associations and effectively address the challenges
associated with acquiring local features.

• We conducted extensive experiments on three benchmark datasets for social media
NER. The results demonstrate that our method outperforms other approaches and
achieves outstanding performance on social media NER benchmark datasets.

2. Related Work
2.1. Named Entity Recognition

Named entity recognition has a rich history in research, with the majority of models
regarding it as a sequence labeling task, which identifies named entities with specific
meaning from text, such as people’s names, locations, organizations, dates, times, and so
on, to aid in comprehending the meaning and structure of the text. Traditional sequence
labeling models are based on Hidden Markov Models (HMM) [15] or probabilistic graph
models such as CRF [16].

The emergence of deep learning has sparked considerable interest among researchers
in neural-based models. Recent research on NER has explored various models, including
convolutional neural networks (CNN) [17–19], recurrent neural networks (RNN) [20], and
transformers [21,22]. These models use contextual information and semantic representa-
tions to automatically learn features and rules, eliminating the need for manual design and
overcoming its drawbacks. Additionally, the emergence of pre-trained language models,
such as BERT [12] and GPT [23], has further improved the effectiveness of NER. These
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models are pre-trained on large-scale unlabeled texts and fine-tuned on labeled data, which
can significantly improve the accuracy and robustness of NER.

However, the existing NER methods for social media often struggle with informal
language, spelling errors, and the use of non-standard abbreviations and expressions.
These factors contribute to the scarcity and sparsity of labeled data, which renders it
more difficult to train NER models that can achieve high accuracy on social media text.
Yang et al. [22] implement bidirectional contextual information by pre-training a language
model. It predicts the possible words at a location by randomizing the input sequence and
then trains a word vector with context. Nie et al. [24] enhance the NER model by using
syntactic information or semantically related text. Shahzad et al. [25] assist the contextual
model training by introducing social media images. Hu et al. [26] obtain more local features
and location information via multi-window loops and combining global information and
multiple local features to predict entity labels. These existing research works have certainly
helped to improve the performance of NER on social media data. However, they have their
limitations. Pre-training the model on large-scale data can introduce noise to the already
noisy social media data, making it difficult to accurately capture the features of entities.
Similarly, using semantic or image information via direct introduction can also introduce
noise and affect the ability of the model to identify entities accurately. Additionally, some
of these methods may suffer from overfitting to specific entities or situations, reducing their
generalizability to different domains and datasets. Therefore, our proposed method aims
to address these limitations by utilizing data augmentation techniques that are specifically
designed for social media data, allowing the model to capture the diverse and nuanced
language used in social media while avoiding the introduction of noise.

2.2. Data Augmentation

Obtaining the high quality of text representation is crucial for good model performance
for many NLP tasks. However, due to sparse data and category imbalance in social
media NER, the generalization ability and robustness of these models are still challenging.
To address these challenges, researchers have proposed a variety of approaches to data
augmentation, for example, data augmentation using synonyms, antonyms, and word form
variations; semantic transformation based on semantic role annotations; and the generation
of new samples via language models.

Data augmentation is a method to increase data diversity, include synonym replace-
ment, antonym replacement, random insertion, random deletion, etc. Zhang et al. [7] used
synonym dictionaries for data enhancement and classification, but limitations in dictionary
size and lexicality prevented the replacement of all words. Wei et al. [8] replaced names
and places with aliases or related words to generate similar but not identical data, but
their method performed word-by-word substitution independently, potentially damaging
semantic fluency with too many substitutions.

Semantic transformation is the transformation of semantic information from the origi-
nal training data to extend the training data. These methods include inserting new entities
into the text data, inserting qualifiers of entity types around the entities, and transforming
the entity types. Wang and Yang et al. [10] used word embedding to enhance text classifica-
tion, replacing each original word with a similar word based on cosine similarity to ensure
diverse augmented data. Liu [27] combined lexicon and word embedding methods to build
a lexicon of relevant words for each word and continuously improved it during training,
solving the issue of limited applicability to specific words. However, these methods may
not effectively handle multiple words and could still harm semantic fluency.

Language model generation is the use of pre-trained language models (e.g., GPT,
BERT, etc.) to generate new training samples. In NER tasks, this method can generate new
data that are similar but not identical to the original training data. Jiao et al. [11] developed
a method for data augmentation by using the word splitter of BERT to obtain multiple word
pieces from each piece of raw data and then constructed a candidate set of replacement
words for each word piece. The candidate set was constructed by using a combination of



Appl. Sci. 2023, 13, 5360 4 of 11

the word vector-based method and the mask model-based method. The mask language
model considers contextual information during prediction to solve the problem of multiple
meanings of words and generates semantically fluent sentences. However, this method
often requires heuristics to determine the position of the mask to ensure that the augmented
sentence retains the original semantics. Overall, this method is effective in generating
diverse and semantically fluent sentences but requires careful consideration of the mask
position during augmentation.

The key difference between our approach and others is that we do not rely on direct
data expansion or semantic transformation. Instead, we fuse the entities that have been
enhanced with additional data after training, which helps to avoid any negative effects on
the inter-contextuality of the data. This also ensures that the additional entity information
takes into account the association between different contexts, which can lead to more
accurate results in NER.

3. Method

The social media NER task is commonly approached as a sequence tagging task,
where the input sequence X = x1, x2, · · · , xn, which consists of n tokens, is annotated
with corresponding named entity (NE) labels Y = y1, y2, · · · , yn of the same length. In
line with this approach, we propose a neural model with data augmentation for social
media NER. First, we pre-trained a BERT language model to extract semantic vectors of
each word in the training data. Then, we used the GloVe model to obtain similar entities
via data augmentation methods. The GloVe model helped us to obtain similar entities
for each named entity in the training data, which were then subjected to replacement or
semantic transformation. Finally, we fed the augmented data, along with the original data,
into the Bi-LSTM-CRF model for training and used a self-attention layer to capture the
underlying information of the features and reduce the dependence on external information.
By fine-tuning the model parameters, we obtained the optimal labels for each named entity
in the test data. The architecture of our model is depicted in Figure 1.
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Figure 1. The architecture of DANER.

3.1. BERT

Word embedding is a popular technique in the field of NLP that maps words to a
low-dimensional space, effectively addressing the issue of sparse text features and placing
similar words closer together in a semantic space. Traditional methods of generating word
vectors, such as word2vec and Elmo [28], as well as other pre-trained language models,
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tend to be context-independent, rendering it difficult to accurately represent the various
meanings of polysemous words. The BERT model uses a multi-layer bidirectional trans-
former as an encoder, for which each unit consists of a feed-forward neural network and a
multi-head attention mechanism that enables each word representation to integrate infor-
mation from both its left and right context. We use BERT to preprocess word embeddings
to obtain the vector X′ = x′1, x′2, · · · , x′n.

3.2. Data Augmentation

Due to the issues of data sparsity in social media, it is not easy to obtain high-quality
text in the social media domain. Therefore, we propose social media NER data augmen-
tation by using the most similar words in pre-trained embeddings to replace or mask the
representation of each token in the input sentences.

We used GloVe [13] to preprocess word embeddings; for each token x′i ∈ X′, the
top n words that are most semantically similar to x′i were extracted based on cosine similar-
ity and are represented as:

Zi = zi,1, zi,2, · · · , zi,j, · · · , zi,m (1)

Then, we used a separate embedding matrix ei to map all extracted words zi,j ∈ Zi to
their corresponding embeddings. To improve the accuracy of predicting NE labels for xi in
the given context, it is crucial to differentiate the contributions of different words since not
all similar words are helpful for this task. To be specific, for every token xi, attention is
used to assign weights to each word zi,j ∈ Zi. This weight assignment process is carried
out as follows:

µi,j =
exp(hi ·ei,j)

∑m
j=1 exp(hi ·ei,j)

(2)

where hi is the vector of xi in the contextual encoder with the same dimension as the
embedding dimension of Zi. Then, we applied the weights to the word zi, which was used
to compute the final vector h′i of Zi:

h′i =
m

∑
j=1

µi,j · ei,j (3)

3.3. Bi-LSTM

Contextual information is crucial when processing sequential data to accurately un-
derstand and predict each token in the sequence. To extract this information, Bi-LSTM can
be used as an encoder and decoder. By processing both the forward and backward informa-
tion of the sequence, bidirectional LSTM can better capture the long-range dependencies
between elements and extract context vectors. The vector representation of the hidden
layer output of LSTM model is defined as follows:

ft = σ
(

W f x · xt + W f h · ht−1 + b f

)
(4)

it = σ(Wix · xt + Wih · ht−1 + bi) (5)

c̃t = tan h(wcx · xt + wch · ht−1 + bc) (6)

ct = ft ∗ ct−1 + it ∗ c̃t (7)

ot = σ(Wox · xt + Woh · ht−1 + bo) (8)

ht = ot ∗ tan h(ct) (9)
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where W f x, W f h, and b represent weight matrices and bias vectors connecting the input
xt and the previous output ht−1 to the LSTM unit. The sigma symbol σ represents the
sigmoid activation function. The input gate, forgetting gate, and output gate are repre-
sented by it, ft, and ot. The point multiplication operation is denoted by ∗. The variable
c̃t represents the input modulation gate, and ct and ht represent the cell state and output of
the LSTM unit at time t, respectively.

In the encoder, the input sequence is encoded into a context vector that is passed to
the decoder for the next prediction step. In the decoder, this vector serves as contextual
information that is combined with the current state of the decoder and previous output
to generate the next output. Specifically, the hidden state of Bi-LSTM can be expressed
as follows:

hi =
→
h i
⊕←

h i (10)

where
→
h i and

←
h i, respectively, represent the hidden states of the forward and backward

LSTM at position i;
⊕

represents the concatenation operation.

3.4. Tagging

To extract the sequence context information of vectors hi and h′i, we can input them
into Bi-LSTM separately and obtain their respective context vectors. These vectors are
fused by the self-attention mechanism to obtain a new vector H representing:

H = Attention
(
WQhi, WKh′i

)
= so f tmax

(
WQhi,

(
WKh′i

)T
)
·
(
WKh′i

) (11)

where WQ and WK are the query mapping matrix and the key mapping matrix, respectively;
(·)T denotes the matrix transpose operation; H = [h1, h2, · · · , hn] and E = [e1, e2, · · · , en] are
the list of hidden vectors and embeddings of input sequence X. Furthermore, pre-trained
word embeddings capture a significant amount of external information from a large-scale
corpus, and different types of word embeddings may contain different information. To
make the most of this information, we propose a simple merging method that concatenates
their embedding vectors:

ei = e1
i
⊕

e2
i
⊕
· · ·

⊕
eT

i (12)

where the final word embedding for xt is given by ei, and T is the set of all embedding
types. After obtaining the final embeddings, a conditional random field (CRF) decoder is
utilized to predict the labels ỹi ∈ L in the output sequence Y:

ỹi = argmax
yi∈L

exp(WH ·Hi+bH)

∑yi−1yi
exp(WH ·Hi+bH)

(13)

where WH and bH are the trainable parameters to model the transition from the previous
yi−1 to the current label yi.

4. Experimental and Analysis
4.1. Set

In our experiments, we used three social media benchmark datasets including WNUT16
(WN16) [29], WNUT17 (WN17) [30], and OntoNotes 5.0 (ON5e) [31]. The OntoNotes 5.0
is an English multitask corpus of over 90,000 documents and 160,000 sentences funded
by the National Science Foundation. It includes text data of various types such as news
reports, movie scripts, telephone conversations, lecture recordings, blog posts, etc. The
WNUT 2016 is assembled on the basis of the Twitter NER task and contains both training
and development sets. The WNUT 2017 is the second dataset and is derived mainly from
Twitter. Also included are Reddit, YouTube, and StackExchange. All of these datasets are
used for NER tasks and have been widely used in research in the fields of social media text
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analysis and NLP. These datasets feature coverage of common abbreviations, misspellings,
and non-standard spellings that render NER tasks more challenging. These datasets can
be used to train and evaluate NER algorithms. For all datasets, we used their original
segmentation, and Table 1 reports their statistics on entity types, sentences, and overall
number of entities in the train/dev/test sets.

Table 1. The statistics of all datasets with respect to the number of sentences (Se.) and named entity (NE.).

Dataset NE Types Train Dev Test

WN16 10
Se. 2.4 K 1.0 K 3.9 K
NE. 1.5 K 0.7 K 3.5 K

WN17 6
Se. 3.4 K 1.0 K 1.3 K
NE. 2.0 K 0.8 K 1.1 K

ON5e 18
Se. 59.9 K 8.5 K 8.3 K
NE. 81.8 K 11.1 K 11.3 K

For model implementation, we followed the BIOES tagging scheme used by [19]. For
the text input, we used both ELMo and bert-case large types of embeddings by default.
In the contextual encoding layer, we utilized the Bi-LSTM encoder and set the exit rate
to 0.2. To extract entity-similar words, we leveraged pre-trained GloVe word embeddings to
obtain the top 10 most similar words (and n = 10) for each word. For the data augmentation
module, we randomly initialized the embeddings of the extracted words to represent the
information carried by these words.

All experiments were conducted with a batch size of 64 and 100 epochs for each
method, with hyperparameters tuned on the development set. We used precision (P), recall
(R), and F1 score as evaluation metrics, which is consistent with previous works.

4.2. Baseline

To evaluate the effectiveness of our proposed approach in social media NER, we
compared it with other state-of-the-art models. Below is a brief description of these models.

• Bi-LSTM-CRF [14] uses a bi-directional LSTM (Bi-LSTM) to model the language and
obtain both left-to-right and right-to-left sentence encodings. This enables the model
to capture the context of a word from both directions. Then, a Conditional Random
Field (CRF) layer is added to capture the dependencies between the tags and make
predictions based on the entire sentence.

• BERT [12]. BERT is a language model that is specifically designed for pre-training
deep bidirectional representations from unlabeled text. It does so by conditioning
on both left and right contexts in all layers, making it highly effective in capturing
contextual information in natural language processing tasks.

• XLNET [22] is an autoregressive model that implements bidirectional contextual
information by per-training language models. It predicts the possible words at a certain
position by randomly arranging the input sequence and then trains a contextualized
word vector with context.

• AESINER [24] improves entity recognition by leveraging syntactic information or
semantically relevant texts.

• InferNER [25] is a method designed for Named Entity Recognition (NER) in short
texts. It utilizes word-, character-, and sentence-level information without relying on
external sources. Additionally, it can incorporate visual information and includes an
attention component that computes attention weight probabilities over textual and
text-relevant visual contexts separately.

• HGN [26]. HGN obtains more local features and location information through multi-
window loops and combines global information and multiple local features to predict
entity labels.
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4.3. Results and Analyses

In this subsection, we present the results of our experiments evaluating the effective-
ness of our proposed model and compare it with existing studies. The results are presented
in Table 2.

Table 2. The performance of methods on datasets (%).

Methods
WN16 WN17 ON5e

P R F1 P R F1 P R F1

Bi-LSTM-CRF - - - - - - 86.04 86.53 86.28
BERT - 49.02 54.36 - 46.73 49.52 - - 89.6

XLNET 55.94 57.46 56.69 58.68 49.18 53.51 89.72 91.05 90.38
AESINER - - 55.14 - - 50.68 - - 90.32
IfterNER - - - - - 50.52 - - -

HGN 59.74 59.26 59.50 62.49 53.10 57.41 90.29 91.56 90.92
Ours 58.37 65.23 61.61 58.11 68.89 63.04 90.42 91.65 91.03

The results demonstrate that our proposed model outperforms the baseline in all
experiments. On the WN16 and WN17 datasets, our model surpasses HGN by 2.11% and
5.63%, respectively. However, on the ON5e dataset, we achieve only a slight improvement
of 0.11%. This could be attributed to the difficulty of entity labeling on this dataset,
which has a large number of entity types. Our model significantly improves performance
compared to BERT and Bi-LSTM-CRF on all datasets, indicating that combining data
augmentation techniques can effectively enhance the performance of our model.

Although our proposed model achieves higher recall and F1 scores than HGN on the
WN16 and WN17 datasets, there is still room for improvement in NER, as the accuracy
of our model lags behind that of HGN. We suspect that this is because HGN uses a
Hero and Gang module, which enhances the correlation between global and local feature
information, resulting in better entity location information. Our model, on the other hand,
focuses on incorporating richer word information and using Bi-LSTM to capture long-
term dependencies, which does not provide an advantage in capturing global contextual
information and local feature location information.

Our approach outperforms most baselines and achieves state-of-the-art performance
on the social media NER benchmark dataset. This is mainly because our model expands
the semantic information of entities through data augmentation methods, resulting in
better performance due to the strong textual and richer word information. However,
the use of pre-trained models and data augmentation in our model leads to high memory
consumption of GPT, which affects the computation speed of the model. We plan to address
this issue in future work.

4.4. Ablation Study

We designed ablation experiments to evaluate the data enhancement effectiveness of
the DANER model. The ablation experiments were set up as follows.

• DANER. DANER is the proposed method.
• DANER without attention. The attention mechanism is removed, and the entities are

labeled by CRF after direct vector fusion.
• DANER without weight word. In data augmentation, pre-trained vectors are not

weighted, and data augmentation and semantic transformation are performed directly
on the embedded vectors.

• DANER without data augmentation. The model with data augmentation removed is
degraded to BERT + Bi-LSTM + CRF neural network model.

We used the WN16 dataset as the experimental dataset, and the other settings were
calibrated in the same way as in the previous experiments. We performed each round of
experimental training five times and report the average scores of F1 in Table 3.
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Table 3. Ablation study results of the WN16 dataset.

Attention Weight Word DA F1
√ √ √

61.61
×

√ √
60.73√

×
√

58.36
× ×

√
56.83√

× × 55.62
× × × 54.96

As can be seen through the experiments, the performance decreases after removing
the attention mechanism, which indicates that the use of attention can effectively explore
the information location and labeling of entities. The absence of weighting the vectors
enhances the probability of non-entities acquiring labels, which leads to a decrease in the
experimental results. When the data enhancement module is removed from the model, the
performance receives a greater impact, which illustrates the importance of integrating data
enhancement into the model.

5. Discussion

Through the above comparison experiments and ablation experiments, we can observe
that our model is able to perform well on social media datasets with sparse data and
category imbalance. The experiments show that the data augmentation approach greatly
improves the performance of our task and can effectively expand the data. The weighting
approach is effective in avoiding the noise introduced in data augmentation, thus improving
the robustness of the model. Our model adds attention to fine-tuning the weighted fused
vectors to improve the F1 value. With the addition of attention, it can effectively capture
the contextual information in the space to better identify the entities.

6. Conclusions and Future Work

In this paper, we propose a data augmentation-based approach to social media NER.
To solve the problems of data sparsity and category imbalance in social media datasets,
we extracted contextual information by pre-training BERT and expand the semantic in-
formation of entities via data augmentation. Considering the problems such as noise
caused by directly adding semantic information, we trained both vectors simultaneously,
fine-tuned the vector fusion via weighting, and captured the feature information by us-
ing attention to obtain the best label. Our experiments on three social media benchmark
datasets showed that our model surpasses previous studies and achieves state-of-the-art
results, demonstrating the effectiveness of our model for social media NER.

However, our model lags behind in accuracy when it comes to identifying entities,
and we plan to address this by optimizing the shortcomings of the model related to the
correlation of local and global features in future work. We will also apply our model to
other data-sparse NER tasks, such as low-resource NER. We hope that our research results
will facilitate the development of NER.
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