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Abstract: In this paper, we present a secure datastore based on an Ethereum smart contract. Our
research is guided by three research questions. First, we will explore to what extend a smart-contract-
based datastore should resemble a traditional database system. Second, we will investigate how to
store the data in a smart-contract-based datastore for maximum flexibility while minimizing the gas
consumption. Third, we seek answers regarding whether or not a smart-contract-based datastore
should incorporate complex processing such as data encryption and data analytic algorithms. The
proposed smart-contract-based datastore aims to strike a good balance between several constraints:
(1) smart contracts are publicly visible, which may create a confidentiality concern for the data stored
in the datastore; (2) unlike traditional database systems, the Ethereum smart contract programming
language (i.e., Solidity) offers very limited data structures for data management; (3) all operations that
mutate the blockchain state would incur financial costs and the developers for smart contracts must
make sure sufficient gas is provisioned for every smart contract call, and ideally, the gas consumption
should be minimized. Our investigation shows that although it is essential for a smart-contract-
based datastore to offer some basic data query functionality, it is impractical to offer query flexibility
that resembles that of a traditional database system. Furthermore, we propose that data should be
structured as tag-value pairs, where the tag serves as a non-unique key that describes the nature of
the value. We also conclude that complex processing should not be allowed in the smart contract
due to the financial burden and security concerns. The tag-based secure datastore designed this way
also defines its applicative perimeter, i.e., only applications that align with our strategy would find
the proposed datastore a good fit. Those that would rather incur higher financial cost for more data
query flexibility and/or less user burden on data pre- and post-processing would find the proposed
database too restrictive.

Keywords: blockchain; smart contract; data immutability; datastore; user access control; role-based
authentication; gas consumption; IPFS

1. Introduction

Data security is of paramount importance for all systems [1,2]. Traditionally, data
are stored in relational database systems or NoSQL datastores [3]. Unfortunately, data
stored this way are not only vulnerable to theft, but could easily be modified as well [4,5].
While data theft clearly is a security breach, compromised data could lead to more serious
integrity problems [6]. Blockchain technology [7], on the other hand, offers a new way of
storing data with the immutability property if the blockchain system has sufficient scale [8].

There are primarily two ways of storing data with the blockchain [7]. One way is to
store data directly as part of a transaction, which is possible for most public blockchain
systems. The other way is to store data via a smart contract. Directly storing data as
part of a transaction costs much less and it is also much less complex than using a smart
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contract [9]. However, directly storing data as part of a blockchain transaction suffers
from several limitations: (1) there is no access control over who may write the data to the
blockchain and who may read the data from the blockchain; (2) there is no support for
querying the data stored in the blockchain systematically, i.e., one would have to know the
transaction hash to locate the particular transaction; (3) the amount of data can be packed
into a transaction is very limited due to the predefined transaction structure.

While using a smart contract may address all three issues, there is a lack of universally
accepted guidelines on designing secure datastore based on smart contracts. The current
study is an attempt towards this goal and is driven by three research questions. First, we
will explore to what extend a smart-contract-based datastore should resemble a traditional
database system. Second, we will investigate how to store the data in a smart-contract-
based datastore for maximum flexibility while minimizing the gas consumption. Third, we
seek answers regarding whether or not a smart-contract-based datastore should incorporate
complex processing such as data encryption and data analytic algorithms. The proposed
smart-contract-based datastore aims to strike a good balance between several constraints:
(1) smart contracts are publicly visible, which may create a confidentiality concern for the
data stored in the datastore; (2) unlike traditional database systems, the Ethereum smart
contract programming language (i.e., Solidity) offers very limited data structures for data
management; (3) all operations that mutate the blockchain state would incur financial costs
and the developers for smart contracts must make sure sufficient gas is provisioned for
every smart contract call, and ideally, the gas consumption should be minimized.

Our investigation shows that although it is essential for a smart-contract-based datas-
tore to offer some basic data query functionality, it is impractical to offer query flexibility
that resembles that of a traditional database system. Defining a complex schema for highly
structured data as commonly used in traditional database systems could compromise the
confidentiality because the smart contract is publicly visible. Adopting a more complex
structure for data storage in a smart contract would significantly increase the financial
cost (in terms of gas consumption) for insertion operations. Furthermore, Solidity lacks
built-in support for some database system features, such as the auto increment primary
key. Hence, it is both desirable and necessary to adopt basic structures for data storage and
for data query.

Furthermore, we propose that data should be structured as tag-value pairs, where the
tag serves as a non-unique key that describes the nature of the value. This idea is inspired
by the pervasive use of key-value pairs in modern NoSQL datastore and in Ethereum. We
intentionally allow the tag to be non-unique so that multiple data entries may share the
same tag. This design offers a high degree of flexibility for applications. For example,
in sensing data logging, it may be desirable to use the same tag for all data generated by
the same sensor in the same day [10]. We note that this design allows the users to insert
tag-value pairs with unique tags.

We also conclude that complex processing should not be allowed in a smart contract
due to the financial burden and security concerns [11,12]. While adding complex processing
could improve the usability of the datastore because the users are relieved from having to
perform such processing, the complexity of the smart contract could be drastically increased.
Higher complexity could sharply increase the gas consumption and increase the likelihood
of introducing vulnerabilities to the smart contract [11,12].

The tag-based secure datastore designed this way also defines its applicative perimeter,
i.e., only applications that align with the chosen answers to the research questions would
find the proposed datastore a good fit. Those who would rather incur higher financial cost
for better data query flexibility and/or less user burden on data pre- and post-processing
would find the proposed database too restrictive. We follow a design principle that if an
operation can be conducted off-chain (i.e., outside the smart contract), then the operation
should be moved out of the smart contract to keep the smart contract as simple as possible.
A simple smart contract would not only reduce gas consumption, but also minimize the
likelihood of introducing security vulnerabilities. Another apparent applicative perimeter
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is that the proposed datastore is based on Ethereum. Users who wish to use other public
blockchains would have to port our design to the desirable blockchain.

We argue that the tag-based datastore provides the best tradeoff for query flexibility,
data confidentiality, smart contract security, and minimizing the financial cost of the
datastore. The first benefit of this design is that it helps protect the confidentiality of the
data stored in the datastore. By encoding the tag and the data as strings, it is difficult for an
adversary to understand what the original data are. The encoding method can be as simple
as mapping the type of sensor (e.g., temperature) to an integer and can be as complex as
encrypting the data using AES. The datastore itself does not care how the tag and the data
entry are encoded, i.e., the datastore treats the tag and data as opaque objects and only
offers storage and query functionalities. The user of the datastore gets to decide the level of
protection of the tag and the data entry. Indeed, this aligns with the guideline for designing
smart contracts [11].

The second benefit of this design is simplicity. By treating the tag and the data as opaque
objects, the insertion and query operations become simple and much less error-prone.

The third benefit of this design is flexibility. In addition to the flexibility for achieving
data confidentiality as we mentioned earlier, this design also offers the flexibility of system
integration. For applications that only have a small amount of data to log with a low data
generation rate, the data can be directly written to the datastore after proper encoding.
That said, we caution that even with a moderate data generation rate, storing all data in
the datastore via a smart contract will not only incur excessive financial cost, but also may
exceed the throughput of the blockchain system. To address this concern, we propose to
only store the digest of the data entry in the smart contract and log the full data entry in
other peer-to-peer file systems, most notably, the InterPLanetary File System (IPFS) (https://
docs.ipfs.tech/concepts/what-is-ipfs/ (accessed on 1 March 2023)). This would minimize
the financial cost and significantly lower the throughput demand on the blockchain system.
If the generation rate is high, it may be necessary to first aggregate the data and record the
hash of the aggregated data in the blockchain, as we have done previously [13].

In summary, this paper makes the following research contributions:

*  Inthis study, we raise three research questions and present our answers by considering
the differences between traditional database systems and Ethereum smart contract.
Driven by these research questions, we aim to propose a set of guidelines on datastore
design based on Ethereum smart contract;

*  Weintroduce a smart contract that functions as the proposed secure datastore. The data-
store allows role-based access control and tag-based query of data in the datastore
while protecting the data confidentiality. The design of the smart contract is intention-
ally simple yet flexible that accommodates different data generation rates, different
levels of data confidentiality requirements, and different levels of financial budget.

¢ We fully characterize the financial cost (i.e., gas consumption) of the datastore in terms
of gas consumption under a variety of scenarios and compare with competing solutions;

*  We provide the design, implementation, and evaluation of a system that integrates the
proposed datastore and IPFS, where the smart contract is used to store the digest of
each data entry, and the IPFS is used to store the full data entry. We demonstrate the
advantages of this integrated solution for secure data storage and retrieval in terms of
gas consumption and operation latency.

The remainder of the paper is organized as follows. Section 2 presents the related
work and highlights our research contributions. Section 3 elaborates the details of our
smart contract design. Section 4 discusses the system integration issues with the proposed
smart contract for secure data storage. Section 5 reports the experimental results. Section 6
concludes the paper and outlines future research directions.

2. Related Work

This study is about relying on blockchain to securely store data. The related studies
reported in the literature can be roughly divided into three categories: (1) custom-built
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blockchain systems designed specifically for secure data storage (such as [14,15]); (2) storing
data directly in transactions using public blockchains; and (3) storing data in smart contract
using public blockchains.

Although the work in the first category has some merit, for example, a system was
designed to handle large-scale Internet of Things (IoT) data with data trading functionalities
in [14], and another system was designed to self-repair corrupted data with local repair
groups in [15], the proposed systems are not actually implemented, let alone available for
other researchers to use for secure data storage. As such, we do not draw comparisons with
this line of work.

Studies in the second category predominately used the IOTA distributed ledger
IOTA [16,17]. IOTA was designed to support high-throughput transactions using a direct
acyclic graph instead of a single chain of blocks. Furthermore, IOTA does not impose a
transaction fee. To mitigate spamming attacks, all clients must perform a moderate amount
of proof-of-work in every transaction submitted to the IOTA network. IOTA provides
application programming interfaces (APIs) for the construction of a transaction that only
contains data. The transaction size in IOTA is limited to 32KB. In 2017, IOTA introduced
the masked authenticated message (MAM) to facilitate secure communication between IoT
devices and IOTA (https://github.com/iotaledger/mam.client.js/ (accessed on 1 March
2023)). A number of studies used IOTA MAM for securing loT data [18-20], for supply
chain applications [21], for health data sharing [22,23] and management [24,25], for man-
ufacturing applications [26,27], for securing industry control [28], for securing system
logs [29], for securing vehicular networks [30,31], and for securing power systems [32].

Previously, we also focused on using IOTA to store sensing data securely [10]. The sys-
tem adopted a hierarchical aggregation scheme for the sensing data [33] to reduce the
amount of data to be placed on IOTA. Recently, we extended the work to store sensing data
directly in the data field of Ethereum transactions [13]. Our previous work has a number of
limitations as a result of storing of data directly as part of blockchain transactions. A major
concern of the approach is the lack of user access control regarding who may upload the
data into the blockchain. Not addressing this issue could lead to serious security issues
because the integrity of the data may be compromised if adversaries could upload faulty
data to the blockchain. Second, the data stored in the blockchain are publicly accessible,
which could present confidentiality and privacy issues. By adding user access control,
we address both concerns. Third, it is difficult to query the data stored in the blockchain.
One would have to know the transaction hash to retrieve the data stored in a particular
transaction. In [13], we proposed a workaround by introducing an indexing scheme. How-
ever, the indexing data must also be stored securely. If the indexing data are compromised
or lost, data query would not be possible. In the current study, the datastore offers the
functionality of data queries.

In the remainder of this section, we consider related studies in the third category. We
note that although there is a large body of work on smart contract applications and this
line of work has been well reviewed (for example, [34,35]), most such studies focus on
using smart contracts for access control and coordination. A small fraction of studies are
dedicated to secure data storage using smart contracts. An even smaller fraction of studies
provided details on smart contract operations for secure data storage and retrieval [36-39],
which are the only works directly related to our current study. We discuss these studies by
looking at how they responded to the three research questions.

2.1. Query Flexibility of Smart-Contract-Based Datastores

Most studies attempted to develop smart contracts for data storage in a way similar
to traditional database systems from two perspectives: (1) structured data are explicitly
specified in the smart contract; and (2) users may query the data in the smart contract using
a filter for a result directly needed by the users. These studies are predominately in the
biomedical and healthcare domain for medical data storage and query [36-38,40], and most
are winning entries in the 2019 secure genome analysis competition [36,37].


https://github.com/iotaledger/mam.client.js/

Appl. Sci. 2023,13, 5282

50f29

2.2. Data Structures Used in Smart-Contract-Based Datastores

Ethereum offers limited data structures for data storage and indexing. Data entries
may be added into an array of predefined types (such as string or bytes32) or custom
types (such as a complex structure with multiple fields). The latter would be quite similar
to tables in traditional database systems. However, unlike tables in traditional database
systems, there is no need to specific primary keys and the developer must manually keep
track of the index to each entry. The only form of indexing in Ethereum is mapping, which
is a hash table that maps a key to one or more values. To facilitate data query, one mapping
is typically needed for each required filter criterion.

In [36], three smart contract solutions that were developed for the 2019 secure genome
analysis competition were presented. The three solutions won the first place, the second
place, and the honorable mention. The first-place solution is referred to as query index.
The second-place solution is referred to as index everything. The honorable mention
solution is referred to as dual-scenario indexing.

In query index [36], a single mapping and an array are used to store the gene-variant-
drug observations, as shown in Figure 1. Each of the gene-variant-drug observations is
appended to the array (Step 1 in Figure 1). The value of the mapping is the list of indices to
the observation array. To facilitate query using either gene-variant-drug or a combination
of gene/variant/drug with one or more wildcards, for each insertion of a unique gene-
variant-drug observation, eight keys (i.e., gene-variant-drug, gene-variant-*, *-variant-drug,
gene-*-drug, gene-*-*, *-variant-*, *-*-drug, *-*-*) are inserted into the mapping, and the
index of the observation to the array is appended to the list of indices stored as the value of
the mapping (Step 2 in Figure 1). Here * denotes a wildcard, meaning that the user wishes
to query the data that contain all possible values for this field.

Call to Smart Contract

insert(CYP3AS, 52, pegloticase, ... )

(1) Append to Array

Array Index

HLA-B, 57, abacavir | 0
CYP3AS, 52, pegloticase ] 1

Mapping (Hash Table)

Indices

HLA-B, 57, abacavir

0

HLA-B, *, abacavir

HLA-B, 57,*

*, 57, abacavir

HLA-B, *, *
*, * abacavir

* 57 %

* kK 0,1
CYP3AS, 52, pegloticase
CYP3AS, *, pegloticase

CYP3A5, 52, *
* 52, pegloticase
CYP3AS, *, *
*, *, pegloticase
* 5Dk

(=) f=) =] f=) f) )

(2) Update Mapping
(for indexing)

Uiy U U UG NI Y N

Figure 1. Data structures used in the query index scheme and how they are used in an insert call to
the smart contract.

Unlike the first-place solution, index everything assumes that the number of gene,
variant, and drug is small enough to be represented as an 8-bit integer [36]. Based on
this assumption, a 24-bit unsigned integer can be used to encode all gene—variant-drug
combinations. The counts for each of the possible outcomes for each gene-variant-drug
observation are recorded as the value to the mapping. To capture all possible outcomes,
five mappings are used for the five possible outcomes: improved, unchanged, deteriorated,
suspected relation, and side effect. As shown in Figure 2, when the insert function is
invoked, the key is first constructed in Step 1, and then the five mappings are updated in
Step 2. In the figure, the 8-bit integer and the 24-bit integer are represented as a hexadecimal
numbers. All hexadecimal numbers are preceded with Ox.
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Call to Smart Contract

insert(CYP3AS, 52, pegloticase, unchanged, yes, yes)

(2) Update Mappings
(1) Construct Key (for indexing)

(unint24 => unit)

Keys Unchanged Mapping count
| CYP3AS, 52, pegloticase | | 0x19347a [ 1]
‘} Relation Mapping count
| 25|52 122 | [ 0x19347a [1 ]
v SideEffect Mapping count
[ 0x19)0x34 [ 0x7a | | 0x19347a L1
Improved Mapping count

\4
| 0x19347a | | 0x19347a [ o |

Deteriorated Mapping count
| 0x19347a [ 0]

Figure 2. Data structures used in the index everything scheme and how they are used in an insert
call to the smart contract.

In the dual-scenario indexing solution [36], two mappings (GeneDrugRelationKeyMap-
ping and GeneData), one structure called GeneDrugRelation, and an GeneDrugRelation
array are used to store the observation entries and to facilitate queries with the full gene-
variant-drug and with wild cards, as shown in Figure 3. The GeneDrugRelation structure
contains the gene name, variant number, drug name, and various outcome counts and per-
cent. The GeneData mapping maps the gene—variant-drug combination to a GeneDrugRe-
lation array. The GeneDrugRelationKeyMapping mapping maps all possible combinations
with wild cards to gene-variant-drug combinations. The latter mapping is pre-populated
and is used entirely to facilitate queries with one or more wildcards.

Call to Smart Contract
insert(CYP3A5, 53, abacavir, unchanged, yes, yes)

. . Insert Data to GeneData Mapping
GeneDrugRelationKeyMapping

(string => string [] GeneDrugRelationKeys)
CYP3AS, 52, pegloticase \ GeneData Mapping

CYP3AS, 52, *

CYP3AS5, 52, abacavir (string => GeneDrugRelation)

CYP3AS5, 52, pegloticase | CYP3AS, 52, pegloticase, ...

Pre-populate all possible\‘ CYP3AS, 53, pegloticase | CYP3AS, 53, pegloticase, ...
GeneDrugRelationKeyMapping CYP3AS5, 52, abacavir CYP3AS, 52, abacavir, ...

Struct GeneDrugRelation

string geneName
unit variantNumber
string drugName
unit totalCount
unit improvedCount
string improvedPercent
uint unchangedCount
string unchangedPercent
uint deterioratedCount
string deterioratedPercent
unit suspectedRelationCount
string suspectedRelationPercent
uint sideEffectCount
string sideEffectPercent

CYP3AS, 52, pegloticase, unchanged, yes, yes

Entries | CYP3AS, 53, pegloticase, unchanged, yes, yes

CYP3AS, 53, abacavir, unchanged, yes, yes

Figure 3. Data structures used in the dual scenario scheme and how they are used in an insert call to
the smart contract.
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In [37], two smart contracts that won the third place in the same competition are
presented in great details. We refer to this solution as full indexing. Both smart contracts
in [37] offer identical insert and query interfaces to users. The data structures used in this
solution consist of one array (called Database) to store the observation entries, and three
mappings for gene, variant, and drug, respectively. As shown in Figure 4, when the
insert function is invoked, the data entry is first appended to the Database array in Step 1,
and then the three mappings are updated in Step 2.

Call to Smart Contract

insert(CYP3AS, 53, abacavir, ... )

(1) Append to Array
Database (array) Index Gene Mapping Indices

HLA-B, 57, abacavir, ... 0 HLA-B 0
CYP3AS, 52, pegloticase, ... || CYP3AS 1,2,3
CYP3AS, 53, pegloticase, ... |2 /

CYP3AS, 53, abacavir, ... 3 Variant Mapping
57 0
52 1
(2) Update Mappings 53 23
(for indexing) Drug Mapping
abacavir 0,3
pegloticase 1,2

Figure 4. Data structures used in the full indexing scheme and how they are used in an insert call to
the smart contract.

In [38], an Ethereum smart contract was used to store and query fictitious COVID-19
patient data. The design of the smart contract is rather similar to the first smart contract
introduced in [37]. Each observation consists of the COVID-19 variant (of string type),
patient ID (of unsigned integer type), comorbidity (of string type), chest CT severity grade
(of unsigned integer type), and patient age (of unsigned integer type). The first three
parameters are used together as the key to the entry.

All these studies focused on quantifying the insertion and query latency, and space
utilization of the data stored in the smart contract. User access control is notably missing
in these studies. While there is some discussion regarding minimizing the gas usage in
the store and query parameters in [37], the overall financial cost for the datastore was
not investigated.

The only study that is not in the field of healthcare is [39], where one array is used
to store IoT data. The focus of this study is to characterize the gas consumption in two
alternative schemes. The first design assumes that the contract simply appends all IoT data
into an array (referred to as array appending). The second design assumes that the contract
uses a fixed array of size N to store the IoT data where only the latest N data entries are
kept (i.e., old data entries are overwritten by the newly arrived data entries once the array
is full). The second design is referred to as array substitution. In both designs, the gas cost
grows linearly with the number of IoT data entries logged in the contract. The substitution
cost per data entry is 39,305 gas, which is slightly cheaper than that for recording a new data
entry (i.e., 52,960 gas). The paper did not consider user authentication, user management,
and data query issues.

Before ending this subsection, we comment on how data should be stored in smart
contracts. The existing solutions all use a single array to store the data entries. To facilitate
data query, either multiple mappings are used or extra entries are created in a single
mapping. We argue that a single mapping with one tag as the key is sufficient for practical
use with less gas consumption, provided that the users are willing to encode the tag
properly and extract data from the result of the single-tag query, as we will show in
later sections.
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2.3. Complex Processing and Smart Contract

It appears that it is common practice to avoid incorporating complex processing in
smart contracts. This is quite different from traditional database systems, which offer
various stored procedures for automatic data analytics. Studies that wish to protect the
confidentiality /privacy of the data always encrypt the data off-chain and the smart contract
is often used for key management and user access control [41,42]. In [41], re-encryption is
used off-chain to secure the IoT data. In [42], searchable encryption is used, again off-chain,
to ensure the security of the sharing of electronic health records.

Although it is clear that encryption of data should be performed off-chain, the data
structures used in the smart contract must be compatible with storing encrypted data.
The tag-based data structures in our smart contract are designed to be compatible with
storing encrypted tags and data values.

2.4. Nowvel Contributions of Our Study

The most prominent novel contribution of our study is the recognition of the funda-
mental differences between smart contracts and traditional database systems. The current
study is guided by the three research questions we elaborated above. The answer to the first
research question has led us to choose a strategy of providing a basic tag-based data query
function in the smart contract. The objective is to keep the smart contract simple so that
there is little chance of introducing vulnerabilities and the gas consumption is minimized.
The answer to the second research question has led to us using only a single string array
and a single mapping that maps a given tag (of the string type) to a value (also of the string
type). As we will show in later sections of this paper, we demonstrate that this design
minimizes the gas consumption and has sufficient expressibility and flexibility. The data
structure design in our approach is also influenced by the answer to the third research
question. Although it is commonplace to avoid complex processing in the smart contract,
the design of the smart contract must be conducive to meeting user requirements such as
data confidentiality and privacy. In our design, both the tag and the data value are treated
as opaque strings where the user could use encrypted tags and data values. In contrast,
the existing solutions in [36,37] would have to make significant changes if the genome data
must be encrypted.

3. Smart Contract Design

In this section, we present the details of our smart contract design. As we report
earlier in Section 2, academic studies on using smart contract for data storage and query are
typically focused the functionality and the storage and query efficiency in terms of latency
and space utilization. In our study, what prompted us to consider smart contract is to protect
the security of the data placed on the blockchain as part of a secure sensing data processing
and logging system [10]. Without proper access control, public functions defined in a smart
contract may be invoked by any user who knows the contract address. For sensing data and
many other forms of data, such as biomedical, healthcare, and electronic medical records, it
is essential to allow only legitimate users to upload data into the smart-contract datastore
because otherwise the integrity of the data cannot be guaranteed. For confidentiality of
the data, only authorized users may query the data from the smart contract. In this paper,
we show how to add user access control as part of the smart contract for data storage and
query. The smart contract is written in Solidity, the official programming language for
Ethereum smart control. The full smart contract source code is provided in Appendix A.

3.1. User Access Control and User Management

The user access control algorithm in the smart contract is described in Algorithm 1. We
define three roles: Administrator (Admin for short), Writer, and Reader. The Admin has all
the privileges, including user management, the right to write data into the smart contract,
and the right to read from the smart contract. The Writer has the right to write data into
the smart contract and the right to read from the smart contract, but does not have user
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management privilege. The Reader only has the right to read from the smart contract. This
design means that for a user (i.e., the corresponding account) to read from or write to the
smart contract, the user must be added to the list of accounts with proper roles. Each role
is represented by a 32-byte long byte array (using the Solidity bytes32 type) obtained by
hashing a string literal (“Admin” for the Admin, “Write” for the Writer, and “Read” for the
Reader) using the keccak256 secure hash function (A represents the Admin, W represents
the Writer, and R represents the Reader).

Access control is enforced for all public functions defined in the smart contract using a
modifier called ONLYROLE. As shown in lines 1-12 in Algorithm 1, this modifier takes one
argument as the minimum role for the called operation, and checks if the calling account
has already been assigned a role that is the same or more privileged. The call is rejected if
the check fails.

By default, the account that created the smart contract assumes the Admin role. This
account may add other accounts as Admin, Writer, or Reader via the GRANTADMINROLE,
GRANTWRITERROLE, and GRANTREADERROLE functions. To keep track of the accounts that
have been authorized with Admin, Writer, or Reader roles, a mapping roles is defined,
as shown in Figure 5. In Solidity, a mapping is a hash table that takes a key and a value.
The roles mapping would map a role into another mapping that maps an account address
to a boolean value. In cases where multiple accounts have Admin, Writer, or Reader
role, the value of the roles mapping would resemble an array. However, unlike an array,
the value in a mapping cannot be iterated. One would have to know the account address
in the value of the roles mapping to know whether the account has been granted one of
the roles. The roles mapping is essentially a two-dimensional hash table with the role
as the first key and the address of an account as the second key. If an account with an
address acct is authorized with a particular role, then roles[role] [acct] is set to true,
as illustrated in Figure 5. It is possible that an account was first granted a particular role,
but was later removed from the role, in which case, the account is still kept in value of the
roles mapping with the Boolean value set to false.

Role | Admin | Writer | Reader |

roles (mapping)

Account | | | | | |

address to bool\l, \1, \l/ \1/ \1/
T T T T F

mapping TTTTF

Figure 5. Data structures used for user management and their relationship.

As shown in Algorithm 1, if an account acct is granted the Admin role, roles[A] [acct],
roles[W] [acct], roles[R] [acct] are all set to true in lines 5-7; if an account acct is
granted the Writer role, roles[W] [acct], roles[R] [acct] are set to true in lines 10-11;
and if an account is granted the Reader role, then only roles[R] [acct] is set to true in
line 14.

An Admin account may also remove the Writer or Reader role from other accounts
by calling the DELETEWRITER and DELETEREADER functions. When removing a role from
an account, the roles mapping for the corresponding account is set to false (in lines 24-25
when removing the writer role, and in line 28 when removing the reader role). Only the con-
tract owner may remove the Admin role from an account (in line 17), and roles[A] [acct],
roles[W] [acct], roles[R] [acct] are all set to false in lines 18-20.
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Algorithm 1 Algorithm for user access control.

Require: address owners
Require: mapping(bytes32 => mapping(address => bool) roles
Require: bytes32 A < keccak256(”Admin”)
Require: bytes32 W <— keccak256(“Write”)
Require: bytes32 R < keccak256(“Read”)
1: procedure ONLYROLE(role)
require(roles[role][msg.sender], “not authorized”)
end procedure
: procedure GRANTADMIN(acct) ONLYROLE(A)
roles[A][acct] < true
roles[W][acct] < true
roles[R][acct] < true
: end procedure
: procedure GRANTWRITER(acct) ONLYROLE(A)
roles[W][acct] < true
roles[R][acct] < true
: end procedure
: procedure GRANTREADER(acct) ONLYROLE(A)
roles[R][acct] + true
: end procedure
: procedure DELETEADMIN(acct) ONLYROLE(A)
if is owner of contract then
roles[A][acct] < false
roles[W][acct] « false
roles[R][acct] « false
end if
: end procedure
: procedure DELETEWRITER(acct) ONLYROLE(A)
roles|[W][acct] < false
roles[R][acct] + false
: end procedure
: procedure DELETEREADER(acct) ONLYROLE(A)
roles[R][acct] + false
: end procedure

R I A S

N NN DN DNDNMNDNDNDNDNDDNRRRRBRR R R R B2 2
RS S BN U T A el = e S IS AN LS S

Figure 6 illustrates the four roles defined in our smart contract and related operations.
The Owner is the account that deploys the smart contract, which has the highest privilege.
The Owner assumes the Admin role automatically. Both the Owner and the Admin may
grant other accounts the Admin, Writer, or Reader roles. However, only the Owner may
delete an Admin account.

In the sensing data logging application scenario (more about this scenario in Section 4.1),
the sensing data processing component would function as the Owner role. This component
would also take the Admin and Writer roles because it is in charge of uploading sensing
data to the datastore. If a data visualization component is present in the system, then this
component would need to be granted a Reader role so that it may query the datastore.

In the secure genome analysis application scenario (more about this scenario in
Section 4.2), each institution that enters the competition would function in the Owner
and the Admin role because the institution would develop its own smart contract for data
insertion and query as specified by the competition organizer. In a more realistic scenario
where researchers could upload their genome experiment observations to the datastore for
data sharing, such researchers would need to acquire the Writer role. Other researchers
who are interested in downloading the genome experiment observations would need to
acquire the Reader role. The institution that makes the datastore available to the researchers
would function as the Owner and Admin.
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Figure 6. Different roles in the user management and user access control and their operations.

3.2. Data Storage and Retrieval

The pseudo code for the data storage and retrieval is shown in Algorithm 2. The smart
contract maintains a string array called database, a mapping called tagindex, and a
counter that remembers the last index to the database, as shown in Figure 7. The tag and
the data for each write operation are regarded as opaque objects. How the tag and data
are encoded and the relationship between the tag and the data to be written to the contract
are completely up to the user. Although we recommend the tag to be limited to 32 bytes
to save on gas, we do not impose any limit on the tag length. Furthermore, the tag can
be unique among all the writes or it could be the same for multiple writes. To facilitate
query of the data written to the smart contract, we offer three functions: (1) fetch all data
that carry the same given tag; (2) fetch all data written to the contract; and (3) fetch a given
number of most recent data entries written to the contract. If the tag and/or the data are
encoded properly, one may conduct various queries on the fetched data.

Tags| Tagl | Tag2 | Tag3 |
tagindex (mapping

Idiees | | | | | [ [ [ [ [ [ ||
(array)

index
Datab
s [T T T TTTTTTT]

(array)

Figure 7. Data structures used for data storing and query operations.

To write data to the contract, one would call on the WRITE function with a tag and a
data entry (lines 1-12 in Algorithm 2). The data entry is first appended to the database
array (line 2 in Algorithm 2), then the tag is added to the tagindex mapping with the
current counter as the value (line 3 in Algorithm 2). Finally, the counter is incremented by
1 (line 4 in Algorithm 2).
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To fetch data from the contract, one would call the READ function with a tag (lines
6-12 in Algorithm 2). The indices array is retrieved from the tagindex mapping (line 7
in Algorithm 2). Then, the entries from the database are retrieved and added into a local
result variable in a loop (lines 8-12 in Algorithm 2). Finally, the result is returned to the
caller (line 16 in Algorithm 2).

To fetch all the data written to the contract, one would call the READALL function (lines
18-12 in Algorithm 2), where the database is returned to the caller (line 19 in Algorithm 2).
The number of entries in the database can be queried via the GETDBSIZE function (lines
21-12 in Algorithm 2). One may fetch the most recent n entries from the contract via the
READRECENT function. If n is the same or larger than the current size of the database,
then the entire database is returned to the caller (lines 25-12 in Algorithm 2). Otherwise,
the most recent n entries are retrieved, coped to a local array, and returned to the caller
(lines 28-12 in Algorithm 2).

Algorithm 2 Algorithm for data write and read.

Require: mapping(string => uint []) tagindex
Require: string [] database
Require: uint counter
1: procedure WRITE(tag, entry) ONLYROLE(W)
2: database.push(entry)
3 tagindex[tag].push(counter)
4 counter++
5. end procedure
6: procedure READ(tag) ONLYROLE(R)
7: uint [] indices < tagindex[tag]
8 uint length <— indices.length
9: string [] result <— new string(length)
10: i+ 0

11: while i < length do

12: entry <— database[indices[i]]
13: result[i] <— entry

14: i+ +

15: end while

16: return result

17: end procedure

18: procedure READALL( ) ONLYROLE(R)

19: return database

20: end procedure

21: procedure GETDBSIZE( ) ONLYROLE(R)

22: return counter

23: end procedure

24: procedure READRECENT(n) ONLYROLE(R)

25: if n >= counter then

26: return database

27 end if

28: string [] result <— new string[](r)
29: i< 0

30: while i < n do

31: entry < database[counter-i-1]
32: result[i] <— entry

33: i+ +

34: end while

35: return result

36: end procedure
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4. System Integration with Smart Contract

In this section, we show how to use the proposed smart contract in a system for secure
data storage and query as illustrated in Figure 8. The main components in the system
consists of data producers (such as IoT devices and wireless sensors), data consumers
(i.e., those who make decisions based on the data collected), a datastore frontend, IPFS,
and Ethereum with the proposed smart contract.

Data —
Producers 1
Data :|
Consumers
IPFS Ethereum

Figure 8. Main components in a system for secure data storage and query.

Smart Contract

Datastore
Frontend

We assume that strong authentication is in place in the system to ensure that data
producers and data consumers are authorized to store and query data via the datastore
frontend. How to ensure such strong authentication is out of the scope of this study and
we have reported our solution to this issue in a separate article [13]. The purpose of the
datastore frontend is to provide easy-to-use APIs for data insertion and query so that
data producers and data consumers do not have to handle the integration of IPFS and
Ethereum smart contracts. Another benefit of using the frontend is that the system can be
adapted to use with other blockchain systems by modifying the frontend component only.
The smart contract design allows only authorized users to upload and download data from
the smart contract.

The data producers are the entities that would like to upload data to the system.
For example, in a sensing system, a sensor or IoT device could function as a data producer.
In the case of the genome analysis competition, the organization that would like to enter
the competition would function as a data producer. The data consumers are the entities that
would like to retrieval data from the system. In a sensing system, managers and engineers
could be data consumers because they would like to inspect the data to gauge if the plant
being monitored is functioning normally. The IPFS is used to store the data uploaded by
the data producers. The smart contract is used to store the IPFS hash generated by the IPFS.
The smart contract is also in charge of performing user access control.

The interaction flow of the users (i.e., data producers and data consumers), the datas-
tore frontend, IPFS, and the smart contract deployed on Ethereum are illustrated in Figure 9.
The proposed smart contract is deployed by the datastore frontend at the begining of the
system operation. To upload data, a data producer would call the store (tag,data) func-
tion provided by the datastore frontend. Upon being invoked, the datastore frontend
would add the data to IPFS by calling add_json(data). The call returns an IPFS hash,
which will be written to the smart contract as the data entry with the given tag in the
call write(tag,hash). To retrieve data from the system, a data consumer would call the
datastore frontend with fetch(tag). Then, the datastore frontend would first issue a
read(tag) call to the smart contract. Once the data entry is returned, which would be
the IPFS hash, the datastore frontend issues a get_json(hash) call to IPFS, which would
return the original data stored at IPFS. In the last step, the datastore frontend returns the
data corresponding to the particular tag. We note that in this design, the datastore frontend
would be the only entity that interacts with the smart contract, i.e., the datastore is the
Owner as well as the Admin.

In the following, we first consider the scenario typical in sensor-based systems where
multiple sensors would generate a large volume of sensing data. Then, we demonstrate how
to use our smart contract as a potential solution for the secure genome analysis competition.
Finally, we present an analysis of the security properties in the proposed secure datastore.
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Figure 9. The interaction flow involving the user (i.e., data producers and data consumers), the datas-
tore frontend, IPFS, and the smart contract deployed on Ethereum.

4.1. Sensing Data Logging

Sensors typically generate a large volume of sensing data with high sampling rates,
as such, it is not practical to create one transaction per sample for data storage at pub-
lic blockchains. As we pointed out in our previous publications [10,33], it is better to
first aggregate sensing data and only place the aggregated data on the blockchains for
immutability protection.

Even with aggregation, the data for each sample could be 500 bytes or larger. Con-
sidering that Ethereum charges 20,000 gas for each 32-byte of data, this means that the
minimum cost for each data entry of 500 bytes would be 312,500 gas. Assuming that the
gas price is 14.3 gwei (1 gwei = 1077 ETH) and the ETH price is USD 1640, this transaction
would cost at least USD 7.33. While this amount does not appear to be large, the total
transaction fees would add up in the long run. For example, if one transaction is issued
every 10 minutes, 144 transactions will be issued every 24 h and the total cost in transaction
fees would be over USD 1000 per day! Only large institutions could afford this amount of
transaction fees.

To address this issue, we propose to store the full data entry in IPFS and record the
IPFS hash returned by the IPFS in the smart contract. The IPFS hash is a 46-byte-long self-
describing multihash that can be used to identity both the content of the data entry as well
as the peer and key to access the entry in the IPFS network (https:/ /richardschneider.github.
io/net-ipfs-core/articles/multihash.html (accessed on 1 March 2023)). The mechanism
to do so is illustrated in Figure 9. With this design, only 46 bytes are stored in the smart
contract instead of 500 bytes. For each transaction, this would saves 272,500 gas, which is
equivalent to USD 6.39, and the daily savings would be USD 920.26.

4.2. Secure Genome Analysis

In the context of secure genome analysis as defined in [36,37], each observation is
fairly short, hence, it is acceptable to store all the observations directly in the smart contract.
However, we show here that it is unnecessary to store extra keys with wildcards in one or
more mappings to facilitate queries with one or more wildcards.

For secure genome analysis, the gene, variant, and drug are used together as the
key to each observation. In our smart contract, the gene—variant-drug combination is
encoded into “gene/variant/drug” as the tag to each observation. In this use case, the tag
is unique to each observation. The data entry for each observation is encoded in the form
“gene/variant/drug/outcome/relation/sideeffect.” We use the symbol “/” as the separator
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because the gene name may contain “-”. A string encoded this way can be stringified easily
in all modern programming languages.

For a query using the full gene-variant-drug combination, the corresponding obser-
vation can be retrieved directly via the READ(tag) function. For a query with one or more
wildcards, all data entries are first retrieved using the READALL() function. Once the dataset
is retrieved, further queries with wildcards will not induce any call to the smart contract.
Each entry in the dataset is then transformed from one string into six strings (gene, variant,
drug, outcome, relation, side effect). A query with one or more wildcards will entail a
linear search of the dataset, which is identical to the solutions proposed in [36,37].

4.3. Security Analysis of the Proposed Datastore

We analyze the security of the proposed datastore with respect to the three primary
security properties: confidentiality, integrity, and availability [43]. We also discuss the risk
of privacy leakage. Confidentiality means that the data are not revealed to the general
public, i.e., only those who are authorized may access the data. Integrity means that the
data come from a trusted source, and are kept intact in their original form, i.e., the data
are not falsified and not modified in any unauthorized way. Availability means that the
data are accessible to authorized users whenever needed. Privacy is closely related to
confidentiality and it typically emphasizes the protection of the identity of the owner of the
data. Privacy leakage refers to the violation of both the confidentiality and the privacy of
the data, i.e., unauthorized users (such as adversaries) may obtain sensitive data from a
system and somehow could learn the identity of the data owners [44].

Confidentiality is protected via strong user authentication so that unauthorized users
cannot access the data stored in a system. In the proposed system, the data stored in
the smart contract are accessible only to the smart contract owner and those who have
been granted a read, write, or admin privilege. Hence, the proposed system guarantees
data confidentiality.

The protection of the data integrity in a system requires more complex mechanisms.
First, a mechanism must exist to accept data from legitimate sources only. Second, once
the data are stored in the system, an additional mechanism must be in place to prevent
unauthorized modification of the data or the deletion of the data. In the proposed system,
only the smart contract owner and the users that have been granted the write or admin
privilege may insert data to the system. Assuming that the smart contract owner is trusted,
then, the system ensures that all data come from legitimate sources. Since the blockchain
guarantees data immutability, once data are inserted into the smart contract, they cannot
be modified or deleted. Therefore, the proposed system ensures the integrity of the data.

Availability is protected by both system fault tolerance and proper authentication of
users. Fault tolerance ensures that the data would exist for access at any time. Proper
authentication would grant authorized users access to the data whenever requested. Since
the proposed system depends on the blockchain and IPFS, both have built-in fault tolerance
mechanisms with heavy degree of replication of the data to ensure that the data are always
available. The user authentication mechanism as part of the proposed smart contract would
ensure all authorized users have access to the data. Hence, the proposed system ensures
availability of the data.

Next, we argue that the proposed system has low risk of privacy leakage. As the
proposed system is built on top of Ethereum, each of the users is identified by an address.
This design grants all users of the proposed system pseudo-anonymity. Furthermore,
the user access control mechanism incorporated into the smart contract ensures that an
unauthorized adversary does not have access to the data stored in the system. Hence,
neither the identity (other than the address) of the user, nor the data are revealed
to adversaries.

We note that the security of all blockchain systems relies on the proper protection
of the private keys. Once the private key is stolen, the corresponding account can be
compromised. On the other hand, if the private key is lost, the corresponding account
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would not be able to generate new transactions. Should the latter scenario happen, the data
placed in the secure database would no longer be accessible by this account, and this
account would not be able to make contract write calls either (if it has been granted the
write or admin privilege).

Finally, before we conclude the security analysis of the proposed datastore, it is
necessary to mention the potential risk of IPFS. Although virtually all academic publications
(such as [45,46] ) have assumed that IPFS is secure, there are known vulnerabilities in
IPFS (https:/ /consensys.net/diligence/blog/2022/09/the-forgotten-ipfs-vulnerabilities /
(accessed on 1 March 2023)).

5. Experimental Results and Discussion

The primary objective of the experiments is to demonstrate that our smart contract
has the advantage of incurring low gas consumption with sulfficient expressibility to accom-
modate different application scenarios. In addition, we fully characterize the performance
of the smart contract with and without IPFS integration. Unlike [36,37], we focus on using
gas consumption as the metric for evaluating the efficiency of the smart contract design
instead of runtime latency for write and read. Since, by design, public blockchain systems
must target a sufficiently long block interval for the decentralized consensus to complete,
the time it takes to write to blockchain inevitably depends on the target block interval.

The experiments were performed using an iMac-27 with core-i5 CPU and 64 GB
RAM. The truffle suite (https://trufflesuite.com (accessed on 1 March 2023)) was used
for development and testing. The truffle suite consists of the truffle tools (truffle compile,
truffle migrate, and truffle console), and Ganache, which runs a local Ethereum node to
facilitate the development, deployment, and testing of smart contracts.

In our implementation, we chose to use the Python language to be consistent with
our previous work on securing sensing data processing and logging [13]. A Python script
is developed to compile and deploy our Ethereum smart contract to a local Ganache
node. The script also implements the logic to communicate with the local IPFS node,
and to issue signed transactions to the Ganache node. The script imports a number
of libraries to work with Ethereum smart contracts and with IPFS, including py-solc-x
(https:/ /pypi.org/project/py-solc-x/ (accessed on 1 March 2023)), web3.py (https://pypi.
org/project/web3/ (accessed on 1 March 2023)), and py-ipfs-http-client (https:/ /pypi.org/
project/ipfshttpclient/ (accessed on 1 March 2023)).

5.1. Comparison with Competing Approaches

To compare with existing smart contract solutions for secure data storage as reported
in [36,37], we intentionally removed user access control from our smart contract so that the
comparison would be fair because the smart contracts introduced in [36,37] have no user
access control. Removing user access control eliminates possible complexity introduced by
user access control during the data storage and query operations.

In the comparison, we use four observations from the secure genome analysis compe-
tition dataset as the inputs for the tests. The input consists of six components: gene name,
variant, drug name, outcome (improved, unchanged, or deteriorated), possible relation
(yes or no), side effect (yes or no):

e casel: ("HLA-B”, “57”, “abacavir”, “improved”, yes, no);

e case2: ("CYP3A5”, “52”, “pegloticase”, “unchanged”, yes, yes);
e case3: “CYP3A5”, “53”, “pegloticase”, “unchanged”, yes, yes);
e cased: “CYP3A5”, “53”, “abacavir”, “unchanged”, yes, yes).

We compare our solution with the four smart contract solutions designed for secure
gene analysis, in the order of the ranking from the first place winner to the honorable
mention during the 2019 competition [36,37]: query index [36], index everything [36], full
index [37], and dual-scenario indexing [36] for the four cases. The results are summarized
in Table 1. The mean gas consumption for different studies is illustrated in Figure 10.
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Table 1. Comparison between our smart contract and competing solutions in terms of the gas
consumed for the write operation.

This Query Index . Dual Scenario
Input Study Index Everything Full Indexing Indexing
deploy 823,933 903,780 707,460 896,850 791,741
casel 160,706 345,226 79,394 238,526 339,863
case2 146,526 453,249 84,818 333,549 339,902
case3 146,490 401,949 50,618 238,646 339,902
case4 129,354 384,786 50,582 204,374 339,863
mean 145,769 383,478 66,353 253,774 339,883
a _1e5— Query Index Sclzrl::iio _
Indexing
c 3 Full
= Indexing
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Figure 10. Comparison of gas consumption for different studies.

Prior to testing the gas consumption of the write operation, the smart contract for the
respective solutions is first deployed. The deployment cost of the smart contract is shown
in the first data row of Table 1. While the deployment cost is high in all solutions, they
differ very little.

We note that the four cases are used as the input to the WRITE function of the smart
contract in order (i.e., casel is followed by case2, case3, and case4), and the order matters for
the competing solutions as explained below. In our smart contract, the WRITE functions take
two arguments—a tag and the data entry, both in the string format. For the four cases, we
concatenate the first three components in the form of “c1/c2/c3” as the tag and concatenate
all six components in the form of “c1/c2/c3/c4/c5/c6” as the data entry. As the first three
parameters’ (gene-variant-drug) combinations are all different in the four cases, the tags
are all different, which means that in each case, the mapping would create a new entry and
the gas consumption would be determined by the tag and data entry length.

It is not surprising that the gas consumption for the query index solution is much
higher than ours (more than twice of ours). Although the query index solution also uses
a single mapping and a single string array to store the data, multiple entries are created
in the mapping in each of the cases. In our solution, only a single entry is created in the
mapping. More specifically, in casel, the query index solution creates a total of eight entries
in the mapping when storing the observation (one entry with a unique gene-variant-drug
combination and seven entries with one or more wildcards). In case2, the query index
creates a total of seven entries in the mapping because the case of “*/*/*” has already been
created during casel and this existing entry is updated. The higher gas consumption for
case? is due to the longer drug name and longer outcome strings. In case3, five entries
are added into the mapping due to the variant change between case2 and case3 and three
existing entries are updated. As a result, the gas consumption is about 50,000 gas less
in case3 than in case2. In case4, only a single entry is created in the mapping and seven
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existing entries are updated, which is why the gas consumption is the smallest among the
four cases.

The gas consumption for the index everything solution is much smaller than that
for our solution. This is because the index everything solution is customized for the
dataset used in the secure gene analysis competition where the gene names, variants,
and drug names are encoded as 8-bit integers, and the gene—variant-drug combination is
encoded as 24-bit integers. Five mappings are used to map each gene-variant-drug to the
number of presence of each outcome/relation/side effect (using a 32-bit integer). As such,
the mappings take little space. In all cases, the key of the mapping takes one 32-byte word,
and the value of the mapping takes another 32-byte word. We note that while this solution
works well for the secure gene analysis competition, it is not a good fit for general purpose
data storage.

The gas consumption for the full indexing solution is between 50% to 100% higher
than that for our solution. This is due to the use of three mappings compared to a single
mapping in ours. In casel, one new entry is created for each of the three mappings. In case2,
one new entry is also created for each of the three mappings. The reason why the gas
consumption for case2 is higher is because the gene name and the drug name are longer
than those in casel. In case3, a new entry is created in the variant mapping and one entry
from each of the gene and drug mappings is updated, and the same is true for case4.
Updating an existing entry in a mapping costs less than creating a new entry.

The gas consumption for the dual-scenario indexing is consistently high in all four
cases due to the use of a large structure to store the observation (i.e., GeneDrugRelation).
This solution uses two mappings. One mapping (GeneDrugRelationKeyMapping) is created
and populated prior to any query can be accepted. The GeneDrugRelationKeyMapping
maps all possible gene—variant-drug combinations with one or more wildcards to the
list of full gene-variant-drug (without any wildcard) combinations. The other mapping
(called geneData) is used to map full gene-variant-drug to the GeneDrugRelation record.
The WRITE function only updates the geneData. Hence, the reported gas consumption in
Table 1 does not include the cost for populating the GeneDrugRelationKeyMapping. Due
to the way the data are stored (i.e., using a struct instead of a string), this solution is not
extensible for general purpose data storage.

5.2. Gas Consumption w.r.t Data Entry Size

It is well known that Ethereum uses 32-byte words to store data, and the byte32 type
is the preferred type to minimize gas consumption. However, it is much more convenient
to use string to store data. In this section, we report the gas consumption versus different-
sized data entries encoded as strings. During the experiments, we vary the data entry size
from 1 to 640 bytes with a 1-byte increment in a loop to call the WRITE function defined in
the smart contract. We experimented with four scenarios: (1) no user access control and the
same tag for all data entries; (2) no user access control and each data entry is associated
with a unique tag; (3) with user access control and the same tag for all data entries; (4) with
user access control and each data entry is associated with a unique tag. In Scenarios (1) and
(3), the string literal “tagl” is used for all data entries. In Scenarios (2) and (4), the tag is
constructed by concatenating “tag” and the loop index, which changes from 0 up to 639.
The experimental results are shown in Figure 11.

As can be seen in Figure 11a, the gas consumption increases linearly with the size of
the data entries for Scenario (1). The results for Scenarios (2), (3), and (4) look very similar
in this scale. To show the subtle differences between the four scenarios and also show the
details on how the gas consumption increases with respect to the size of the data entries,
we include the charts for a very limited range of the data entry sizes between 1 to 69 bytes
in Figure 11a,b. As can been seen, the very first call to the WRITE function incurs higher gas
than subsequent calls. The first call incurs 115,682 gas for Scenarios (1) and (2) and 118,287
for Scenarios (3) and (4). The next call incurs 84,294 for Scenario (1), 101,394 for Scenario
(2), 86,899 for Scenario (3), and 103,999 for Scenario (4).
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Figure 11. Gas consumption with respect to the size of the data entries (a—c).

It is unclear why in all scenarios the gas consumption has a jump from size 20 to
size 21 (with 22,227 gas) and immediately has another jump from size 21 to size 22 (with
22,328 gas). After this initial period, there is a jump in gas consumption (23,328 gas) for
every 16 bytes in the data entry size. A further examination shows that the gas consumption
increases 24 gas for each additional byte in the size of the data entry. In Ethereum smart
contract, string is encoded using the utf-8 variable-length character encoding standard
where each string character is encoded using one to four bytes. Based on our observation,
it looks like each string character is encoded using two bytes, which is why there is a jump
in gas consumption for every 16 string characters.

The gas consumption for Scenario (2) is 17,100 higher than that for Scenario (1) for
the same data entry size. The same is the case for Scenario (4) versus Scenario (3). This
shows that the cost of creating a new entry in the tag mapping is 17,100 gas. The gas
consumption for Scenario (3) is 2605 higher than that for Scenario (1) for the same data
entry size. The same is the true for Scenario (4) compared with Scenario (2). This means
that the cost of user authentication is only 2605 gas.
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5.3. Gas Consumption for User Management

In this section, we report the gas consumption for user management operations.
With user management and user access control, the deployment cost for our smart contract
is 2,742,751 gas, which is significantly higher than without. Table 2 shows the gas con-
sumption for grant roles (GRANTADMIN, GRANTWRITER, GRANTREADER) and delete roles
(DELETEADMIN, DELETEWRITER, DELETEREADER) operations. As can be seen, the most
expensive operation is to grant a new user the Admin role, which costs 95,198 gas because
three entries in the roles mapping are updated. It costs a little less to grant a new user
with the Write role, at 72,867 gas, where two entries in the roles mapping are updated.
It costs the least to grant a new user with the Read role, at 49,977 gas, where only a single
entry in the roles mapping is updated.

Table 2. Gas consumption for user management operations.

Role GRANTROLE DELETEROLE
Admin 95,198 37,262
Write 72,867 31,347
Read 49,977 28,613

An account may be stripped off the Admin, Writer, or Reader role via the DELETEAD-
MIN, DELETEWRITER, DELETEREADER functions. Only the account that created the smart
contract (i.e., the Owner) may remove users with the Admin role. Accounts with the write
or read roles may be deleted by any account with the Admin role. The DELETEADMIN incurs
37,262 gas. The DELETEWRITER incurs 31,347 gas. The DELETEREADER incurs 28,613 gas.
The gas consumption for user management is summarized in Table 2 and illustrated in
Figure 12. As expected, the gas consumption for addition and deletion of admin accounts
is higher than those of the writer accounts, which in turn is higher than those of the
reader accounts.

led

Gas Consumption

GrantRole DeleteRole

Figure 12. Gas consumption for granting roles and deleting roles.

5.4. Data Storage and Retrieval with IPFS and Smart Contract

In this section, we report the performance of the wrapper functions and demonstrate
the advantage of integrating IPFS and smart contract as described in Section 4.1. We
measure the latency for uploading and downloading data to/from IPFS and the latency
in issuing write/read transactions to the smart contract (with user access control). Ad-
ditionally, we also measure the gas consumption for the write and read transactions to
our smart contract. We experimented with two scenarios: (1) storing only the IPFS hash
with a tag to the smart contract (using the wrapper functions illustrated in Figure 9); and
(2) storing the entire data with a tag to the smart contract (without using the wrapper
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functions). During the experiments, we vary the data size from 100 to 2000 bytes with a
step of 100 bytes. The transactions use distinct tags for subsequent transactions.

The latency results for the write and read transactions on the smart contract are
illustrated in Figure 13. The curves labeled with “Contract Write” and “Contract Read”
are the results for Scenario (1) where only the IPFS hash is stored at the smart contract.
The curves labeled with “Contract Write Full” and “Contract Read Full” are the results
for Scenario (2) where the entire data entry is stored at the smart contract without the
integration with IPFS. As can be seen, the latency for the write/read transactions generally
increases with the data entry size in Scenario (2). The latency for the write/read transactions
in Scenario (1) remains constant and lower than that for Scenario (2). These results are as
expected because in Scenario (1) the transaction size is the same for all original data entry
sizes, and in Scenario (2) the write transaction size and the transaction receipt for the read
transaction increase with the data entry sizes.

0.8

—— Contract Write Full

Contract Read Full
= 0.6 1 —4— Contract Write
0.5 - —4§— Contract Read

0.7 A

0.4 4
0.3 1

Latency (second
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250 500 750 1000 1250 1500 1750 2000

Original Data Entry Size (B)
Figure 13. Latency results in interaction with the smart contract.

As can be seen in Figure 13, the latency is below 0.5 s for all scenarios and for all data
entry sizes. We regard this latency satisfactory because the transaction rate must be kept
relatively low by considering several factors: (1) there is a very limited system throughput
capability due to the need for reaching decentralized consensus in blockchain (in Ethereum,
the target block interval is 12 s and there are usually less than 500 transactions per block);
(2) transactions that mutate the blockchain state (i.e., contract write) would incur significant
financial cost and even read-only transaction submitted to the blockchain (i.e., not served
locally) would still incur the base transaction gas fee. As such, users should only store the
most critical data in the smart contract and the calls on the smart contract should be made
infrequent, for example, at most a few times per hour. The observed latency results in our
experiments mean that our system can sustain a 1Hz transaction generation rate (i.e., one
transaction per second), which is much higher than that recommended for practical uses.

The latency results for IPFS uploading (i.e., add_json()) and downloading
(i.e., get_jsoon()) are shown in Figure 14. Downloading data from IPFS incurs the least
latency (0.002-0.003 s), and the latency remains small for all data sizes. However, the latency
for uploading data to IPFS is much larger (around 0.1 s) and has huge jitters for the first few
times. Again, this is expected because uploading would need to push the data first to the
local IPFS node, and then to a few nearby IPFS nodes, which takes time, and downloading
can be performed with the local IPFS node.
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Figure 14. Latency in interaction with IPFS.

The gas consumption results for the two scenarios are shown in Figure 15. As can
be seen, for Scenario (2), the gas consumption increases linearly with the data entry sizes
for both the write and read transactions. The rate of increase is much larger for the write
transactions than that for the read transactions (i.e., the two curves labeled “Contract
Write/Read Full”). In contrast, the gas consumption for Scenario (1) for both the write
and read transactions remains constant (except the very first transaction during the run),
where the gas consumption for the write transactions is much lower than that for Scenario
(2) as the data entry sizes increase, and the gas consumption for the read transactions is
also lower than that for Scenario (2) because the returned data are shorter. These results
demonstrate that it is advantageous to use the proposed approach (in terms of financial
cost savings) that integrates with IPFS and stores only the IPFS hash of the data stored in
IPFES in the smart contract.
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Figure 15. Gas consumption with and without IPFS integration.

It is also informative to compare the total latency for read and write of data in Scenario
(1) and Scenario (2). The ratio of the total latency between Scenario (1) and Scenario (2) is
shown in Figure 16. If the ratio is below 1, it means that the total latency for IPFS read /write
and contract read /write for the integrated approach (i.e., Scenario (1) is lower than the
corresponding latency for Scenario (2). As can be seen, the ratio is below 1 consistently if
the original data entry size is 1250 bytes or higher.
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Figure 16. Total latency ratio for the read and write operations between Scenario (1) and Scenario (2).

5.5. Discussion

We emphasize here that blockchain-based secure datastore should not be regarded as
a secure version of traditional database system. Unlike traditional database systems, which
could offer a transaction rate higher than 1000 per second, blockchains are designed to have
limited throughput due to the need to allocate sufficient time interval for reaching decen-
tralized consensus. There are two conflicting factors: (1) target block interval, and (2) upper
limit on the block size. A smaller block interval and a larger block size would be conducive
to achieving higher system throughput. Unfortunately, the use of a smaller block interval
would inevitably necessitate the use of a smaller block size for system stability [47].

For example, Ethereum currently has a target block gas limit of 15 million gas with
maximum limit of 30 million gas. The minimum gas consumption for a transaction is
21,000 gas. This means that the target number of transaction per block is 714 (maximum
number of transactions is 1428). The current target block interval is 12 s. This means that the
target system throughput would be 59 transactions per second (maximum 118 transactions
per second). Considering that Ethereum has thousands of users, we recommend that users
of our proposed datastore generate less than one transaction per minute for contract write.
If users must handle data generated with higher frequency, we recommend aggregating
the raw data first, as we have proposed in [13]. If aggregating data is not possible, then
our proposed secure datastore is not suitable for the application because making too-
frequent contract write calls would create a backlog and severely increase the latency to an
unacceptable level.

Another limiting factor for our secure datastore is the financial cost. Even with
infrequent contract write and using the smart contract to record IPFS hash only, the system
would still incur significant financial cost in the long run. Using the gas cost reported in
Figure 15, a contract write call costs about 0.2 x 10° = 200,000 gas. If one contract write
call is made per hour, the total daily gas consumption would be 200,000 x 24 = 4, 800, 000.
Again, using the gas price of 14.3 gwei and the ETH price of USD 1640, the daily cost would
be USD 2.57 and the annual cost would be USD 41,087.9. Not all organizations can sustain
such high financial cost.

6. Conclusions

This article presented the details of the design and implementation of a secure datastore
based on Ethereum smart contract. The datastore has built-in user access control. While
the smart contract itself is publicly visible, only authorized users may write data entry
to the datastore and only authorized users may read from the database. Furthermore,
the datastore allows tag-based query of the data stored in the datastore.

To facilitate user access control, three different roles are defined in the smart contract.
The account that created the smart contract (i.e., the owner of the smart contract) has the
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highest privilege and it may grant an account the administrator, writer, or reader role.
The account that has administrative privilege may grant other accounts the writer or reader
roles. The account that has the write or administrative privilege may write data entries
with a tag to the datastore. The account that has the read, write, or administrative privilege
may retrieve data entries in the datastore. We argue that the proposed tag-based query is
simple, yet flexible enough to facilitate complex queries.

Other than these two features, the primary consideration of the datastore design is
to minimize gas consumption of the smart contract. To demonstrate the efficiency in gas
consumption of our smart contract design, we compared it with four competing solutions.
We showed that our solution incurs the second-smallest gas consumption. The solution that
incurred lower gas consumption than ours was custom-made for the secure gene analysis
competition and it is not usable for general-purpose data storage and retrieval.

Furthermore, we recommend to store the original data entry in IPFS and only store
the IPFS hash of the data entry in the smart contract. We demonstrated that the proposed
integration with IPFS can significant reduce the gas consumption compared with storing
all the data entry in the smart contract. Furthermore, we showed experimentally that if the
data entry size is 1250 bytes or larger, the IPFS-smart contract integrated solution would
incur lower latency for writing to and reading from our datastore compared with storing
the entire data entry in the smart contract.

Limitations of the Approach

Pros. The proposed tag-based datastore aimed to provide the right tradeoff for query
flexibility, data confidentiality, smart contract security, and minimizing the financial cost
of the datastore. The advantages of the proposed datastore includes its simplicity, flex-
ibility, user access control, and user management. The simplicity of the smart contract
design minimizes the likelihood of introducing security vulnerabilities and reduces the gas
consumption of its operations. The flexibility of the design supports various applications
(such as sensing data logging and genome analysis) and use cases (such as storing plain or
encrypted tag and data).

Cons. The obvious limitation of the proposed datastore is that it relies on Ethereum.
Additionally, the emphasis on simplicity would inevitably force the users to perform
additional operations, such as encryption and extraction of the needed answer from the
returned result of a datastore read. The current system does not yet offer a graphical user
interface. Furthermore, the number of applications and use cases is relatively limited.

In the future, we plan to improve the current design and system implementation by
addressing these limitations. First, we will compile more applications of the proposed
secure datastore beyond sensing data logging and genome analysis. Second, we will
enhance the datastore frontend with more wrapper functions to reduce the burden on
the users (i.e., data producers and data consumers). For each type of application, some
wrapper functions could be developed such that the datastore resembles more a traditional
database system. For example, the data insertion and query functions similar to what has
been used in the genome analysis could be offered by the database frontend. Internally,
the calls would be transformed so that our tag-based smart contract can be used. Third, we
will port the tag-based smart contract from Ethereum to other blockchain platforms (such
as Hyperledger) that support Turing-Complete smart contracts. Finally, we will enhance
the research prototype with a graphic user interface and a suite of examples in Python and
JavaScript. We plan to share our implementation source code as a public GitHub project.
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Appendix A
The Solidity source code for the proposed smart contract is provided in the appendix.

1 // SPDX-License-Identifier: MIT

2 pragma solidity >=0.6.0 <0.9.0;

3 pragma experimental ABIEncoderV2;

4

5 contract datastore {

6 address public owner;

7

8 event GrantRole(bytes32 indexed role, address indexed account);

9 event RemoveRole(bytes32 indexed role, address indexed account);

10

11 constructor () {

12 owner=msg.sender ;

13 _grantRole (Admin, msg.sender);

14 }

15

16 mapping (string => uint []) public tagindex;

17 string [] public database;

18 uint counter=0;

19 mapping (bytes32 =>mapping(address=>bool)) public roles;

20

21 bytes32 private constant Admin = keccak256(abi.encodePacked ("Admin"));

22 bytes32 public constant Read = keccak256 (abi.encodePacked("Read"));

23 bytes32 public constant Write = keccak256 (abi.encodePacked("Write"));

24

25 modifier onlyRole (bytes32 _role) {

26 require(roles[_role] [msg.sender], "not authorized");

27 _3

28 }

29

30 function _grantRole(bytes32 _role, address _account) internal {

31 if (_role==Admin) {

32 roles [Admin] [_account]=true;

33 roles[Write] [_account]=true;

34 roles[Read] [_account]=true;

35 } else if(_role==Write) {

36 roles[Writel[_account]=true;

37 roles[Read] [_account]=true;

38 } elseq

39 roles[_role] [_account]=true;

40 ¥

41

42 emit GrantRole(_role, _account);

43 }

44

45 function grantAdminRole (address _account) external onlyRole (Admin){

46 require(_account != address(0), "Roles: account is the zero address");

47 require (!roles [Admin] [_account], "the Role with address is already
available") ;

48 if (msg.sender == owner) {

49 _grantRole (Admin, _account);

50 } else {

51 revert (" admin not authorized to grant Admin Role");
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function grantWriteRole (address
require(_account != address(0),
require (!roles[Write][_account]
available"); //
_grantRole (Write, _account);

}

account) external onlyRole (Admin){
"Roles: account is the zero address");
, "the Role with address is already

function grantReadRole (address _account) external onlyRole (Admin){

require(_account != address(0),

require (!roles[Read]l[_account],
available"); //

_grantRole (Read, _account);

}

function deleteAdminRole (address
require (roles [Admin] [_account],
available to be deleted");
if (msg.sender == owner) {
deleteRole (Admin, _account);
} else {

"Roles: account is the zero address");
"the Role with address is already

_account) external onlyRole(Admin) {
"the Role with address is not
// check if the address available

revert (" admin not authorized to delete owner");

}

function deleteWriteRole (address
require(roles[Write]l[_account],
available to be deleted");
deleteRole (Write,_account);

}

function deleteReadRole (address

require(roles [Read][_account],

to be deleted"); // check
deleteRole (Read, _account) ;

function deleteRole(bytes32 _role
Admin) {
if (_role==Admin) {
roles [Admin] [_account]=false;
means delete
roles[Write][_account]=false;
roles[Read][_account]=false;
} else if(_role==Write) {
roles[Write][_account]=false;
roles[Read] [_account]=false;
} else {
roles[_role]l[_account]=false;

}

_account) external onlyRole (Admin) {
"the Role with address is not
// check if the address available

account) external onlyRole(Admin) {
"the Role with address is not available
if the address available

, address _account) internal onlyRole(

// false means deactive the content

emit RemoveRole(_role, _account);

}

function write(string memory tag,
Write) {
database.push(data);
tagindex [tag].push(counter);
counter++;

function read(string memory tag)
string [] memory) {

string memory data) public onlyRole(

public onlyRole(Read) view returns (

uint [] memory indices = tagindex[tagl;
uint length = indices.length;
string [] memory result = new string[](length);

for (uint i=0;i<length;i++){

string memory entry = database[indices[i]];
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112 result [i] = entry;

113 }

114 return result;

115 }

116

117 function readall() public onlyRole(Read) view returns (string [] memory)

{

118 return database;

119 }

120

121 function readrecent (uint n) public onlyRole(Read) view returns (string
[] memory) {

122 if (n >= counter) {

123 return database;

124 }

125 string [] memory result = new stringl[](n);

126 for(uint i=0;i<n;i++){

127 string memory entry = database[counter-i-1];

128 result[i] = entry;

129 }

130 return result;

131 }

132

133 function getDatabaseSize() public onlyRole(Read) view returns (uint) {

134 return counter;

135 }

136 }
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