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Abstract

:

Woven fabric composite structures are applied in a wide range of industrial applications. Composite structures are vulnerable to damage from working in complex conditions and environments, which threatens the safety of the in-service structure. Damage detection based on Lamb waves is one of the most promising structural health monitoring (SHM) techniques for composite materials. In this paper, based on guided Lamb waves, a lightweight deep-learning approach is proposed for identifying damaged regions in woven fabric composite structures. The designed deep neural networks are built using group convolution and depthwise separated convolution, which can reduce the parameters considerably. The input of this model is a multi-channel matrix transformed by a one-dimensional guided wave signal. In addition, channel shuffling is introduced to increase the interaction between features, and a multi-head self-attention module is designed to increase the model’s global modeling capabilities. The relevant experimental results show that the proposed SHM approach can achieve a recognition accuracy of 100% after only eight epochs of training, and the proposed LCANet has only 4.10% of the parameters of contrastive SHM methods, which further validates the effectiveness and reliability of the proposed method.
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1. Introduction


Composites have attracted widespread attention and have been widely used in the fields of aviation and transportation, as they have excellent properties such as low weight, high strength, and strong flexibility [1]. Generally, a composite structure usually works under severe environments and variable conditions during its service period. Hence, hidden and diverse damages are exhibited in composite structures, making structural safety a severe challenge [2,3]. Structural health monitoring (SHM) is a promising technology that is important for ensuring structural safety, reducing maintenance costs, and extending service life [4,5,6]. Guided Lamb wave-based techniques are considered to be one of the most promising SHM techniques for large-scale and high-precision detection, which may propagate over long distances in large composite structures, and are also sensitive to numerous kinds of hidden damage [7,8].



In recent years, based on guided Lamb wave, many damage-detection methods have been proposed, mainly including delay-and-sum methods [9,10], phased-array methods [11], time-reversal imaging methods [12,13], and damage-probability imaging methods [14,15]. These methods can be roughly divided into two categories: physics-based (PB) methods, and machine-learning (ML) methods. PB methods usually use prior knowledge of guided wave propagation to accurately extract useful information about damage from mixed wave signals [16,17,18]. However, it is difficult to quantitatively analyze the physical behavior of guided waves in complex material structures and environments. Therefore, PB methods can only be used for damage detection when the structure is well characterized and the environment is well controlled [19]. ML methods do not require prior knowledge of physical parameters and the mode of the Lamb waves [20,21]. In ML methods, by analyzing the guided wave signals before and after passing through a damage region, the damage index can be calculated and then the damage can be further detected according to the dense sensor path [22]. However, as the traditional ML method usually has a limited learning capability, it would lead to unstable results for damage detection.



With breakthroughs in the field of deep-learning techniques, it has emerged as a solution with great potential for lots of intelligent applications [23]. Deep-learning networks can automatically extract high-level features from signals and capture differences in waveforms without the requirement of any prior knowledge. Hence, deep-learning networks have been commonly used in combination with guided waves for intelligent damage detection, including artificial neural networks [22,24], deep neural networks [25], recurrent neural networks [26], autoencoder networks [27] and convolutional neural networks (CNN). The aforementioned networks have achieved a great deal in the field of SHM. Among them, CNN is the most widely used due to its advantages. For instance, Zhang et al. [28] used CNN to automatically extract the DI in the guided wave signal and output the damage-probability images to achieve damage detection of aluminum and composite plates. Miorell et al. [29] used delay and sum (DAS) to transform the guided wave signal into an image, and then CNN was adopted to predict the region of aluminum hole damage. Wang et al. [30] used CNN to establish a mapping relationship between guided wave signals and aluminum corrosion imaging that uses dispersion curves to describe the extent of the damage. Although this method has the advantage of fast imaging, it requires the usage of many sensors. Wu et al. [31] proposed an efficient Lamb wave-based damage-detection method for composite structures by integrating convolutional neural networks with continuous wavelet transform, and it has outstanding performance. Sikdar et al. [32] extracted acoustic emission damage signals from composite plates and then generated time–frequency maps by continuous wavelet transform, which were fed into CNN to identify damage regions. This method can exploit the time–frequency information in the raw signal, but it is almost unable to detect any classes. Ullah et al. [26] employed the number of frames of full wavefield propagation as input to a ConvLSTM model and the damage map as output to identify delamination damage. Although these methods are capable of accurately identifying damage, their computational complexity is rarely considered in the aforementioned methods. Their networks have high computational and memory costs, which are not conducive to industrial applications. There are two main reasons for this problem:   ( 1 )   The sample size is large. The input data to the model is obtained by sampling from multiple sensors, with each sample usually consisting of several thousand elements.   ( 2 )   These aforementioned SHM methods usually adopt conventional convolutional neural networks, which usually have a large number of model parameters and huge computational complexity in practice.



To address the above problem, we propose an efficient lightweight deep-learning-based damage-detection approach. In the proposed approach, first, the raw signal data are reshaped by transforming multiple one-dimensional sequences contained in one sample into a two-dimensional matrix, which can effectively reduce the size of the input data while retaining valid information and providing a new perspective for feature extraction. Then, we further propose a novel lightweight convolution and attention network (LCANet) for damage detection. In the proposed LCANet, a lightweight convolution module is designed for feature extraction using group convolution, depthwise convolution, and channel shuffle. Considering that the use of lightweight special convolution can reduce the feature-extraction capability of the model slightly and that the convolutional model can only extract local features, a multi-head self-attention mechanism (MHSA) is further adopted in front of the fully connected layer classifier of the model to improve the model performance. Experimental results demonstrate that the proposed LCANet method can efficiently and accurately detect the damaged region with outstanding performance.



The rest of this paper is organized as follows: Section 2 introduces conventional convolutional networks for damage detection, including a brief flow of detection and the parts of a convolutional network. Our proposed approach is presented in Section 3, including the introduction of the detection system, data processing, and description of LCANet. Then, we describe the experimental setup and perform experiments on damage region recognition in Section 4. The advantages of the proposed method are demonstrated by comparison with existing methods. Finally, we conclude Section 5.




2. Conventional Convolutional Neural Networks


CNNs have been commonly used to detect damage to SHM in recent years. According to the form of model input, there are usually two categories of CNN-based SHM methods, which are 1D-CNN and 2D-CNN-based methods. The former method takes a one-dimensional sequence directly as input [21,33], and the last method usually takes a numerical matrix or picture as input [29,32]. In this paper, 2D-CNNs are used to extract damage features. 2D-CNNs have a great advantage of using the matrix as input compared to other damage-detection methods. First, compared to PB methods, 2D-CNN does not require any prior physical knowledge. Moreover, 2D-CNN has a more efficient feature-extraction capability than 1D-CNN through the convolution of the height and width of the sample. A basic 2D-CNN for damage region recognition mainly contains a convolutional layer, a general pooling layer, a global average pooling layer, and a fully connected layer. A conventional process for a recognition task using 2D-CNN is shown in Figure 1.



The convolutional layer is the heart component of CNN, which operates as shown in Figure 2a. A convolution kernel of set size slides over the input data in preset steps and computes the dot product with the covered data to achieve feature extraction. Specifically, the parameters of the convolution kernel are shared when performing the sliding convolution calculation. In conventional convolution, each input data needs to be convolved with several different convolution kernels. Therefore, the number of channels of the output features of the convolutional layer coincides with the number of convolutional kernels. The performance of the model can be improved by optimizing the size and number of convolutional kernels. In addition, the model depth can be expanded by connecting multiple convolutional layers in series to improve performance. However, it will increase the complexity of the model and the risk of overfitting. The convolution layer is usually followed by batch normalization (BN) and an activation function. The BN layer prevents gradients from disappearing or exploding and speeds up training by normalizing the current batch of data. The activation function can extract non-linear features and accelerate convergence.



The general pooling layer is shown in Figure 2b. It can reduce the feature map size and filter important information through downsampling. The pooling process may cause some information loss. In addition, global averaging pooling (GAP) is often used in 2D-CNNs as shown in Figure 2c. GAP turns the feature map into a mean by averaging the 2D images of each channel. Feeding the mean sequence into the fully connected layer for classification will greatly reduce the parameters and the risk of overfitting.



After feature extraction in the convolutional layer and compression in the pooling layer, as shown in Figure 2d, the fully connected layer would perform combination and classification operations. The output of the fully connected layer is a set of numbers indicating the probability of different categories. Finally, SoftMax functions are used to filter the output of fully connected layers, and then we can obtain the most probable classification or prediction for SHM.




3. Proposed Method


In this section, we propose a novel efficient and lightweight damage-detection method. In the proposed method, first, time-history data obtained from a PZT sensor network would be transformed into a 2D form. Then a lightweight convolution and attention network (LCANet) is designed to perform feature extraction and damage region identification based on the transformed 2D data.



3.1. Data Processing


For the data processing before LCANet, we first resample the collected time-history data as shown in Figure 3. The first half of the raw guided wave signal is highly affected by damage. Hence, we retain the first half of the one-dimensional sequence and downsample the second half at intervals to reduce the invalid data. Then, the resampled data are transformed into three channels through the reshape operation. Transforming 1D sequences into 2D data provides a new perspective on feature extraction while retaining temporal information. Figure 3 shows the flowchart of the SHM data acquisition and process, where PZT denotes the Piezoelectric Transducer.




3.2. Lightweight Convolution and Attention Network for Damage Detection


The architecture of the proposed LCANet is shown in Figure 4. The proposed LCANet mainly consists of four parts, which are the conventional convolution layer, LFE module, MHSA module, and fully connected layer. Three channels of 2D data are adopted as the input of LCANet. The conventional convolution layer performs initial feature extraction and dimensionality reduction of the data. Three LFE modules consisting of special low-computational convolutions are in tandem to extract local high-level features and further reduce the feature size. The MHSA module performs global modeling of the extracted features to obtain global contextual relationships. Finally, the extracted features are compressed by a global average pooling layer and then fed to the fully connected layer for the recognition results.



3.2.1. Convolution Layer in LCANet


As shown in Figure 4, first, in the proposed LCANet, the convolution layer is mainly constructed by a 2-dimensional convolution, a batch normalization, and a ReLU activation function. We define the input data of the model as   S ∈  R   C 1  × W × H     and the number of output channels of the 2-dimensional convolution as   C 2  . Then, the convolutional layer can be represented as


   F  C C   = R e L U  ( B N  ( C o n v 2 D  ( S )  )  )  ,  



(1)




where    F  C C   ∈  R   C 2  ×  W 2  ×  H 2      is the output of the convolutional layer. The signal data are processed initially by the convolutional layer, with its half size and the number of expanded channels. Then,   F  C C    will be fed to the LFE module for further feature extraction.




3.2.2. Lightweight Feature-Extraction Module


As shown in Figure 4, following the convolution layer, there are three designed LFE modules, and the proposed LFE module is constructed by three main parts, which are group convolution, depthwise separable convolution, and channel shuffle. Different convolution operations are shown in Figure 5. The solid line between the input and output features represents the convolution operation. Suppose the input features are    F 1  ∈  R   C 1  ×  W 1  ×  H 1     , The output features are    F 2  ∈  R   C 2  ×  W 2  ×  H 2     , and only a single convolution kernel of size   K ∈  R   C 2  × k × k     is used. The bias of the convolution layer is set to false. Then, the parameters of conventional convolution in Figure 5a is


  p a r a m  s  c c   = k × k ×  C 1  ×  C 2  =  k 2   C 1   C 2  ,  



(2)




The floating-point operations (FLOPs) are


  F L O P  s  c c   =  ( 2 ×  k 2  ×  C 1  − 1 )  ×  C 2  ×  W 2  ×  H 2  =  ( 2  k 2   C 1  − 1 )   C 2   W 2   H 2  .  



(3)







For the group convolution in Figure 5b, the input features are divided into g groups, and the number of convolution kernels in each group is equal to the number of output channels in its group. Thus, the number of group convolution parameters is


  p a r a m  s  g c   & = k × k ×   C 1  g  ×   C 2  g  × g =    k 2   C 1   C 2   g  ,  



(4)




and its floating-point operation (FLOP) is


  F L O P  s  g c   =  ( 2 ×  k 2  ×   C 1  g  − 1 )  ×   C 2  g  × g ×  W 2  ×  H 2  =  ( 2  k 2    C 1  g  − 1 )   C 2   W 2   H 2  ,  



(5)







The parameters of group convolution are   1 g   of those of conventional convolution operation. Furthermore, when the g of group convolution is equal to the number of input and output channels    C 1  =  C 2  = g  , it would become depthwise convolution as shown in Figure 5c. The number of depthwise convolution parameters is


  p a r a m  s  d c   & = k × k ×   C 1  g  ×   C 2  g  × g =  k 2   C 1  ,  



(6)




and


  F L O P  s  d c   =  ( 2 ×  k 2  ×   C 1  g  − 1 )  ×   C 2  g  × g ×  W 2  ×  H 2  =  ( 2  k 2  − 1 )   C 1   W 2   H 2  .  



(7)







The processing of features by a conventional convolution can be divided into a spatial part and a channel part. The spatial part is represented by the variation of feature map length and width, and the channel part is represented by the increase or decrease of the number of channels. Depthwise convolution and group convolution can deal with the spatial part and the channel part, respectively. Therefore, these two convolutions comprise a depthwise separable convolution that can replace the conventional convolution as shown in Figure 5d. The number of depthwise separable convolution parameters is


  p a r a m  s  d s c   & =    k 2   C 1   C 2   g  + 1 × 1 ×  C 1  =    k 2   C 1   C 2   g  +  C 1  ,  



(8)




where   1 × 1   is the convolution kernel for group convolution. In the proposed LFE module, we use two group convolutions and a depthwise convolution as shown in Figure 4. Moreover, the kernel of depthwise convolution is set to   3 × 3   and the convolution kernel of group convolutions is set to   1 × 1  . The input feature is    F  C C   ∈  R   C 1  ×  W 1  ×  H 1     , and the convolution layer can be represented as


   F  L C   = G C o n v 2 D  ( D W C o n v 2 D  ( G C o n v 2 D  (  F  C C   )  )  )  ,  



(9)




where    F  L C   ∈  R   C 2  ×   W 1  2  ×   H 1  2      is the output of the lightweight convolution layer. In addition, although the use of group convolution can make the model lighter, but the grouping mechanism leads to the inability to communicate the channels between groups, which would further affect the network learning ability. Therefore, we add the channel shuffle after the lightweight convolution layer, and the channel shuffle is depicted in Figure 5e. Finally, the output of the LFE module can be expressed as


   F  L F E   = S h u f f l e  (  F  L C   )  ,  



(10)







Specific convolution is usually used to effectively reduce the computational complexity of the feature extraction while maintaining the recognition performance of the model. In LCANet, the LEF module is performed three times to extract more advanced features, and the feature maps are reduced, and the channels are increased at the same time.




3.2.3. MHSA Module


In the proposed LCANet, we use group convolution and depthwise convolution to design the LFE module by replacing the traditional convolution layers to make the model lightweight. However, the reduction of convolution operations still can affect the efficiency of feature extraction. Therefore, MHSA is further introduced to enhance the overall performance of the model by extracting global features. Then, we can obtain the local features of signal data using a conventional convolution layer and multiple LFE modules. Hence, the MHSA module can extract global contextual information based on them. As shown in Figure 4, the input features   Input ∈  R  C ×  W 1  ×  H 1      are divided into H groups along the channel dimension. Moreover, each group of features is generated as    Q h  ,  K h  ,  V h  ∈  R   C H  ×  W 1  ×  H 1     ,   1 < h < H   through one-dimensional convolution. The attention operation is as follows


   Att h  = S o f t m a x  (    Q h     K h   T     d k    )   V h  ,  



(11)




where   d k   is the dimension of the feature   K h   which is used to prevent excessive dot product values.   Q h   and   K h   compose an attention matrix containing global contextual information, which is multiplied by   V h   to realize the attention operation. The   Att h   is the feature map after the attention operation, which is summed along the channel dimensions to obtain the attention branch output, which is usually expressed as follows:


  Att = C o n c a t (  Att 1  , ⋯ ,  Att h  ) ,  



(12)




where   C o n c a t ( · )   indicates the concatenating features along the channel dimension.  Att  and  Input  have the same dimension and it can be obtained by summing them up at the end, which can be expressed as follows:


   Out  M H S A   = Att + Input .  



(13)




where   Out  M H S A    is the output of the MHSA module. In the MHSA module, the correlation between different parts of the feature map can be obtained by calculating the attention weight of information at one location and other locations. In addition, the multi-head design of attention can learn different behaviors based on the same attention, which helps to capture the dependencies of signals in various ranges. Finally,   Out  M H S A   , which contains local features and rich global context, will be fed into the global average pooling layer and the fully connected layer for the recognition of the damaged region.






4. Experimental Results and Analysis


In this section, guided wave data of composite plates are collected through real damage experiments. Furthermore, the performance of the proposed LCANet SHM method is evaluated through the comparison with existing damage-detection methods and advanced deep-learning networks.



4.1. Experimental Details and Guided Wave Dataset


In the experiment, a deep-learning-based damage-detection method is used to identify damaged regions in a carbon fiber composite panel. Moreover, carbon fiber composite is used as a composite material in relevant experiments. The stacking sequence of the woven fabric panel is    [ 0 / 90 ]  3  , with a whole thickness of 3 mm. The material is T700 12k carbon fiber fabric, and its mass density is 1577.8 kg/m   3  . As shown in Figure 6, our experimental setup is a self-developed integrated waveguide-based SHM system, which mainly contains both hardware and software. The structural damage of the composite structure is considered in the experiments. The sound-absorbing plasticine is stuck on the composite material plate to simulate damage in the composite structure. Moreover, it generates and receives the guided wave signal at the sampling rate of 12 MHz.



The schematic of the testbed and sensor layout is shown in Figure 7. The dimensions of the composite plate testbed are (450 mm × 450 mm × 3 mm), as shown in Figure 7a. We consider an area with dimensions of (200 mm × 200 mm × 3 mm) as the region to be monitored. As shown in Figure 7a, the damage location is in the region enclosed by 10 Piezoelectric Transducers (PZTs), and in the experiments, we further divided this region into four parts for damage detection, which are D1, D2, D3, and D4. Then, the sound-absorbing plasticine is stuck on each sub-region randomly to simulate the structural damage in the composite plate, with only one damage occurring at a time. Then, the PZT sensor network is positioned on the surface of the square array damage monitoring region. This sensor network contained 10 circle-shaped PZTs and 90 propagation paths as shown in Figure 7b. Moreover, these 10 PZTs are used as both sensors and actuators. It is worth noting that when one PZT is used as an actuator/transmitter, the other PZTs are all used as receivers. The diameter of the PZT sensor is 6.25 mm and the thickness is 0.2 mm. The excitation signal is a five-cycle sinusoidal tone burst waveform modulated by a Hanning window with a center frequency of 100 kHz. The fundamental modes, both A0 and S0, are adopted at 100 kHz in the experiments. Moreover, the sampling rate is 12 MHz, as the sampling point is set as 8000, the acquired signal length is 666  μ s, and the same acquired signal length is chosen for different paths. A total of 90 intact signals and   4 × 90   damaged signals are collected. Together, these samples form a dataset. In subsequent experiments, this dataset is randomly split into training and test sets in about a 7:1 ratio.



In the case of damage-simulation experiments, sound-absorbing plasticine is chosen as a medium for simulating damage due to its mechanical properties that lead to attenuation and phase shifting of guided waves. The size of the selected plasticine is about 30 mm × 30 mm × 20 mm. Moreover, Figure 8a,c illustrates the measured signals (Lamb wave) before and after attaching sound-absorbing plasticine. Furthermore, their corresponding scattering signals are shown in Figure 8b,d. There are significant differences among these scattering signals.



Specifically, baseline signal and damage signals in different areas received by the PZT-6 and PZT-9 are shown in Figure 8, where Baseline represents the undamaged baseline Lamb wave signal and Damage1 and Damage4 denote the damage signals passing through D1 and D4 damaged area, respectively. In particular, as shown in Figure 8a, the baseline and damage signals are all transmitted by PZT-1 and received by PZT-6 before and after damage, respectively. Moreover, to further visually exhibit the differences between the baseline signal and damage signals, the scattering signals corresponding to the original signals are given in Figure 8b, which are the differences between the baseline signal and the damage signals from D1 and D4, respectively. Similarly, as shown in Figure 8c, they are baseline signal and damage signals which are transmitted by PZT-4 and received by PZT-9 passing by D2 and D3 region before and after damage, respectively. Moreover, their corresponding scattering signals are given in Figure 8d. It is apparent from Figure 8b,d that the scattered waves of the damage vary significantly from different damage areas, especially in the first few reflected/scattered waves, and there are significant differences in these different scattering signals corresponding to different damage regions. Therefore, the proposed LCANet can intelligently and efficiently extract these discriminative differences to form features for damage identification.



The experimental environment of the network model: Python3.7, PyTorch1.10, Torchvision 0.3.0, Intel(R) Core(TM) i7-6500U CPU, NVIDIA GeForce 940M GPU, 12GB memory and 932GB storage. In the training, we use the Adam optimizer with 100 epochs and the initial learning rate is set as 0.0005. The proposed LCANet is trained offline by the historically collected guided Lamb wave signals. After LCANet is well trained, it can be invoked to detect the damage from the real-time collected data. Moreover, in the experiment, we selected two damage-detection methods and a popular network as contrastive methods:




	
1D-CNN [21]: The model is built using conventional one-dimensional convolutional layers with pooling and fully connected layers, and directly using the collected 1D guided wave data as input.



	
2D-CNN [32]: The model consists of four conventional two-dimensional convolutional layers paired with pooling layers and four fully connected layers. In the experiments, the input to this model is the same as our proposed method, which is processed 2D data.



	
ResNet [34]: ResNet introduces the residual structure and batch normalization between convolutional layers. This improvement solves the problem of gradient anomalies and degradation that occurs as the network deepens. In the experiments, the inputs to this model are the same as in our proposed method.








In our experiments, we use accuracy, parameters, and inference speed to evaluate the performance of the proposed model. Accuracy is the value of the number of samples judged correctly by the model as a percentage of the number of all samples. The parameters represent the total parameters of the model. The inference speed represents the time spent per sample at the time of testing.




4.2. Model Performance Evaluation


In this section, we use the proposed LACNet for feature extraction and damage localization of the guided wave data. First, the model uses the training set to optimize parameters, and then to identify the damage on the test set. In this paper, the number of training epochs is set to 100.



As shown in Figure 9, the loss of the proposed LACNet is gradually decreasing with the increase of training epochs. The loss decreases rapidly when the epoch is less than 10 and then remains stable. It indicates that the model has converged after repeated learning.



Furthermore, as shown in Figure 10, it is the accuracy variation between the proposed model and the contrastive models during the training process. It is obvious in Figure 9 that LACNet is better than other contrastive models. LACNet does not learn enough during the first few training sessions, so the accuracy was only 20%. However, after the sixth training stage, the the accuracy rate improved significantly. After only eight training stages, the accuracy rate reached 100%. This shows that LACNet has a powerful feature extraction and learning capability. In particular, the loss is not minimized at this point, but the damage is accurately identified. The 2D-CNN-based SHM methods also have superior performance, followed by ResNet, which both use 2D data as input. ResNet accuracy is slow to improve, because the model was too deep while the training samples are few. Moreover, it also affects the speed of learning. 1D-CNN required at least 40 iterations for accurate recognition and the rate of increase in accuracy is also slow. Therefore, compared with other SHM contrastive methods, the proposed LCANet has outstanding performance.




4.3. Ablation Study


The ablation study of LCANet is performed to further evaluate the effectiveness of channel shuffling and MHSA. In this experiment, we denote the LCANet model with channel shuffling and MHSA removed as CNN, the model with channel shuffling only removed as CNN+MHSA, and the model with MHSA only removed as CNN+Shuffle.



The results of the ablation experiments are shown in Figure 11. Compared with CNN, CNN+Shuffle can improve accuracy with fewer epochs, but it does not speed up the process of complete recognition. This is reasonable as channel shuffle works to increase data interaction between channels to avoid model mislearning, rather than directly contributing to learning speed. In contrast to channel shuffling, the number of cycles required for model training is reduced after using MHSA. This is because the MHSA brings additional global information that makes the various categories of samples more distinguishable.



The ablation experiments proved that both channel shuffling and MHSA in LACNet are effective, allowing for faster and more stable model training.




4.4. Visualization of Feature Maps


In this subsection, we use principal component analysis (PCA) to visualize feature maps to present the recognition results more intuitively. We extract the fully connected layer output feature maps of LACNet as input to the PCA method. PCA outputs two-dimensional data by the dimension reduction process. The visualization results of the feature map are shown in Figure 12, where Normal indicates the normal state and D1–D4 are samples with different areas of damage. The same classes of samples converge into clusters. It indicates that the differences between all kinds of samples are obvious and there is no confusion in the recognition of damage in the composite structure. Hence, the proposed method has a superior performance.




4.5. Computational Complexity


We further evaluate the proposed model by comparing it with other contrastive methods. We compare different models in terms of parameters, epochs, and inference time.



As shown in Table 1, the proposed LCANet SHM method has the highest accuracy among other contrastive methods in damage identification. In terms of parameters, 1D-CNN has more than 1.44 million parameters, which use one-dimensional sequences as model inputs. 2D-CNN has more than 23.15 million parameters, which is the highest among the four models. As two-dimensional convolution operation requires far more parameters than one-dimensional convolution, 2D-CNN has more parameters using two-dimensional data as input. The ResNet designed with the residual structure has 11.37 million more parameters, which is about half of the 2D-CNN. However, the proposed LACNet only has 59,285 parameters, less than 1/24 of that of 1D-CNN. In addition, LACNet requires only eight training sessions for accurate recognition, while 1D-CNN requires at least 40 sessions to reach the same recognition level. This is because one-dimensional convolution filters have limited coverage and poor feature-extraction ability for longer sequences. In terms of inference speed, LCANet is much faster than 2D-CNN and ResNet, but a little slower than 2D-CNN. There are two reasons for this: First, the use of group convolution and depthwise convolution can be used to effectively reduce model parameters. However, it has a reduced feature-extraction capability and requires more channels to improve performance. In general, the inference speed of LCANet is acceptable. Having only trained eight epochs, the proposed LACNet method can reach 100% recognition accuracy, which is 80%, 29.7%, and 53.3% higher than 1D-CNN, 2D-CNN, and ResNet, respectively.



In summary, the proposed SHM method is an effective and efficient method for damage detection in a composite structure.





5. Conclusions


In this paper, we proposed a novel efficient and lightweight approach for damage recognition in a composite structure. In the proposed method, first, a one-dimensional signal is transformed into two-dimensional data, which not only reduces the sample size but also provides a new perspective for information extraction. Then, a lightweight network is designed to deal with the samples through special convolution. Specifically, we designed a novel convolution layer, which mainly consists of group convolution and depthwise convolution, to perform feature extraction. The designed lightweight model is of great importance for the deployment and application of damage-detection systems. In addition, a multi-head self-attention module is introduced to take advantage of its unlimited effective receptive fields to obtain global contextual information. Differences between the various types of samples are more easily explored using local and global fusion features. Relevant experiments are conducted to verify the effectiveness of the proposed method. More lightweight models to achieve precise identification of damage in complex conditions or environments is the future direction of this research.
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Figure 1. Simple process chart of 2D-CNN for damage region identification. 
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Figure 2. Schematic diagram of the operation process of CNN. (a) Convolution layer, (b) General pooling layer, (c) Global averaging pooling layer, (d) Fully connected layer. 
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Figure 3. Flowchart of the proposed method. 
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Figure 4. The architecture of LCANet for damage recognition. 
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Figure 5. Mechanism of different convolution and channel shuffling. 
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Figure 6. Experimental setup and testbed. 
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Figure 7. (a) Sensor arrangement in composite plate testbed; (b) Signal transmission route in composite plate testbed. 
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Figure 8. (a) Baseline wave signal and damage signals transmitted by PZT1 and received by PZT6; (b) Scattering signals corresponding to damage 1 and damage 4; (c) Baseline wave signal and damage signals transmitted by PZT4 and received by PZT9; (d) Scattering signals corresponding to damage 2 and damage 3. 
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Figure 9. Training loss of LACNet. 
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Figure 10. Accuracy of damaged area detection using LACNet and contrast models. 
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Figure 11. Ablation study of LACNet. 
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Figure 12. Visualization of model output. 
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Table 1. Computational Complexity Comparison of Different SHM Methods.
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	Methods
	Parameters
	Epochs
	Inference Time (ms/Sample)
	Accuracy at 8 Epoch (%)





	1D-CNN
	1,446,453
	40
	101
	20



	2D-CNN
	23,155,757
	14
	21.3
	70.3



	ResNet
	11,378,821
	21
	228.6
	46.7



	LCANet (Our)
	59,285
	8
	33.9
	100
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