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Abstract: To solve the problem of “under-maintenance” and “over-maintenance” in the daily mainte-
nance of equipment, the predictive maintenance method based on the running state of equipment has
shown great advantages, and fault prediction is an important part of predictive maintenance. First,
the spectrum information of the equipment is extracted by the Hilbert–full-vector spectrum as the
input of fault prediction. Compared with the traditional spectrum, this spectrum information fuses
the signals of two sensors in the same section of the device, which can reflect the actual operational
state of the device more comprehensively. Then, the temporal convolutional network is used to
predict the amplitudes of different feature frequencies, and the double-layer attention mechanism
is introduced to mine the correlation between the corresponding amplitudes of different feature
frequencies and between the data at different historical moments, to highlight the more important
influencing factors. In this way, the prediction accuracy of the model for the amplitude corresponding
to the feature frequency of concern is improved. Finally, experimental verification is carried out on
the XJTU-SY dataset. The results show that the TCDAN model proposed in this paper is significantly
superior to TCN, GRU, BiLSTM, and LSTM, which can provide a more effective decision-making
basis for the predictive maintenance of equipment.

Keywords: fault prediction; Hilbert transform; full-vector spectrum; temporal convolutional network;
attention mechanism

1. Introduction

With the development of industrialization, mechanical equipment has been widely
used in all walks of life. There are many parts and components of mechanical equipment,
and most of the equipment is in the state of frequent startup or continuous operation in
the work. Various faults inevitably occur during the use of the equipment. When faults
occur, they may affect normal production or even cause safety concerns. If the occurrence
of equipment failure can be accurately predicted, to take targeted measures in advance,
many uncontrollable risks will be avoided [1]. Therefore, it is of great practical significance
to realize the fault prediction of equipment [2].

For equipment fault prediction, it is mainly divided into the method based on the
mechanism model, the method based on data-driven, and the method combining the
two [3–6]. Based on the mechanism model, the degradation model is established based on
an in-depth analysis of the failure mechanism of the equipment [7]. Because the specific
mechanism model of the device is almost difficult to build, it is not widely used.

The data-driven method is mainly based on the historical operational data of the
equipment to mine the change rule [8], to predict the faults of the equipment. To date,
it has been widely studied by many scholars, such as the autoregressive model [9], the
gray prediction model [10], support vector regression (SVR) [11,12], the artificial neural
network (ANN) [13] and other methods are used in the fault-tendency prediction or
the remaining useful life prediction of mechanical equipment. With the development of
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artificial intelligence technology, Recurrent Neural Network (RNN) [14,15], Long Short-
Term Memory (LSTM) [16,17], Bidirectional Long Short-term Memory (BiLSTM) [18,19],
Gate Recurrent Unit (GRU) [20,21] and other models have been used in fault-tendency
prediction and remaining useful life prediction with their powerful time-series processing
ability, and have achieved better results [8]. However, LSTM, BiLSTM, and GRU are still
RNN structures in essence. Although the gradient explosion and disappearance problems
in RNN have been alleviated, parallel computing still cannot be carried out.

Bai et al. proposed the temporal convolutional network (TCN) model [22], which is
different from the structure of RNN and does not have the problem of gradient explosion
and disappearance. At the same time, due to the introduction of the shared convolution
kernel, the model can carry out parallel calculation, which effectively improves the speed
of model calculation. The prediction effect in multiple tasks has exceeded that of LSTM and
GRU and other recurrent neural network structures, providing a new idea for the processing
of time-series tasks [22–25]. However, the single temporal convolutional network ignores
the correlation between different dimensions of data. Since the attention mechanism has
achieved good results in measuring the importance of input features, the double-layer
attention mechanism [26–28] was introduced based on the temporal convolutional network
model. The introduced attention layer is used to mine the correlation between different
input features and data at different historical moments, respectively. By increasing the
weight of the corresponding parameters, the factors that have a greater impact on the
prediction value in the input of the model are highlighted.

On the other hand, the current fault-prediction research mainly focuses on fault-
tendency prediction and the remaining useful life prediction of mechanical equipment. The
prediction results cannot reflect the specific information of the type of equipment fault. In
this paper, based on the traditional Hilbert-envelope spectrum [11,29,30], combined with
full-vector spectrum [31,32] technology, the dual-channel vibration data of the equipment
are fused to obtain the spectrum information that can fully reflect the running state of the
equipment, which is used as the fault-prediction feature.

2. Fault Feature Extraction

With the development of equipment precision, to ensure the reliability and integrity
of signal acquisition, multiple identical sensors are often used for the signal acquisition of a
certain part of the equipment at the same time. In addition, sensors are generally arranged
in the horizontal–vertical direction or V-shaped direction in the same plane, as shown in
Figure 1.
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Figure 1. Layout of sensors: (a) Being installed in the horizontal–vertical direction; (b) Being installed
in the V-shaped direction.

The Hilbert-envelope spectrum mainly uses the Hilbert transformation to demodulate
the amplitude of the original vibration signal of the equipment, removes the high-frequency
vibration component, realizes the envelope demodulation of the signal, and has great ad-
vantages in extracting fault features [29,30]. The processing flow is shown in Figure 2a.
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The traditional Hilbert-envelope spectrum can only process and analyze the signals col-
lected by multiple sensors separately, and the signals collected by a single sensor are not
comprehensive enough, which leads to one-sided analysis results. In this paper, full-vector
spectrum technology is introduced based on the traditional Hilbert-envelope spectrum, and
information fusion is carried out after envelope processing for the signals collected in the
two directions of the device. Finally, FFT (Fast Fourier Transform) operation is performed
to obtain more comprehensive spectrum information on the device. The processing flow is
shown in Figure 2b.
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Figure 2. The processing flow of fault feature extraction: (a) The processing flow of the traditional
Hilbert-envelope spectrum; (b)The processing flow of the Hilbert–full-vector spectrum.

2.1. Hilbert-Envelope Spectrum

The principle of signal enveloping using the Hilbert transform is to first make the
original signal generate a 90◦ phase shift, to form an analytical signal with the original
signal [29,30]. Let S(t) be a real signal, and its Hilbert transformation is defined as:

Sh(t) = S(t) ∗ 1
πt

=
1
π

∫ +∞

−∞

S(τ)
t− τ

dτ (1)

where ∗ indicates the convolutional calculation. Then, the original signal S(t) and its
Hilbert transformation signal Sh(t) can constitute an analytical signal Sa(t):

Sa(t) = S(t) + jSh(t) (2)

Its amplitude A(t):

A(t) =
√

S2(t) + S2
h(t) (3)

A(t) is the envelope of the real signal S(t). Then the Hilbert-envelope spectrum of the
original signal can be obtained by FFT operation on the envelope signal.

2.2. Full-Vector Spectrum

Suppose {Hi} and {Vi} are discrete sequences in the horizontal and vertical directions,
respectively. To further improve the computational efficiency, the sequences {Hi} and {Vi}
constitute complex sequences:

{zi} = {Hi}+ j{Vi}(i = 1, 2, . . . , N/2− 1) (4)
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By Fourier transform, it becomes:

{Zi} = {ZRi}+ {ZIi} (5)

where ZRi, ZIi are the real and imaginary parts of Zi, respectively.
According to the definition of full-vector spectrum theory [31,32], the major half-

axis of the elliptic trajectory of the rotor under a certain harmonic is called the principal
vector of the harmonic, which is expressed by Rai. The minor semi-axis is called the
auxiliary oscillator vector under the harmonic, denoted by Rbi, and thus the following can
be obtained:

Rai = 1
2N

[
|Zi|+

∣∣∣Z(N−i)

∣∣∣]
Rbi = 1

2N

[
|Zi|+

∣∣∣Z(N−i)

∣∣∣]
tan 2αi =

ZIiZR(N−i)−ZRiZI(N−i)
ZRiZR(N−i)+ZIiZI(N−i)

tan φi =
ZIi+Z(N−i)

ZRi+ZR(N−i)

(i = 1, 2, · · · , N/2− 1)

(6)

where αi is the angle between the principal oscillator vector and the horizontal direction,
and φi is the phase angle when the axis moves along the elliptic trajectory.

2.3. Hilbert–Full-Vector Spectrum

The traditional Hilbert-envelope spectrum is based on the Fourier transform of the
envelope signal of a single channel, and the obtained device spectrum information is not
comprehensive. The Hilbert–full-vector spectrum is based on the principle of homologous
information fusion. First, the Hilbert-envelope signals of the horizontal and vertical chan-
nels at the same section of the device are fused, and then FFT operation is performed to
obtain the spectrum information that can fully reflect the actual state of the device. The
steps of the Hilbert–full-vector spectrum are as follows:

(1) Two identical sensors are used to simultaneously collect signals, H(t), V(t), from
the mutual perpendicular direction of the same section of the rotating device.

(2) According to Equations (1) and (2), the Hilbert transform is applied to signals H(t)
and V(t) to obtain Hh(t) and Vh(t), respectively, thus constituting analytic signals Ha(t)
and Va(t) with the original signals H(t) and V(t):

Ha(t) = H(t) + jHh(t)
Va(t) = V(t) + jVh(t)

(7)

Then the envelopes of H(t) and V(t) are obtained according to Equation (3) as follows:

AH(t) =
√

H2(t) + H2
h(t)

AV(t) =
√

V2(t) + V2
h (t)

(8)

(3) Based on the full vector spectrum technology, the dual-channel envelope signals
AH(t) and AV(t) are fused with the same source information, and the principal vector is
obtained by Equations (4)–(6), and then the FFT operation is performed on it. Finally, the
spectrum information that can reflect the actual operational state of the device is obtained.

3. Construction of Prediction Model

The prediction effect of TCN on multiple tasks has surpassed that of recurrent neural
network structures such as LSTM and GRU, which provides a new idea for the processing of
time-series tasks. However, a single temporal convolutional network ignores the correlation
between different dimensions of data. Since the attention mechanism has achieved good
results in measuring the importance of input features, the two-layer attention mechanism is



Appl. Sci. 2023, 13, 4655 5 of 17

introduced based on the temporal convolutional network model. The prediction accuracy
of the model is improved by highlighting the factors in the input that have a greater impact
on the predicted value.

3.1. TCN Model

TCN is a model that uses a convolutional structure to solve time-series problems and
mainly consists of dilated causal convolution and residual modules [22]. TCN uses causal
convolution to ensure that there is no information leakage. Suppose that the model input
sequence is {x0, x1 . . . xt-1, xt}, the expected prediction output is {y0, y1 . . . yt-1, yt}. In causal
convolution, the output predicted value ŷt at time t is only determined by {x0, x1 . . . xt-1, xt},
independent of {xt+1, xt+2 . . . }. To capture long-timescale dependence in the time-series,
dilated convolution is introduced into the causal convolution to become the dilated causal
convolution that can realize the exponential increase of the receptive field, and the structure
is shown in Figure 3.
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For a one-dimensional input sequence x ∈ Rn and a filter f: {0,1, . . . , k − 1}→ R, the
dilated convolution operation F on the sequence element s is defined as follows:

F(s) = ∑k−1
i=0 f (i)·xs−d·i (9)

where k is the size of the convolution kernel, d is the dilation factor, and xs−d·i represents
the element of the historical moment in the input sequence.

The larger the dilation factor d, the larger the input range, thus increasing the receptive
field of the convolutional network. As shown in Figure 2, the dilated causal convolution is
one with dilation factor d = {1,2,4}, convolution kernel size k = 2, and final receptive field
size 8.

With the superposition of dilated causal convolutions, the depth of the network will
be deepened, which may lead to the problem of gradient disappearance in the model.
Therefore, a residual connection is introduced in the output layer of TCN to fuse the input
x into the output of the convolutional network, which can be expressed as follows:

o = Activation(x + F(x)) (10)

where Activation (·) is the activation function and F(x) represents the output of the convo-
lutional layer.

After the introduction of a residual connection in TCN, as shown in Figure 4, a
residual connection can make the deeper network work properly, which can improve the
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performance of the model [33]. The WeightNorm layer normalizes the weight of the output
of the convolutional layer to speed up the calculation [34]. Meanwhile, to avoid overfitting,
a Dropout layer is added after each dilated causal convolution.
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Figure 4. The structure of the TCN residual model.

3.2. Attention Mechanism

The essence of the attention mechanism is to filter out the important information
from a large amount of information and focus on this information while ignoring the less
important information [26–28]. The attention module gives a certain score by calculating the
importance of different input features to the output result. For features with higher scores
that are more critical, larger weight values will be assigned. By highlighting the influence of
key features, thus improving the accuracy of the prediction model, the schematic diagram
is shown in Figure 5.
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As shown in Figure 5, xt(t ∈ [0, T]) represents the input sequence of the model,
ht(t ∈ [0, T]) corresponds to the output of the hidden layer, at(t ∈ [0, T]) is the attention
weight of the current input to the historical input hidden layer state, and Ft(t ∈ [0, T]) is the
output value of the attention layer. The output of the attention layer is calculated as follows:

Pt = u tan h
(

wt ∗ hT
t + bt

)
(11)

at = softmax(Pt) =
exp(Pt)

∑T
t=0 exp(Pt)

(12)

Ft = ∑T
t=0 atht (13)

where Pt is the similarity between the hidden layer state and different states, u and wt are
the weight coefficients, tanh is the hyperbolic tangent function, and bt is the bias coefficient.

3.3. TCDAN Model

The temporal convolution double-layer attention network (TCDAN) proposed in this
paper introduces a two-layer attention mechanism based on the TCN residual module, as
shown in Figure 6. First, the input time-series is preliminarized through multiple TCN
residual modules, and the convolution operation is used to capture the high and low-
dimensional hidden features of the context sequence in the input data. The output of the
TCN residual module maintains the same temporal dimension as the input data, and the
feature dimension is increased by multiple convolution kernels. According to the input
and output of the TCN residual module, Attention-1 mainly mines the correlation between
the features corresponding to different input variables and the predictor variables. The
Dense layer with SoftMax activation function is used to calculate the weight of each input,
and the Multiply layer outputs the input and the corresponding assigned weight. Then, the
influence of key features on the prediction results is highlighted. Compared to Attention-1,
Attention-2 adds a Permute layer to adjust the dimensions of the input and output in the
hidden layer. Therefore, the Dense layer in Attention-2 is applied to the time dimension
to mine the influence of different time step data on the prediction results, and adjust the
corresponding weights according to the contribution. After the Attention layer, the Flatten
layer is used to flatten the multi-dimensional output in the Attention-2 layer. Finally, the
prediction results were output by the fully connected layer and the predicted value was
output after the anti-normalization layer processing.

3.4. Process of Prediction

The fault-prediction process is shown in Figure 7, which is mainly divided into four
steps, and the specific process is shown as follows:

Step 1: The vibration data of the dual channels of the device is processed based on the
Hilbert–full-vector spectrum, and the amplitudes corresponding to different characteristic
frequencies of the device are obtained.

Step 2: The amplitude data corresponding to each characteristic frequency obtained in
Step 1 are normalized, and then divided into a training set and a test set according to the
lag window size.

Step 3: Input the training set data processed in Step 2 into the TCDAN model, adjust
the different parameters of the model for training and testing, and save the best prediction
model according to the evaluation index of the test results.

Step 4: Make a prediction using the best-saved prediction model and output the
prediction results.
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In this paper, the mean absolute error (MAE), root mean squared error (root mean
squared error, RMSE), and mean absolute percentage error (MAPE) was used to analyze
the prediction results of each variable, and the calculation of each evaluation index was
as follows:

MAE =
1
n ∑n

i=1|ŷi − yi| (14)

RMSE =

√
1
n ∑n

i=1(ŷi − yi)
2 (15)

MAPE =
100%

n ∑n
i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣ (16)

where n is the total number of samples, yi is the actual value and ŷi is the predicted value.
MAE and RMSE represent the stability of the model—the smaller the value, the more stable
the model. The MAPE is used to indicate the accuracy of the model; the closer the MAPE
to 0, the more accurate the model.

4. Experiment Verification
4.1. Introduction of Experimental Data

To verify the effectiveness of the proposed method, XJTU-SY bearing datasets that
contain complete run-to-failure data of rolling element bearings were used, and the experi-
mental platform is shown in Figure 8 [35]. The rotating shaft of the test bed is driven by an
AC motor, and the supporting bearing model is the LDK UER204 rolling bearing, and the
relevant specific parameters are shown in Table 1. To obtain the life-cycle vibration signal of
the bearing, two PCB 352C33 unidirectional acceleration sensors are fixed on the horizontal
and vertical directions of the test bearing by magnetic seats, respectively. In the test, the
sampling frequency was set as 25.6 kHz, the sampling interval was 1 min, and the duration
of each sampling was 1.28 s. In this paper, Bearing 3_1 with the final outer-ring fault and
Bearing 2_1 with the final inner-ring fault are taken as the experimental objects. For Bearing
3_1, its full life cycle is 42 h 18 min, the total number of samples is 2538, the operating speed
is 2400 r/min, and the applied radial force is 10 kN. For Bearing 2_1, its full life cycle is
8 h 11 min, the total number of samples is 491, the operating speed is 2250 r/min, and the
applied radial force is 11 kN.
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Table 1. Parameters of Bearing 2_1 and Bearing 3_1.

Parameter Value Parameter Value

Diameter of inner raceway/mm 29.30 Diameter of bearing rolling
element/mm 7.92

Diameter of outer raceway/mm 39.80 The number of bearing
rolling element 8

The pitch diameter of the
bearing/mm 34.55 contact angle/◦ 0

The different characteristic frequencies of the bearing are calculated as follows:
Bearing rotation frequency fr:

fr =
n
60

(17)

The fault characteristic frequency of the bearing outer ring fo:

fo = 0.5z fr

(
1− d

D
cos α

)
(18)

Fault characteristic frequency of bearing inner ring fi:

fi = 0.5z fr

(
1 +

d
D

cos α

)
(19)

The fault characteristic frequency of the bearing rolling element fR:

fR =
D
d

fr

[
1−

(
d
D

)2
cos2 α

]
(20)

Fault characteristic frequency of bearing cage fc:

fc = 0.5 fr

(
1− d

D
cos α

)
(21)

where n is the rotation speed of the bearing, d represents the diameter of the bearing rolling
element, D represents the pitch diameter of the bearing, α represents the contact angle of
the bearing, and z represents the number of bearing balls.

Combining Table 1 and Equations (17)–(21), it can be obtained that the rotation fre-
quency fr of Bearing 3_1 is 40 Hz, the fault characteristic frequency of the outer ring fo
is 123.32 Hz, the fault characteristic frequency of the inner ring fi is 196.68 Hz, and the
fault characteristic frequency of the rolling element fR is 165.33 Hz. The fault characteristic
frequency of the cage fc is 15.42 Hz.

4.2. Application of Hilbert–Full-Vector Spectrum

Taking the data collected at 2510 min of Bearing 3_1 as an example, the vibration data
collected in the horizontal and vertical directions were processed using the ordinary Hilbert-
envelope spectrum [36,37] and Hilbert–full-vector spectrum technology, respectively, and
the processing results are shown in Figures 9 and 10.

As shown in Figure 9, the Hilbert-envelope spectrum in both directions has a certain
prominent reflection at the outer-ring fault frequency of Bearing 3_1, which is consistent
with the actual situation of bearing outer-ring fault, but the prominent characteristic
frequency of the two is not completely consistent as a whole. According to Figure 9a, it
can be seen that the horizontal Hilbert-envelope spectrum does not prominently reflect the
2 times frequency of the rotation frequency of Bearing 3_1 and the 2 times frequency of the
outer-ring fault frequency. According to Figure 9b, it can be seen that the vertical Hilbert-
envelope spectrum does not prominently reflect the 1 times frequency of the rotation
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frequency of Bearing 3_1. The Hilbert-envelope spectrum in either direction does not fully
reflect the state information of Bearing 3_1.
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As shown in Figure 10, the Hilbert–full-vector spectrum is prominently reflected in the
rotation frequency, outer-ring fault frequency, and the corresponding frequency doubling
of Bearing 3_1, and the outer-ring characteristic frequency and the corresponding frequency
doubling are even more prominent, which reflects the outer-ring fault information of
Bearing 3_1. Compared with the traditional Hilbert-envelope spectrum, the Hilbert–full-
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vector spectrum contains more comprehensive information about Bearing 3_1 by fusing
the vibration data in two directions, and can better reflect the running state of Bearing 3_1.

The samples of the Bearing 3_1 health state, initial fault stage, middle fault stage, and
late fault stage are, respectively, selected and processed based on the Hilbert–full-vector
spectrum technique, as shown in Figure 11. The corresponding amplitudes of the rotation
frequency, the outer-ring fault frequency, and the outer-ring fault frequency doubling of
the bearing change obviously in different operating stages of Bearing 3_1. This change
proves the effectiveness of using the corresponding amplitudes of different characteristic
frequencies as equipment fault-prediction features.
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Figure 11. Spectral changes in Bearing 3_1 in different periods. In this figure, fr stands for the
rotational frequency of Bearing 3_1, fo stands for the outer-ring fault frequency of Bearing 3_1, 2 × fo,
3 × fo . . . 7 × fo represents the doubling frequency of Bearing 3-1 outer-ring fault frequency; S1, S2,
and S3 represent the spectrum of the Bearing 3_1 health state, S4 and S5 represent the spectrum at the
initial stage of the fault, S6, S7 and S8 represent the spectrum at the middle stage of the fault, and S9
and S10 represent the spectrum at the late stage of the fault.

4.3. Performance Comparison of Prediction Models

First, the amplitudes corresponding to different characteristic frequencies in the life
cycle of Bearing 3_1 are extracted based on the Hilbert–full-vector spectrum. According to
the failure mechanism of the bearing [38], the amplitudes corresponding to the first and
second times of the five characteristic frequencies of the bearing, which are the rotation
frequency, the outer-ring fault frequency, the rolling element fault frequency, the cage fault
frequency, and the inner-ring fault frequency, are taken as the input of the model, and the
output variable is the amplitude corresponding to the characteristic frequency of concern
after 1 min.

To illustrate the effectiveness of the prediction method proposed in this paper, the
data of the past 2000 min (containing 2000 samples) is selected as the training set, and the
data of the next 100 min (containing 100 samples) is selected as the test set. Based on the
same dataset, the TCDAN proposed in this paper is compared with the TCN, GRU, and
LSTM models.

The computer processor used in this experiment is Intel Core i5-4200H, and the
graphics card is an NVIDIA GTX950M standalone graphics card with 8 GB memory. The
model is based on Python language. Both the TCDAN and TCN models use two residual
modules, the size of the convolution kernel is 3, the number of convolution kernels is
64, and the time step is 8; The LSTM and GRU models have eight hidden layers and
128 neurons. The input dimension of each model is 10, and the output dimension is 1. All
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models are developed based on the TensorFlow deep-learning framework and use the GPU
to train the models. To speed up the convergence of the model, each variable is input into
each model after normalization. Taking the prediction of the corresponding amplitude
of the outer-ring fault frequency of Bearing 3_1 as an example, the prediction results of
the corresponding amplitude of 1 and 2 times the outer-ring fault frequency of different
models are shown in Figures 12 and 13, respectively.
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Through the comparison of the prediction effects of different models in Figures 12 and 13,
it can be seen that the proposed TCDAN has higher prediction accuracy compared with
the TCN without attention mechanism. At the same time, the prediction performance of
TCDAN is also significantly better than that of the current mainstream prediction models
such as BiLSTM, LSTM, and GRU. Combined with the evaluation indexes of the prediction
results of each model in Table 2, it can be seen that the MAE, RMSE, and MAPE prediction
indexes of the amplitude corresponding to 1 times the outer-ring fault frequency predicted
by TCDAN are reduced to 0.0240, 0.0297, and 6.04%, respectively. The MAE, RMSE, and
MAPE prediction indexes of the amplitude corresponding to 2 times the outer-ring fault
frequency are reduced to 0.0317, 0.0382, and 6.34%, respectively. Compared with TCN, GRU,
BiLSTM, and LSTM models, TCDAN has greatly improved the prediction performance.
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Table 2. Evaluation metrics of different prediction models for Bearing 3_1.

Models
MAE RMSE MAPE(%)

1 × fo 2 × fo 1 × fo 2 × fo 1 × fo 2 × fo

TCDAN 0.0240 0.0317 0.0297 0.0382 6.04 6.34
TCN 0.0490 0.0465 0.0608 0.0579 10.91 9.28

BiLSTM 0.0550 0.0682 0.0694 0.0881 15.63 12.79
LSTM 0.0798 0.0773 0.0921 0.0991 26.58 27.14
GRU 0.0966 0.1023 0.1221 0.1278 32.37 34.71

To verify the generalization ability of the TCDAN model, the data of Bearing 2_1 in
the XJTU-SY dataset were used for experiments based on the same experimental process.
Considering the smaller sample size of the Bearing 2_1 data, the data of 35 min (containing
35 samples) was selected as the test set, and different models trained based on the Bearing
3_1 data were used for testing. Taking the prediction of the corresponding amplitude of
the inner-ring fault frequency of Bearing 2_1 as an example, the prediction results of the
corresponding amplitude of the inner-ring fault frequency of 1 and 2 times by different
models are shown in Figures 14 and 15, respectively.
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Through the comparison of the prediction effects of different models in Figures 14 and 15,
the prediction performance of TCDAN is significantly better than that of TCN, BiLSTM,
LSTM, and GRU. Combined with the evaluation indexes of the prediction results of each
model in Table 3, it can be seen that the MAE, RMSE, and MAPE prediction indexes
of the amplitude corresponding to 1 times the inner-ring fault frequency predicted by
TCDAN are reduced to 0.0471, 0.0583, and 9.69%, respectively. The MAE, RMSE, and
MAPE prediction indexes of the amplitude corresponding to 2 times the inner-ring fault
frequency are reduced to 0.0497, 0.0609, and 6.27%, respectively. Compared with TCN,
GRU, BiLSTM, and LSTM models, TCDAN still has the best prediction performance, which
verifies the good generalization ability of the TCDAN model.

Table 3. Evaluation metrics of different prediction models for Bearing 2_1.

Models
MAE RMSE MAPE(%)

1 × fi 2 × fi 1 × fi 2 × fi 1 × fi 2 × fi

TCDAN 0.0471 0.0496 0.0583 0.0609 9.69 6.27
TCN 0.0534 0.0735 0.0653 0.0836 11.39 9.09

BiLSTM 0.0921 0.0958 0.1151 0.1168 17.51 11.75
LSTM 0.0926 0.1386 0.1079 0.1704 22.79 16.55
GRU 0.1300 0.1910 0.1522 0.2292 27.29 22.75

5. Conclusions

In this paper, the Hilbert–full-vector spectrum is used to extract the spectrum in-
formation of equipment. Compared with the traditional Hilbert-envelope spectrum, the
Hilbert–full-vector spectrum fuses the vibration data of the dual channels of the equipment,
which can more comprehensively reflect the actual operational state of the equipment as a
fault-prediction feature. In addition, combined with the two-layer attention mechanism, a
temporal convolutional network is used to predict the amplitude corresponding to different
characteristic frequencies of the device. Compared with TCN, GRU, BiLSTM, and LSTM
models, the TCDAN model proposed in this paper can effectively extract the correlation be-
tween different variables in historical data, different time step data, and predictor variables,
to adjust the corresponding weight size, and has higher prediction accuracy.

Through the prediction of the amplitude corresponding to the characteristic frequency
of the equipment, the fault trend of the equipment can be intuitively seen, and the specific
part of the equipment fault can be judged according to the characteristic frequency, which
provides a more effective decision-making basis for the predictive maintenance of the
equipment. In the future, the correlation between the amplitude corresponding to different
characteristic frequencies and the fault degree will be studied, so that the alarm threshold
corresponding to the amplitude of different characteristic frequencies can be set for better
application in actual production.
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