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Abstract: The automated detection of distress such as cracks or potholes is a key basis for assessing
the condition of pavements and deciding on their maintenance. A fine-grained pavement distress-
detection algorithm based on integrated data using a digital twin is proposed to solve the challenges
of the insufficiency of high-quality negative samples in specific scenarios An asphalt pavement
background model is created based on UAV-captured images, and a lightweight physical engine
is used to randomly render 5 types of distress and 3 specific scenarios to the background model,
generating a digital twin model that can provide virtual distress data. The virtual data are combined
with real data in different virtual-to-real ratios (0:1 to 5:1) to form an integrated dataset and used
to fully train deep object detection networks for fine-grained detection. The results show that the
YOLOv5 network with the virtual-to-real ratio of 3:1 achieves the best average precision for 5 types
of distress (asphalt pavement MAP: 75.40%), with a 2-fold and 1.5-fold improvement compared to
models developed without virtual data and with traditional data augmentation, respectively, and
achieves over 40% recall in shadow, occlusion and blur. The proposed approach could provide a
more reliable and refined automated method for pavement analysis in complex scenarios.

Keywords: road engineering; pavement-distress detection; digital twin; integrated data; physical
engine; deep-object detection network

1. Introduction

Road construction is the basis for a country’s economic development, and road trans-
port allows for the exchange of resources. During road operation, the climate, environment
and age may cause pavements to crack and potholes and other symptoms of distress to
develop continuously. The presence of these distress features not only reduces the service-
ability and shortens the service life of pavement, but also can even lead to the collapse
or failure of the pavement structure, seriously threatening the safety of road traffic [1,2].
Timely and accurate detection of the type and amount of disease is a key basis for the
assessment of pavement conditions and deciding what maintenance is required [3].

The detection of pavement distress has developed from manual visual inspection to
automated inspection based on machine vision [4]. Thanks to the widespread use of UAVs
and pavement digital inspection vehicles, automated machine vision-based pavement-
distress inspection methods have improved in accuracy and efficiency compared to manual
visual inspections, which are highly subjective and costly [5–8]. Machine vision-based
methods for automatic pavement-distress detection mainly consist of image processing,
machine learning, and deep learning. Among these, image processing methods, repre-
sented by edge detection, threshold segmentation, and region growing use heuristic rules
to distinguish distressed areas of pavement from normal areas [9–12]. Since these heuristic
rules rely on manual design, they can only handle shallow features and are poorly adapted
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to complex detection scenarios such as noise and uneven lighting [13]. Machine learning
approaches are based on training classifiers such as support vector machines (SVM), naive
Bayesian classifiers (NBC), and artificial neural networks (ANN) to identify different types
of pavement distress by learning limited and perceptible features [14–17]. Xu et al. [18]
used and revised the BP neural network for pavement surface crack image processing
and utilized the self-studying feature of the network to identify cracks. Wang et al. [19]
proposed three SVM models for classifying five types of pavement cracks to intelligently
identify cracking types in an automated manner. These methods convert image recognition
to probabilistic assessment; However, the extraction of these features also relies on prior
knowledge and engineering experience, which inevitably reflect the high specificity, low
generality and complexities of image processing-based techniques [20,21]. Furthermore,
pavement distress images have the characteristics of small differences between the back-
ground and the target, and are always with noise, making feature recognition difficult. Also,
it is difficult to guarantee the accuracy and consistency of detection results for pavement
crack images with a complex topology, which require some targeted and refined algorithms
to be designed for specific scenarios.

The representatives of deep learning methods, convolutional neural networks (CNN),
can automatically extract rich, highly abstracted features from the inspection data to achieve
the accurate detection of pavement distress [22–28]. Xiao [29] proposed a CrackFormer
framework for pavement-crack detection, which employs a transformer-based high-resolution
network architecture to gain a multi-scale feature semantics of cracks, achieving an overall
precision exceeding 90% as tested on seven crack datasets. Gopalakrishnan et al. [8] trans-
ferred the parameters and fine-grained the last layers of the VGG-16 DCNN pre-trained on
the ImageNet to solve the crack detection problem of an asphalt and concrete pavement, a
process that achieved excellent detection results in a classification study. Zhang et al. [30]
designed a CrackNet model to detect cracks in 3D asphalt pavements based on images
captured by pavement digital inspection vehicles, resulting in an increase in accuracy of
over 20% compared to conventional 3D shadow modelling and the HOG feature-based
SVM method. Zhu et al. [31] identified six types of damage quickly and accurately from a
high-quality pavement distress dataset collected by UAVs based on a fully trained YOLOv3
network. This method adapted well to interference from environmental factors such as
shadows, trees and pavement markings. Kim et al. [32] transferred the R-CNN model to
effectively identify and quantify cracks of bridges captured by UAVs. Li et al. [33] intro-
duced the DenxiDeepCrack method to automatically detect pavement cracks based on UAV
images by assessing high-level feature representations. Liu et al. [34] proposed an image
enhancement algorithm for the detection of road tunnel cracks, using road crack images
to address the problem of insufficient image datasets for cracks on road tunnel surfaces.
However, the accuracy and reliability of deep learning-based pavement-distress detec-
tion methods are highly dependent on the adequacy of large-scale, high-quality datasets,
which often pose high acquisition costs [35]. In particular, the difficulty of obtaining timely
negative samples for specific working conditions severely hampers the application of
deep learning methods in automated pavement-distress detection [36]. Although some
open- access datasets containing common pavement distresses provide sufficient negative
samples, most of these datasets are high-quality images collected in the laboratory under
specific scenarios, providing monotonous backgrounds, uniform illumination and clear
imaging. However, existing deep learning models have to deal with some low-quality
on-site acquisition data in practical detections. Interference scenario similar to cracks or
potholes, uneven illumination and noise can significantly reduce the accurate assessment
of distress from the background, and there is hardly an optimal deep-learning model that
can extract the most discriminative features from low-quality images with limited negative
samples to accurately identify cracks.

Accordingly, this paper proposes a fine-grained pavement-distress detection method
based on digital twin integrated data. The UAV-based asphalt pavement background model
is first established; then a lightweight physics engine is used to render different types of
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pavement distress and specific working conditions on the background model, generating
a digital twin model that reflects the distressed condition of the pavement, simulating
the camera parameters and flight path of the UAV to obtain a virtual dataset with rich
distress characteristics. These findings are finally mixed with the initial small sample
dataset collected by the UAV in different proportions to obtain an integrated dataset. The
integrated dataset is used to fully train the deep-object detection network to achieve refined
detection of pavement distress under complex working conditions.

The remainder of the paper is organized as follows: Section 2 critically reviews the
techniques associated with the proposed approach. Section 3 systematically presents the
framework and network structure of the proposed fine-grained method. Section 4 explains
the experimental settings and evaluation metrics. Section 5 discusses the experimental
results and compares and evaluates them with existing approaches, followed by the con-
cluding remarks in Section 6.

2. Related Work

This section critically reviews the studies associated with the proposed fine-grained
distress detection method. One of the main challenges encountered in deep learning-based
damage analysis is the scarcity of abundant, high-quality negative samples in specific
regions and environmental conditions. Over the past decade, researchers have experienced
great success in using synthetic images to help train deep neural networks to solve a
variety of problems. Two effective approaches for tackling this challenge are performing
few-shot learning (FSL) with limited data and creating physics-based virtual models based
on entities to generate labeled data required for training.

2.1. Few-Shot Learning

Few-shot learning is also called one-shot learning, which aims at achieving a knowl-
edge transfer by assessing the similarities and differences between previous and new
categories with very little data, enabling the trained model to classify new categories with a
high degree of accuracy. In general, few-shot learning techniques can be classified into three
categories: hallucination-based data argumentation, meta-learning, and metric-learning.
Data augmentation techniques are used to generate additional training data by synthesizing
new examples from existing ones. The generative-model-based augmentation method has
attracted significant attention in recent times (as with a generative adversarial network
(GAN) or a variational autoencoder (VAE)) to assess data distribution to generate new
images that are similar in style and content to the original images. Subedi et al. [37] built the
f-DAGAN model to generate realistic images, which showed the feasibility of synthesized
data generation based on adversarial training in few-shot learning, where a few hard
data can lead to sound results. Chen et al. [38] proposed a new hierarchical graphical
neural network (HGNN) for FSL, which can keep hierarchical correlations among nodes
and extract the discriminative features of categories from individual samples. Episodic
training based on the signal of node losses is utilized to update parameters, resulting in
a well-generalizable model that can accurately identify new classes with limited labeled
data. Wu et al. [39] used focal loss instead of cross-entropy loss to help assess the sample
relationship through using different penalty factors on the object and its background to
optimize the model trained by imbalanced data with a few negative samples. The ob-
jective of metric learning is to learn a function that maps similar examples more closely
to each other and dissimilar examples farther apart in a high-dimensional feature space.
Duan et al. [40] developed a deep adversarial metric learning (DAML) method for pro-
ducing synthetic hard negatives from the observed negative examples, which can serve as
additional training data for evaluation. Wang et al. [41] employed multiple deep learning
models to predict the width of cracks in a dam and analyzed the significance of influential
factors in crack formation. These works indicate that the integration of deep learning
models with appropriate targets is successful in learning the similarities. Meta-learning
few-shot focuses on training models to quickly learn new concepts with limited training
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examples to lead to comprehensive understanding acquired through learning diverse as-
signments and generalizing acquired knowledge to new tasks. Dong et al. [42] proposed a
novel pavement detection based on the metric learning approach, which can lead to devel-
oping new categories from a few labeled images. The approach incorporates a new metric
loss function to encourage the proximity of similar samples and separation of dissimilar
samples and leverages cosine similarity between the support and test sets to infer new
pavement-distress categories. Xu et al. [43] proposed an embedded internal-attribute-based
meta-learning classification model for structural damage identification through learning
the common inter-class damage attributes, which achieves better performance compared
with supervised learning.

The above few-shot learning methods successfully use a limited quantity of prepara-
tory information to deal with a learning model. However, the models often fall short of
expectation when trained with limited shot information, so that numerous tasks for training
are required. This is costly and sometimes fails because of the instability of information
across different undertakings.

2.2. Physics-Based Virtual Models

Developing physics-based virtual models to generate distress across complex sce-
narios is an effective way for driving pixel-level deep learning models to extract more
discriminative features when deployed in practice. Hoskere et al. [44] developed texture-
graphical models of virtual inland shipping infrastructure and demonstrated that synthe-
sizing labeled data has the effect of training deep-learning models for damage detection.
Hoskere et al. [45] also pointed out that synthesizing virtual cracks based on nonlinear
finite element models leads to a 10% improvement in IoU of pixel-level deep learning
models compared with using only real data. Pyle et al. [46] used efficient hybrid finite
elements (FE) and ray-based simulation to train CNNs for characterizing real cracks in a
refined manner. Hakim et al. [47] generated vibration data used to train ANN through
experimental modal analysis and finite element modeling, which improved the accuracy
of the prediction results of the damage severity and the location of I-beam structures.
Siu et al. [48] used the game engine to generate sewer pipe damage in virtual environments
with different lighting and camera angles, which allowed an average improvement of 5.8%
in AP of Faster RCNN compared with using only real data. Xu et al. [49] proposed the
Synthetic Object IMPLantation (SIMPL) method to create abundant synthetic overhead
training data for specific target objects by superimposing 3-D object models onto real-world
overhead imagery within a virtual environment. Richter et al. [50] proposed an approach
to fast-produce pixel-level labels for synthesized images in computer games to supplement
real-world data. This resulted in a significant increase in accuracy and a reduction of the
amount of manual labelling work required. Renderings of object models have been used to
study and understand the sensitivity of CNN process-specific features in images [51,52].

However, adequate training on virtual data generated by finite element models does
not directly mean good generalization to real data in complex scenarios. Although various
finite-element models enable accurate simulation of an arbitrary number of various crack
types of different material properties with almost no acquisition cost, the difference between
virtual and real crack features is also a key factor that results in the reduced robustness of
deep learning when deployed in practice. The digital twin method is a digitized mirror
of physical entities based on sensor data and physical models and establishes a highly
self-updating and on-site responsive digital twin (DT) to support decision-making activities
throughout the lifecycle of physical entities. The method has characteristics such as high
fidelity and interoperability. Digital twin models based on physical entities, virtual entities,
and the interaction between them enable 3D dynamic perception for infrastructure damage
states with a higher degree of simulation [53,54]. A large number of researchers have
used monitoring and inspection data of structures to build full life-cycle digital twin
models, which have been explored in industrial manufacturing and some civil engineering
fields. Tuegel et al. [55] developed a digital twin model with ultrahigh fidelity for aircraft
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components to study the evolution of structural deformation and damage under different
flight conditions. Shim et al. [56] developed a 3D prestressed concrete bridge digital twin
model based on a damage code system to identify the damaged state of a bridge and predict
its development. Karve et al. [57] used digital twin models to analyze historical data on the
damaged state of infrastructure to predict future developments, reducing the interference
of noisy or erroneous data. Booyse et al. [58] used deep learning to extract historical data
features to develop digital twin models for fault detection, diagnosis, and evolutionary
mechanism mining. Aivaliotis et al. [59] demonstrated that the use of digital twin models
for the in-depth analysis of structural damage states and development mechanisms is a
key route to predictive maintenance. The generated data based on digital twin models
not only reproduces the actual damage characteristics realistically, but also simulates a
variety of structural scenarios compared with finite-element models set up in specific
boundary conditions.

3. Methodology

This paper proposes a refined pavement distress detection method based on the
digital twin model and deep-object detection algorithms. The method consists of two
stages: the generation of an integrated digital twin-based pavement distress dataset and
the refined detection of deep object network-based pavement distress detection method. In
the first stage, the digital twin model is generated by a UAV-based pavement background
modelling and a virtual disease rendering based on a lightweight physics engine and is
used to simulate the damaged state of the pavement. The virtual inspection data generated
by the digital twin model is integrated with the small-scale real data captured by the UAV
in a certain proportion to obtain a rich pavement-distress dataset required for training deep
learning models. In the second stage, six deep-object detection networks are fully trained
based on the integrated dataset for accurate and efficient detection of different types of
pavement distress, and the performance of the deep-object detection networks is evaluated
in terms of the data integration ratio and complex deployment scenarios. The architecture
of the method is shown in Figure 1.
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3.1. Digital Twin-Based Generation of Integrated Dataset for Pavement Distress

The digital twin-based integrated data generation consists of four modules: on-site
data collection, original background model construction, digital twin model generation, and
pavement distress dataset integration, as shown in Figure 2. First, the UAV is used to collect
orthophotos in the road inspection area with a pre-determined route and fixed altitude,
while image control points are placed within the inspection area to establish a uniform level
and elevation reference surface, eliminating modelling layering or misalignment caused by
overlap between UAV take-offs and landings and inspection areas. Second, the matching
points of the overlapping images are extracted from the acquired orthophotos, and aerial
triangulation is performed to estimate the position of each image and generate a dense
point cloud with the position information. An irregular triangular network is then created
based on the dense point cloud, and a polygon network is created for the whole inspection
area based on the orthophoto stitching results and aerial triangulation results of the image
control points, obtaining the digital orthophoto map of the whole inspection area, that is,
the pavement background model, which reconstructed background control information
of the asphalt pavement. Third, the original pavement background model is imported
into an Unreal Engine (UE4.26) for analysis and rendering. UE4.26 is a cross-platform
game engine that creates 3D interactive experiences, enabling the visual deployment and
interpretation of 3D models in multiple formats. The blueprint of pavement distress from
the UE4.26 physics engine is deployed in the original pavement background model for
random virtual deployment, while common inspection scenarios (e.g., pavement shadows,
foreign object occlusions and focus blurs) are simulated to generate a digital twin model
capable of simulating the damaged state of the pavement. Finally, a virtual camera in the
UE4.26 physics engine is used for the UAV inspection simulation, and a virtual disease
dataset containing transverse cracks, longitudinal cracks, cross cracks, alligator cracks
and potholes is created based on the digital twin model. The virtual disease dataset is
fused with the small-sample real dataset captured by the UAV in five virtual-to-real ratios
(0:1 to 5:1) to obtain the pavement-distress-integrated dataset for the training of the
deep-object detection networks.
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3.1.1. On-Site Data Collection Based on UAV

The quadrotor UAV (Phantom4 RTK) manufactured by the DJI company is used to
capture the asphalt pavement-distress images, and a controllable (pitch angle: −90◦ to
+30◦) three-axis head is installed on the bottom of the UAV to hold a high- precision camera
for image collection (shown in Figure 3). The selected section of road is a two-way four-lane
asphalt road. The optimal flight altitude of the UAV is tested before deployment to ensure
the flight stability and area clearance requirements while providing complete coverage of a
two-way four-lane road area. In addition, the accuracy of the construction of the digital
orthophoto image (pavement background model) is ensured by setting a reasonable flight
speed to control the overlap rate of two consecutive images: that is, the minimum overlap
rate should be above 80% for frontal overlap and above 75% for lateral overlap, respectively.
The parameter setting of the UAV are shown in Table 1.
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Table 1. Parameters of high-precision cameras used in UAV.

Parameter Setting

Camera parameters

Image sensors Maximum resolution
(pixels) Photo format Shutter speed Focal length ISO range

1-inch CMOS;
20 million

effective pixels
(20.48 million
total pixels)

5472 × 3648
(3:2) JPEG 8 − 1/8000 s 35 mm

100–3200
(Automatic)

100–6400
(manual)

Flight parameters

Flight height
(m)

Flight speed
(m/s)

Positive
overlap rate

Lateral
overlap rate Shooting angles Output resolution

25 2 80% 75% −90◦ 5472 × 3648
(3:2)

3.1.2. Virtual Distress Rendering Based on a Lightweight Physics Engine

Based on the inspection images collected by the UAV, a Pix4D Mapper is used to
perform image stitching, air triangulation, point-cloud creation and polygon-network
generation, obtaining a digital orthophoto image of the inspection area (pavement back-
ground model). The generated pavement background model (.obj format) was further
imported into the UE4.26 physics engine, and a renderer capable of accurately modelling
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asphalt materials is used to create virtual blueprints of five types of disease (including
transverse cracks, longitudinal cracks, cross cracks, alligator cracks, and potholes) based
on real pavement distress. These are randomly deployed in the pavement background
model, as shown in Figure 4. In addition, complex working scenarios such as shadows,
occlusions and blurs are simulated using light and environment renderers in UE 4.26,
which are shown in Figure 5. These scenarios are deployed randomly to the pavement
background model to generate a digital twin model capable of simulating the damage state
of the asphalt pavement.
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3.1.3. Integrated Dataset Generation with Different Virtual-to-Real Ratios

The virtual camera in UE4.26 is used for virtual-image acquisition based on the digital
twin model, maintaining the same acquisition angle (orthophoto) and image output frame rate
as the UAV. The sizes of the virtual pavement images are adjusted into 640 pixels × 640 pixels.
Finally, six integrated datasets are constructed based on the real and virtual data of asphalt
pavement distress, each including 0, 100, 200, 300, 400, 500 virtual distress images and 100
original real distress images, respectively, as shown in Table 2.

Table 2. Integrated datasets with different virtual-to-real ratios.

Integrated Dataset
Virtual-to-Real Ratio

0:1 1:1 2:1 3:1 4:1 5:1

Training set/image 0 100 200 300 400 500
100 100 100 100 100 100

Test set/image 100 100 100 100 100 100
Total set/image 200 300 400 500 600 700

3.2. Fine-Grained Pavement Distress Detection Based on Deep-Object Detection Networks

This paper first trains six typical deep object detection networks using a dataset
with a virtual-to-real ratio of 0:1 to reveal the most discriminative network structures
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for the five different types of pavement distress. The most discriminative deep object
detection network is then fully trained using each of the six integrated datasets with
virtual-to-real ratios from 0:1 to 5:1, respectively, and evaluated on the same test set to
reveal the optimal virtual-to-real ratio of the integrated dataset, which can achieve refined
detection of pavement distress with the highest detection accuracy. Finally, the fully trained
deep object detection network with two virtual-to-real ratios (0:1 and the optimal ratio) is
used to test pavement inspection images under complex deployment scenarios (shadows,
occlusions and blurs), respectively, to evaluate their versatility and adaptability to different
application conditions.

3.2.1. Image Annotation

The training dataset is not made up by captured images. The original images need
to experience a series of labeling operations to turn them into corresponding format data
for training. For each image, the objects of interest in the image are manually labeled,
such as alligator cracks (AC), cross cracks (CC), longitudinal cracks (LC), potholes (P), and
transverse cracks (TC) in the pavement images. The XML files correspond to the target
information of the objects of interest in the annotation image, including the target size and
type, generally represented with rectangular box boundary coordinates and the label name,
respectively. In this paper, the labeling tool (Labelimg) is used to label five different types
of pavement distresses into PASCAL VOC format, and each image corresponds to an XML
file, which is then converted into a TXT file for model training, and the annotation results
are recorded in the txt file. The annotation process is shown in Figure 6.
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3.2.2. Deep Object Detection Network Construction

The objective of this study is to automatically classify and localize pavement distress
images based on object detection models. The object detection network is composed of three
components: backbone, neck and head. The backbone acts as the main feature extractor,
which takes images as input and outputs the corresponding feature maps. Accuracy,
speed, and efficiency are the critical metrics in selecting the backbone part. The neck is
for collecting different feature maps, such as the representatives: Spatial Pyramid Pooling
(SPP), Path Aggregation Network (PAN) and Feature Pyramid Network (FPN). The head is
for prediction. There are mainly two typical detectors in head-part naming: the one-stage
detector and the two-stage detector, respectively. The two-stage detector goes through a
regional proposal network (RPN) during the first stage and experiences a region-of-interest
(RoI) pooling network at second stage. The RPN layer feeds region proposals into classifier
and regressor for classification and bounding box regression. While the one-stage detector
predicts bounding boxes from input images directly without a region-proposal step, the
latter combines location regression and classification into a single stage.

3.2.3. YOLOv5 Detector

You only look once (YOLO) [60] is a one-stage object detection system proposed by
Redmon et al. to directly predict bounding boxes and the confidence and class probabilities
of object from input images, and the quantity of bounding boxes per image predicted is
much less than Faster R-CNN, achieving end-to-end real-time detection. YOLOv5 is an
enhanced model built on the success of previous versions of YOLO [61], and YOLOv5
has an improvement over Faster R-CNN [62], YOLOv3, and YOLOv4 in terms of accu-
racy, speed, and simplicity [63,64]. The fundamental principle of YOLOv5 is based on
YOLOv4. The biggest feature of YOLOv5 is the use of Focus and a CSP (cross-stage partial
connections) [65] backbone network architecture. The focus layer allows for better feature
representation while reducing the computation and memory overheads of traditional down
sampling methods and achieves better accuracy and faster inference times. The YOLOv5
Focus layer replaces the first three layers of YOLOv3 [66] with a single layer. The CSP layer
extends to shallow information in the focus layer to better integrate information across the
network’s feature maps. Meanwhile, the feature extraction module is iterated to extract
more comprehensive and detailed information [67]. YOLOv5 not only uses CSPNet for the
backbone but also uses the same for the neck to fuse different levels of the feature maps
compared with YOLOv4. In addition, the feature pyramid part uses a path aggregation
network (PANet) [68] for parameter aggregation with the FPN (Feature Pyramid Net-
work) [69]. Furthermore, the bag of freebies (BoF) of YOLOv5 used for training are Mosaic
data enhancement, adaptive anchor box calculation and adaptive image scaling. YOLOv5
has four different versions, namely YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x, which
differ in their memory storage size. However, the underlying principle is the same for all
versions, with YOLOv5x having the largest storage size and YOLOv5s having the smallest
storage size. We used the most basic YOLOv5s in this experiment. Its structure is shown
in Figure 7.

3.2.4. Overall Loss

The purpose of training is to optimize the performance of the model, which is achieved
by reducing the loss function. The loss function of YOLOv3 is mainly composed of three
components: bounding box regression loss, confidence loss and classification loss. The loss
function is shown in Equation (1). The bounding box regression loss function usually uses
Mean Squared Error (MSE) to directly perform regression on the center point coordinates
and height and width of bounding box [70]. The confidence and classification loss function
are analyzed by binary cross-entropy loss. Compared with YOLOv3, the loss function of
YOLOv5 only innovates in bounding box regression by replacing MSE with CIOU [71], and
the other two parts do not change substantially. The CIOU considers the scale information
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of border overlap, center distance and aspect ratio on the basic of IOU. The CIOU loss
function is shown in Equation (2).
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where the meaning of x, y, w, h is as follows: x coordinate location of the box center point,
y coordinate location of the box center point, weight of the box, and height of the box,
respectively. Iobj

i,j is a symbol that indicates the value is 1 if the box has an object; otherwise
it is 0.

LCIOU = 1− IOU(A, B) + ρ2(Actr ,Bctr)
c2 + α·v

v = 4
π2

(
arctan ωgt

hgt − arctan ω
h

)2

α = v
(1−IOU)+v′

(2)

In which, ωgt and hgt are the weight and height of the ground truth bbox respectively;
ω and h are the weight and height of the prediction box respectively. And α and v are
penalty terms for the aspect ratio, α is a positive number and v measures the consistency of
aspect ratio.

4. Experiment
4.1. Experimental Environment and Hyperparameters

In this paper, we conducted hyperparameter tuning experiments with a GPU as the
computational core (CPU: AMD2990WX@3.0GHz, RAM = 64GB; GPU: NVIDIA GeForce
RTX 2080Ti), relying on PyTorch 1.2.0 developed by Facebook, and conducted hyperpa-
rameter tuning experiments through 10-fold cross-validation on 100 training images and
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30 validation images to obtain the best hyperparameters for the YOLOv5 network, as
shown in Table 3.

Table 3. Experimental hyperparameter setting.

Network Structure Initial Learning Rate Exponential Decay Rate Parameter Update Algorithm Batch Size Epoch

YOLOv5 0.00125 0.9 Adam, β = 0.9 8 1000

4.2. Evaluation Metrics

The mean of the average precision (AP) of all classes of detected objects represents
the detection performance of the deep-object detection network. The key to calculating
MAP is to calculate Intersection over Union (IoU), which is defined as the degree of overlap
between the predicted region and ground truth, and the mathematical expression is shown
in Equation (3) and Figure 8.

IoU =
Predicted region ∩ Ground truth
Predicted region ∪ Ground truth

(3)
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The IoU threshold is usually predefined (set to 0.5 in this paper) and when the IoU
between the predicted bounding box and the ground truth bounding box is greater than
this threshold, the object within the predicted bounding box is defined as a positive sample.
Otherwise it is a negative sample. In addition, the confidence threshold of the prediction-
bounding box was also used to determine positive or negative prediction results. True
positive (TP) is indicated when the predicted IoU is greater than 0.5 and the prediction
result is correct. False positive (FP) is indicated when the predicted IoU is less than 0.5 or
the prediction result is incorrect, and false negative (FN) is indicated when there is no IoU
with an annotated bounding box, indicating that the model is unable to detect any object
labels from the manual annotation.

Precision and Recall can be further determined based on the above metrics. Precision
is defined as the proportion of correctly detected objects to the total number of detections,
and Recall is defined as the proportion of correctly detected objects to the total number of
actual objects. The mathematical expressions are shown in Equations (4) and (5). The P-R
curve can be obtained by calculating the accuracy and recall of the YOLOv5 network on the
test set at different confidence thresholds, and the value of AP is obtained by integrating
the P-R curve, which represents the area enclosed by the P-R curve and the coordinate axis.
The MAP is obtained by calculating the average value of AP for each category of test object,
and the mathematical expression is shown in Equation (6).

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

MAP =
AP
n

(6)

where n is the category of the test object.
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5. Results and Discussion
5.1. Model Comparison

The dataset is divided into two parts: training set and test set. The training set is
used to train the weight parameters of the model, and the test set is used to evaluate the
performance of the model. Five typical deep-object detection networks (YOLOv3, YOLOv5,
YOLOv7, YOLOX and Faster R-CNN) are fully trained, using an asphalt pavement-distress
dataset (100 training images) with a real-to-virtual ratio of 0:1, and the models are tested
based on the test set (30 test images) to reveal the most discriminative network structure
for asphalt pavement-distress detection. The loss curve of the training results and the
MAP of the test results of YOLOv5 model with an input size of 640 pixels × 640 pixels are
shown in Figure 9. The loss value starts with a relatively high learning rate and gradually
decreases with the increase of training epochs, and finally has reached convergence and
stability at an approximately equal value after 600 epochs of training. In the fitting state, the
peak value of the accuracy for the training set appears in the 960th epoch, reaching 39.5%.
Compared to the other four models, YOLOv5 has a higher average detection accuracy
and a lower computational cost (single image processing time) of 0.0283 s/image. The
transformer has recently shown outstanding performance in natural language processing
and computer vision tasks such as object detection [72–75]. The transformer-based encoder
employs a self-attention mechanism to improve the detection performance. Unlike con-
volutional neural networks (CNNs) used in traditional backbones, the transformer can
capture long-range dependencies between image features and thus provide more effective
feature representation. We further replace the CNN layer of the backbone of YOLOv5 with
a transformer to investigate the effectiveness of the transformer-based YOLOv5 architecture
in pavement object detection tasks. The results show that the YOLOv5 network based on
CNN has the best detection performance for the pavement distress dataset. The average
detection accuracy of the transformer-based YOLOv5 model for the five pavement injuries
is slightly lower than the that of the CNN-based YOLOv5 model, with an MAP of 38.5%.
However, the training time of the model is about 40 times longer than that of the model
of the CNN backbone. Because the encoders in the transformer are independent of each
other and do not share parameters and the self-attentive mechanism in the encoder needs
to calculate the interactions between all positions, a surge in the number of parameters and
a longer training time ensues. The comparison of MAP and calculation time for different
models is shown in Figure 10.
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YOLOv5 network reaches an optimal value of 76.53% when the virtual-to-real ratio is
expanded to 3:1. However, when the virtual-to-real ratio is further expanded to 4:1 and
5:1, the MAP gradually decreases, indicating that too much virtual data might generate a
large number of redundant features, which results in the loss of the most discriminative
and effective features and widens the difference between real pavement-distress features
and virtual features, leading to a decrease in overall detection accuracy.
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Another data augmentation dataset based on traditional pre-processing such as rota-
tion and mirroring is produced to compare with an integrated dataset with a virtual-to-real
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ratio of 3:1 and an only real dataset, as shown in Table 4. The results show that image
augmentation methods can effectively improve the accuracy of pavement-distress detection,
among which the integration of the real and virtual data augmentation method outperforms
the traditional data augmentation method. To be specific, the network trained on the inte-
grated dataset with a virtual-to-real ratio of 3:1 achieves the AP of more than 50% for all five
types of pavement distress (transverse cracks, longitudinal cracks, cross cracks, alligator
cracks and potholes). In particular, the AP for pavement cross cracks achieves 96.97% and
the MAP is 76.53%, which is twice that of the only real dataset without data augmentation
(MAP: 39.5%) and 1.5 times that of the traditional data augmentation dataset (MAP: 46.9%).
In summary, the YOLOv5 network trained on the integrated dataset with a virtual-to-real
ratio of 3:1 enables obtaining more refined detection results for the identification of five
types of asphalt pavement distress than with traditional data augmentation methods.

Table 4. Comparison of two data augmentation methods.

Transverse Crack
(TC)

Longitudinal Crack
(LC) Cross Crack (CC) Alligator Crack (AC) Pothole (P)

Measured dataset
(0:1) 35.04 22.81 52.81 28.87 57.96 39.50

Traditional data augmentation
(3:1) 50.49 36.77 54.07 32.2 60.95 46.90

Integrated dataset
(3:1) 52.12 70.05 96.97 80.56 82.95 76.53

When the IOU threshold is set at 0.5 and the confident threshold is set at 0.5, the
Precision-Recall (P-R) curves and corresponding AP values of five types of asphalt pave-
ment distress in different virtual-to-real ratios based on YOLOv5 model are shown in
Figure 12a–e. The AP values for all five types of pavement distress rise correspondingly
with the increase in the virtual-to-real ratio. The AP of the detection of transverse cracks,
longitudinal cracks, cross cracks, and alligator cracks increases more than twice compared
to the absence of virtual data, where the detection of cross cracks reached an accuracy of
96.97%. In addition, the AP for transverse cracks, longitudinal cracks and alligator cracks all
peak at the maximum virtual-to-real ratio (5:1), while the AP for cross cracks and potholes
peaks at the virtual-to-real ratio of 3:1, indicating that the features of these two distress
features have a high complexity, low consistency and uncertainty. It is difficult for the
virtual data to comprehensively and systematically reproduce all valid feature information
in the real data, resulting in a decrease in detection accuracy when there are too many
virtual data. In summary, the YOLOv5 network can obtain the best results when the ratio
of virtual pavement-distress data to real asphalt pavement-distress data is 3:1.

In order to dig into the influence of the number of real data in the training set on
the ability of effective feature extraction of the YOLOv5 model in the pavement-distress
detection task, under the condition of 3:1 virtual-to-real ratio, this paper further trains the
YOLOv5 network with 25, 50, 75 and 100 real images combined with the corresponding
number of virtual data forming integrated datasets, respectively, and tests them on the same
100 real pavement-distress images. The results show that the MAP of the model trained
with 25 real images is about 50%, and when the number of real images is increased to 75, the
MAP increases by almost 30%, reaching 76.19%. If the number of real images is increased
to 100, the detection accuracy is further improved (MAP:76.53%), but the improvement is
not significant. These results demonstrate that training the network model using 75 and
100 real images is sufficient for the model to extract the most discriminative features of the
pavement-distress images, justifying the setting of 100 real images to train the YOLOv5
network in this paper. The MAP of the YOLOv5 network trained using different numbers
of real data is shown in Table 5.
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Figure 12. Precision-recall curves of five types of defects based on integrated datasets with different
virtual-to-real ratios. Detection results of YOLOv5 network for (a) transverse cracks (b) longitudinal
cracks (c) cross cracks (d) alligator cracks (e) potholes.

Table 5. The MAP of the YOLOv5 network trained using a different number of real data.

Integrated Dataset Number of Images

Training set
Virtual-to real (3:1)

Real images 25 50 75 100
Virtual images 75 150 225 300

Test set 100 100 100 100
Total set 200 300 400 500
MAP% 49.85 50.33 76.19 76.53
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5.3. Comparison of Results for Different Detection Scenarios

The light and environment renderer in the UE4.26 physics engine is used to generate
three types of poor detection scenarios, namely shadow, occlusion and blur, and 25 images
(5 images per distress category) of pavement distress from the rendered images are selected
to test the effectiveness and adaptability of the YOLOv5 network under poor detection
scenarios after fully training on two types of datasets. The two types of datasets are the
integrated dataset with the best virtual-to-real ratio of 3:1 and the dataset with a virtual-to-
real ratio of 0:1 (the only real dataset).

Precision, the proportion of correctly detected objects to the total number of detections,
usually represents the wrong detections, while recall, the proportion of correctly detected
objects to the total number of actual objects, represents the missed detections. Since missed
detections of diseases in complex detection scenarios are more likely to occur than wrong
detections and could lead to serious consequences, this section uses recall to evaluate the
effects of the YOLOv5 network trained on different datasets, as shown in Figure 13. The
YOLOv5 network fully trained with the best virtual-to-real ratio (3:1) integrated dataset
achieves more than 40% recall for all five pavement-distress types in the three poor detection
scenarios (presented by the bar chart), with optimal adaptation to the shadow scenario,
achieving 100% recall for longitudinal cracks, cross cracks, alligator cracks and potholes.
In contrast, the YOLOv5 network trained on the only real dataset achieves less than 20%
recall in shadow and occlusion scenarios (presented in the line chart), and performs best in
blur scenarios, but the recall is about 40% lower than the YOLOv5 network fully trained on
the virtual-to-real ratio (3:1) integrated dataset.
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Figure 14 shows a portion of the detection results for the asphalt pavement distress.
The YOLOv5 network, fully trained with the optimal virtual-to-real ratio (3:1) integrated
dataset, enables the correct detection of all five pavement-distress types in the three poor
detection scenarios, with a confidence level of over 90% for all predicted labels. The
YOLOv5 network trained on the real dataset sometimes makes wrong detections in shadow
and blur scenarios; for example, it mistakes shadow objects and normal pavements for
distress, and the confidence level of the predicted labels is mostly below 50%, which makes
it difficult to effectively detect the five types of pavement distress and poorly adapted to
complex detection scenarios.



Appl. Sci. 2023, 13, 4549 18 of 23Appl. Sci. 2023, 13, x FOR PEER REVIEW 21 of 27 
 

 

Shadow

Occlusion

Blur

Test results for the integrated dataset 
with a virtual-to-real ratio of 3:1

Prediction：AC/0.99

Ground Truth：AC

Prediction：CC/1.00

Ground Truth：CC

Prediction：LC/0.99

Ground Truth：LC

Prediction：AC/1.00

Ground Truth：AC

Prediction：CC/1.00

Ground Truth：CC

Prediction：LC/0.95

Ground Truth：LC

Prediction：AC/0.96

Ground Truth：AC

Prediction：CC/0.99

Ground Truth：CC

Prediction：LC/0.99

Ground Truth：LC

Prediction：P/0.26

Ground Truth：LC

Prediction：TC/0.30

Ground Truth：CC

Prediction：LC/0.31

Ground Truth：CC

Prediction：AC/0.68

Ground Truth：LC

Prediction：P/0.95
Ground Truth：

occlusion

Prediction：AC/0.44
Ground Truth：

normal

Test results for the integrated dataset 
with a virtual-to-real ratio of 0:1

Figure 14. Test results of YOLOv5 network trained on two datasets.



Appl. Sci. 2023, 13, 4549 19 of 23

5.4. Comparison of Results for Different Pavement Texture Conditions

To confirm the effectiveness of virtual data augmentation methods in the detection
of pavement defects with different textures, this paper applies virtual data to concrete
pavement scenarios and compares the average detection accuracy results. Specifically,
concrete pavement defect datasets containing transverse cracks, longitudinal cracks, cross
cracks, alligator cracks and potholes are constructed using concrete pavement crack images
from the open CrackForest-dataset (CFD) and concrete pavement distress images collected
by UAVand are combined with the virtual data generated by the digital twin model
according to six virtual-to-real ratios (0:1–5:1) to construct six integrated datasets. Finally,
the trained YOLOv5 model was tested on the same 100 images of real concrete pavement
distress. The results show that applying the virtual data generated by the digital twin
model to concrete pavement distress detection results in a rise in accuracy compared to
the detection results without data augmentation, and there is no significant decrease in
accuracy compared to the asphalt pavement distress detection results, demonstrating the
general applicability of the virtual data augmentation method. The best detection result
(MAP of 68.31%) is obtained in the concrete pavement distress test set when the virtual-
to-real ratio is 3:1, which is consistent with the above asphalt pavement-distress detection
results, demonstrating the generalization of the 3:1 virtual-to-real ratio. The schematic
diagram of 5 types of concrete pavement distress is shown in Figure 15, and the MAP
for the integrated dataset of six virtual-to-real ratios on concrete pavements is shown
in Figure 16.
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6. Conclusions

This paper proposes a pavement-distress fine-tuned detection method based on a
digital twin model and a deep-object detection algorithm, which creatively enables accurate
and efficient detection and classification of five types of pavement distress and obtains good
results in adverse scenarios such as shadow, occlusion and blur. Compared to traditional
data augmentation methods, the virtual data augmentation method based on a digital
twin model improves detection accuracy and yields positive general results. This method
effectively addresses the challenges of low detection accuracy, high deployment cost, and
poor adaptability caused by the lack of high-quality pavement distress samples. From our
experiments, we can draw several conclusions.

(1) The fine-grained pavement-distress detection method using a digital twin model
is proposed. Through pavement background modelling based on UAV and a virtual
disease rendering based on the lightweight physics engine, a digital twin model capable
of simulating the damaged state of the pavement is generated which can reproduce the
pavement distress features realistically and simulate a variety of pavement scenarios.
The virtual data generated by the digital twin model and the real data are integrated to
fully train deep-object detection networks. The integrated dataset produces high-quality
pavement disease samples, improving detection accuracy and the robustness of the model
and reducing deployment costs. This effectively addresses the challenges of low detection
accuracy, high deployment cost and poor adaptability caused by the lack of high-quality
pavement-distress samples.

(2) The YOLOv5 network is fully trained with an integrated dataset with six virtual-to-
real ratios, among which the model with a virtual-to-real ratio of 3:1 achieves the optimal
detection results for asphalt pavement-distress detection, with the MAP of 76.53% for
transverse cracks, longitudinal cracks, cross cracks, alligator cracks and potholes, which
is twice that without virtual data (MAP: 39.5%) and 1.5 times that with traditional data
augmentation (MAP: 46.9%). The larger the proportion of virtual data in the integrated
dataset, the faster the MAP of the YOLOv5 network reaches its peak and stabilizes. How-
ever, when the virtual-to-real ratio exceeds 3:1, the non-critical redundant features are
generated, which influences the feature extraction ability of the model, leading to a loss
of the most discriminative and effective features and a reduction in detection accuracy.
FurthermoreFurthermore, training the network model using 100 real images is sufficient
for the model to extract the most discriminative features of the pavement distress images.

(3) This paper further tests the adaptability and generalization of the YOLOv5 net-
work trained with virtual data augmentation in terms of different detection scenarios and
different pavement texture. The YOLOv5 network fully trained with an integrated dataset
with the optimal virtual-to-real ratio (3:1) achieves a recall of over 40% for all five pavement
distress types in shadow, occlusion and blur scenarios, functionally improving the effective-
ness and adaptability of complex pavement-detection scenarios and reducing the missed
detection rate of distress compared to the training results without virtual data. When
virtual data is applied to concrete pavement scenarios, the best detection result (MAP of
68.31%) is obtained in the concrete pavement distress test set when the virtual-to-real ratio
is 3:1, demonstrating the general applicability of the virtual data augmentation method
and the 3:1 virtual-to-real ratio.
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