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Abstract: A large part of big data consists of text documents such as papers, patents or articles. To
analyze text data, we have to preprocess the text documents and build a structured data based on a
document-word matrix using various text mining techniques. This is because statistics and machine
learning algorithms used in text analysis require structured train data. The row and column of the
matrix are document and word, respectively. The element of the matrix represents the frequency
value of the word occurring in each document. In general, because the number of words is much
larger than the number of documents, most elements have zero values. Due to the sparsity problem
caused by inflated zeros, the performance of the predictive model has decreased. In this paper, we
propose a method to solve the sparsity problem and improve the model performance in text data
analysis. We perform compound Poisson linear modeling to make the proposed method. To show
the performance of our proposed method, we collect and analyze the patent documents from patent
databases. In our experimental results, we compared the value of the Akaike information criterion
(AIC) of the proposed model with traditional models, such as linear model, generalized linear model
and zero-inflated Poisson model. Additionally, we illustrated that the AIC value of our proposed
model is smaller than others. Therefore, we verify the validity of this paper.

Keywords: zero-inflated data; compound Poisson model; generalized linear model; Poisson distribution;
document-word matrix

1. Introduction

Since most of the information is in the form of text documents, the proportion of text
data in the big data environment continues to increase [1–3]. Therefore, many studies
for text data analysis have been conducted in various fields [2–4]. Because the analysis
methods of statistics and machine learning cannot analyze text documents as they are,
we must preprocess the collected text documents to enable analysis. In the preprocessing
of text documents, we use text mining techniques and transform the documents into
document-word matrix [5,6]. The row and column of this matrix represent document and
word, respectively. Its elements are frequency values of words occurred in a document.
In general, this matrix has a very sparse structure because a word occurring even once
among all documents constitutes one column in the matrix [7,8]. That is, the most values
of the elements are zeros because the number of words is much larger than the number
of documents [7,8]. This is the zero-inflated problem [9–12]. Due to this problem, the
document-word matrix has a very sparse data structure. Because of the sparsity, it is
difficult to analyze the text document data using convenient methods such as the linear
regression model. Research related to zero-inflated text data analysis were carried out
in statistics and machine-learning areas [7–11,13–16]. Most of them used the probability
distributions such as Poisson or negative binomial [9,11]. However, most of them had a
limitation of model performance because of the sparsity of zero inflation.

Therefore, the motivation of this paper is to solve the zero-inflated sparsity problem
in the structured text data. First, we survey the theoretical structure of traditional models
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for zero-inflated data analysis and understand the limitations of the traditional models.
Second, we apply the compound Poisson distribution to construct the analytical model
for zero-inflated data. In addition, we will show the validity of the proposed method
by carrying out performance experiments using real text documents to compare the new
proposed and existing analysis models. The objective of our proposed method is to research
and develop a predictive model using compound Poisson distribution for an efficient
analysis of sparse text data. This is a mixture model of degenerate distribution for zero
and continuous distribution for positive numbers greater than or equal to one [17]. The
contribution of this paper is to improve the explanatory power of the predictive model
by solving the problem of zero excess of text data that occurs in various big data fields.
Our research can also expand the contribution of this paper by resolving the zero-inflated
problem that occurs in various environments such as the sensor data of the internet of
things (IoT), various learning data for artificial intelligence (AI), and medical image video
data. For instance, the observed values from the sensing system of the IoT environment are
mostly zero values. This is because most of the results of the sensing system of IoT do not
change unless a special event occurs. Consequently, we consider an analytical method with
compound Poisson distribution for sparse text data analysis. We divide the given data into
zero and non-zero parts, and apply the proposed data analysis method suitable for each.
Finally, a completed model is constructed by mixing the models applied to each of the two
parts. To show the performance of our proposed method, we make experiments using
simulated data and practical text data of patent documents. In our experimental results,
we use Akaike information criterion (AIC) to evaluate the model performance between the
proposed model and traditional models such as linear regression model, generalized linear
model and zero-inflated Poisson model. The model with smaller values of AIC has better
performance. Furthermore, we show that the AIC value of the proposed method is smaller
than other models. Thus, we verify the validity of our research.

The organization of this paper is based on six sections. In the first section, we illustrate
the research needs, motivations, proposal descriptions and contributions of the paper. We
survey the related works of this paper such as text data analysis and the sparsity with
zero-inflated problem in Section 2. In the following Section 3, the theoretical explanation
of the proposed method and the performance evaluation measures of the model used in
the experiments are presented. Next, we show the improved performance and validity of
our proposed method by the experimental results using simulated data and real patent
documents in Section 4. In Section 5, we deal with a comprehensive discussion, such as
the research goal, background, limitations and scalability of contributions of our results.
Finally, in Section 6, we provide the conclusions and future research tasks obtained through
the research and experimental results.

2. Related Works

Big data, which is explained by immense size and heterogeneous data types, continues
to rapidly increase its influence in very diverse fields. Additionally, big data has connected
to various applications, such as IoT or AI. Hajjaji et al. (2021) introduced a systematic review
of the connection between big data and IoT applications [18]. They answered to six research
questions of the relations between big data and IoT according to different applications.
Of course, security issues such as intrusion detection in the connection between big data
and the IoT are important problems to be considered [19]. In this paper, we consider text
data as a type of big data, because text data is one of the main data types that make up
big data. Research related to text data was performed in various big data fields [5,6,20,21].
Among them, patent big data was analyzed by various machine learning algorithms [20,21]
because patent documents also consist mainly of text data. A patent contains patent title,
abstract, inventors, claims and descriptions of developed technology [22,23]. In addition,
the technology classification codes, citations, applied dates and figures are included in
a patent document [22,23]. Gamba (2017) used the patent data to show the effect of
intellectual property rights for domestic innovation in the pharmaceutical field [24]. The
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patent data has been used for technology management in various domains. Therefore,
we consider the patent documents as text data in this paper. In text document analysis,
the methods of extracting meaningful keywords and documents are needed [25]. This is
because it is important to understand the relationship between keywords located at the top
in text analysis. The research on topic models that can derive topics from given documents
is also being actively conducted [26]. The text document clustering is one of the most
important approaches in text data analysis. In recent studies, document clustering of vector
model for dimmensionality reduction and document embedding for sentiment analysis
are conducted [27–29]. As the use of Python data language has become more common, the
development of Python libraries for text data analysis is actively progressing [30].

In general, there are some problems in the preprocessing and analysis of text data [5,6].
One of them is the sparsity problem with zero-inflated data [8,10,13,14,31]. For text data
analysis using statistics and machine learning algorithms, we have to transform the text
documents into a document-word matrix. This is because the data analysis methods
provided by statistics and machine learning require structured data in the form of tables in
which rows and columns consist of observations and variables, respectively. The document-
word matrix is one of the structured data types. The document-word matrix is one of
the structured datasets. The row and column of this matrix are document and word,
respectively, and each element is the frequency value of a word occurring in a patent
document. So far, various data analysis methods have been studied for the analysis of
document-word matrix [5,32,33]. Kim and Jun built the patent document-word matrix
using text mining, and analyzed it by graphical causal inference and copula regression.
Thus, they illustrated the technological relations between the technology keywords of the
Apple company and the subsequent data [32]. Park et al. (2017) extracted the text data
from patent documents and analyzed the matrix data using fuzzy learning algorithms [20].
Kim et al. (2017) selected the keywords from patent data and used the penalized regression
models for a patent keyword analysis [33]. Park and Jun (2020) analyzed patent keyword
data using a technological cognitive diagnosis model [21]. They showed a hybrid model
with statistics and cognitive science for text data analysis. Therefore, we need new and
advanced models combined by interdisciplinary approaches for an efficient and effective
text data analysis. As the size of the data increases, we encounter various difficulties in
text data analysis. Data sparsity is one of these problems. The sparseness occurs in the
preprocessing of text documents to make the structured data. That is, many elements of
the document-word matrix have a value of zero. To solve this problem, Jun et al. (2014)
provided a document-clustering method using dimension reduction and support vector
clustering [7]. They tried to solve the sparsity problem in the given data by reducing the
dimension of the given matrix data. Kim and Jun (2015) used the zero-inflated Poisson
and negative binomial models for overcoming the sparseness in patent document data [32].
The proposed method tries to solve the sparsity problem by modeling the zero and non-
zero parts of the given data, respectively. However, as the ratio of zeros included in the
data increases, the existing methods for solving the sparsity problem show limitations.
Therefore, we study one new method to solve the sparsity with zero-inflated problem in
text data analysis.

There are various methods for zero-inflated data analysis [8–14]. Among them, the
zero-inflated Poisson (ZIP) regression is a popular model for analyzing zero-inflated
data [8,11,12]. The ZIP model is defined as (1) [9,11,34]:

P(X = x) =

{
π+ (1− π)e−m, x = 0
(1− π) e−mmx

x! , x ≥ 1
(1)

ZIP separates the probability into two parts: zeros and non-zeros. In (1), the parameters
are π and m. π is the proportion of zeros and m is the parameter of Poisson distribution.
That is, π is the probability of x = 0 of binomial distribution and (1 − π) is the probability
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of x 6= 0 of Poisson distribution. ZIP is a regression model with two parameters: π and m.
The mean of X is defined as (2) [9,34]:

E(X) = (1− π)m (2)

That is, the expectation of X is calculated by multiplying the parameter m by (1− π).
Additionally, the variance of X is represented by (3) [9,34]:

Var(X) = (1− π)
(

m + πm2
)

(3)

In (2) and (3), the probability π can be a constant or, depending on x and accord-
ing to the binary outcome, zero may or may not occur. Using this, we can obtain the
maximum likelihood estimations of m and π [9,34]. In addition, various models such as
zero-inflated negative binomial (ZINB) are used for the analysis of zero excess data in
diverse fields [11,12].

3. Proposed Method
3.1. Preprocessing of Text Data

In this paper, we propose a method for sparse text data analysis using compound
Poisson linear modeling. The sparsity problem inevitably occurs in the preprocessed text
data [7,8,10]. The preprocessing is performed by various text mining techniques [5,6]. We
use R data language and its text mining packages for our text mining [6,35]. Table 1 shows
the transformation functions used in our preprocessing of text documents [6].

Table 1. Transformation functions of tm package for text mining.

Transformation of tm Package Function

tm_map(x,tolower)
tm_map(x,removeNumbers)

tm_map(x,removePunctuation)
tm_map(x,removeWords,stopwords(“english”))

tm_map(x,stripWhitespace)
tm_map(x,removeWords, c(word list))

Convert uppercases to lowercases
Remove numbers

Remove punctuations
Remove stop-words

Remove unnecessary spaces
Remove user defined words (word list)

In Table 1, x is a corpus object that is a text document collection. For text data
analysis based on statistics and machine learning algorithms, the text documents have
to be transformed to a structured form, such as document-word matrix [5,6]. The matrix
consists of documents and words for its rows and columns, respectively, and each element
of the matrix represents the frequency of word occurred in a document. Figure 1 shows the
matrix structure.
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In text data analysis, we first search the documents representing the target domain
from various data sources. The document-word matrix is composed of n documents and p
words, and the element fij is the frequency of jth word in ith document.

3.2. Proposed Model

Most elements of the document-word matrix have zero values because the number
of words is much larger than the number of documents. That is, a word that appears
even once in the whole document becomes one column in this matrix. In addition, the
matrix has a frequency value only in the corresponding row and has a value of 0 in all
other rows. Hence, the matrix data is a very sparse structure. This reduces the performance
of predictive models. In previous studies, various models were proposed to solve the
zero-inflated problem [9,11,12]. One of them is the zero-inflated count model such as zero-
inflated Poisson (ZIP) and zero-inflated negative binomial (ZINB) models [9]. However,
when the ratio of zeros included in the matrix becomes extremely high, the ZIP and ZINB
models show the limitations to solve the sparsity problem. So, we propose a method
to overcome the sparsity of text data using the compound Poisson linear model. In the
proposed method, the matrix element is represented by (4):

Y = 0 or Y ∈ [1, ∞) (4)

where Y is an element value in the matrix. If the word does not occur in document, the
value of Y is 0. Theoretically, the range of possible frequency values (matrix elements)
is from 1 to infinity. Since the variable Y takes so many numbers from 0 to infinity, we
consider Y as a continuous variable in our study.

In this paper, we use the keywords as the dependent and independent variables of
statistical models. Additionally, we select a response variable from the keywords. The
response variable is the target representing the domain of text documents. All variables
other than the response can be predictors. We apply the compound distributions to analyze
the sparse data with zero-inflated problem [14,17,36–41]. In the compound distribution, a
random variable Y is defined as (5) [17]:

Y =
S

∑
i=1

Ti (5)

where S is frequency value of occurred keyword distributed to the discrete probability
distribution in (6) [14,17,42]:

S ∼ Poisson(m), (m > 0) (6)

That is, S follows Poisson distribution with parameter m. In addition, Ti is the magni-
tude of ith keyword and distributed to gamma distribution as (7) [14,17,42]:

Ti ∼ Gamma(α, β), (α > 0, β > 0) (7)

In (7), α and β are shape and scale parameters of gamma distribution. Additionally, the
random variable Ti has the property of independent and identically distributed (iid). In (6)
and (7), S and Ti are independent of each other. Using (5), (6) and (7), we perform a sparse
text data analysis using compound Poisson generalized linear mixed model (GLMM). If Y
follows the compound Poisson distribution belonging to the exponential dispersion model
(EDM), then it is distributed to the probability density function in (8) [14]:

f(Y = y|µ, σ) = dp(y, φ) exp
(

yθ − c(θ)
φ

)
, φ > 0 (8)
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where φ and θ are dispersion and canonical parameters, dp(y, φ) is a probability density
function of EDM. Additionally, c(θ) is a cumulant function similar to (9) [14]:

c(θ) =

{
(((1− p)θ + 1)

2−p
1−p − 1)/(2− p) , p 6= 2

− log(1− θ) , p = 2
(9)

In (8) and (9), the compound Poisson distribution has p greater than 1 and less than 2.
The GLMM is an extended version of GLM and includes an additional term and random
effect as (10) [17,39,41,43]:

Y = Xβ + Zb + e, E(b) = E(e) = 0 (10)

where X and Z are design matrices. Additionally, β and b are fixed and random effect
parameters, respectively. The difference between a fixed effect and a random effect is
whether there is an assumption about the distribution of parameters or not. When making
an estimate, the fixed effect explicitly estimates the parameter, and in the case of the
random effect, the distribution of the parameter is obtained. The e is the error term, and
the expectations of the random effect parameter and error term are all zeros. Based on the
GLMM, we separate the frequency Y into two parts: zeros and non-zeros as (11) [17]:

Yi =

{
0 , wi

Compound Poisson distribution(µi, φ, p) , 1− wi
(11)

where, wi is the probability of weight when the frequency of the keyword is zero. Using (10)
and (11), we analyze the sparse text data by compound Poisson GLMM. This is a generalized
linear model mixture of degenerate and continuous distribution. In our research, we need
a compound model to explain two parts of Y in (1). Therefore, we propose an approach for
sparse text analysis using compound Poisson GLMM.

3.3. Model Evaluation and Procedure of Proposed Method

To evaluate the performance between comparative models, we use an AIC (Akaike
information criterion) measure. AIC is a popular metric to evaluate performances between
statistical models. The formula of AIC is defined as follows [43–45]:

AIC = −2 log
(

p
(
y
∣∣θ̂MLE

))
+ 2k (12)

In (12), k is the number of model parameters, θ̂MLE is the maximum likelihood estima-
tor (MLE) of parameter θ, and y represents observed data. We have to select the model that
minimizes AIC value. In Figure 2, we show the proposed method with four steps.

In Step 1, we preprocess the text documents using text-mining techniques and con-
struct document-word matrix for text data analysis. The matrix has a very sparse data
structure with excess zeros. Therefore, we separate the zero-inflated data into two parts of
zero and non-zero in Step 2. We also use compound Poisson distribution to analyze the
separated data. In the next step, we apply GLMM to compound Poisson distribution and
build compound Poisson GLMM for sparse text data analysis. We overcome the sparsity
problem of the preprocessed text data using compound Poisson GLMM in Step 4. Lastly,
we carry out the sparse text data analysis and provide a better performance compared to
generalized linear models. Thus, we compare AIC results of compound Poisson GLMM
with linear regression in the next section.
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4. Experimental Results
4.1. Simulation Data Analysis

First, we analyze a simulation data to illustrate the improved performance of our
proposed method. We generated the random numbers from the generalized Poisson distri-
bution with (0.7, 0.3, 0.4) and (0.352, 0.265, 0.342) for rate and dispersion parameters. The
number of variables and the sample size are 3 and 10,000, respectively. So, we constructed
the intermediate correlation matrix as follows.: 1 0.4977 0.3671

0.4977 1 0.5049
0.3671 0.5049 1


We used the first variable as response variable y and others as explanatory variables

x1 and x2. In this paper, we used the R data language and its packages for the simulation
data generation [46,47]. Table 2 shows summary statistics of all variables.

Table 2. Summary statistics of simulation data.

Variable Min Q1 Median Q3 Max Mean Percentage of Zero (%)

Y
X1
X2

0.0000
0.0000
0.0000

0.0000
0.0000
0.0000

1.0000
0.0000
0.0000

1.0000
1.0000
1.0000

7
4
5

0.7365
0.3028
0.4224

49.44
74.08
66.27

From the results in Table 2, we found that the simulation data is zero-inflated, for
example, the zero percentage of x1 is 74.08%. Using the variables, we constructed an
analytical model as (13):

y = f(x1, x2) + ε (13)

In the comparative models, we used y and (x1, x2) as response and explanatory
variables. Table 3 illustrates the analysis results of comparative models using the simulation
data of Table 2.
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Table 3. Analysis results of comparative models using simulation data.

Explanatory Variable LM GLM ZIP CP

X1
X2

0.5195 (0.0001)
0.2104 (0.0001)

0.4975 (0.0001)
0.2269 (0.0001)

0.4453 (0.0001)
0.1712 (0.0001)

0.4981 (0.0001)
0.2274 (0.0001)

AIC 24,586.03 21,601.06 21,539.37 9087.50

In Table 3, we compared the compound Poisson model (CP) with comparative models
which are linear regression model (LM), generalized linear model with Poisson distribution
(GLM) and zero-inflated Poisson model (ZIP). We represented the estimated coefficients
and p-values of x1 and x2 according to the comparative models. Additionally, we showed
the AIC value of each model to evaluate model performance between compared models.
We found that the AIC value of CP is the smallest among the comparison models. Therefore,
we verified the better performance of CP for zero-inflated data analysis. Next, we used
patent documents as real data to show the validity of our proposed method.

4.2. Patent Data Analysis

To show the performance of our proposed method, we used the patent document
data related to drone technology. We searched the patent documents from the world
patent database, the United States Patent and Trademark Office (USPTO) and the Korea
Intellectual Property Rights Information Service (KIPRIS) [48,49]. The number of searched
patents is 60,311 and we selected title and abstract from the patent documents. Using the
preprocessing by text-mining techniques of Table 1, we built the document-word matrix as
in Figure 3.
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This figure shows a part of the entire preprocessed data. The row and column represent
patent document and keyword, respectively. Each element of this matrix is the frequency
value of keyword in a patent document. In Figure 3, we found that most elements are zero
values. Hence, we knew that this matrix has a very sparse structure. In the next sub-section,
we illustrate how the proposed method overcomes the sparsity and analyzes the matrix
data. From the matrix, we selected the top 20 words with high frequencies for the keywords
related to drone technology. The keywords were used as the variables in the proposed
model. To check the sparsity of the document-keyword matrix, we show the summary
statistics and percentage of zero values of the keywords in Table 4.
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Table 4. Summary statistics of patent data.

Keyword Min Q1 Median Q3 Max Mean Percentage of Zero Values

drone
control
device
flight

aircraft
wing

power
data

rotate
motor
drive

camera
signal
detect
battery
sensor
shaft

propel
automat
charge
remote

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

28
33
24
27
26
34
26
22
24
19
22
27
21
25
26
16
20
24
17
28
21

0.1750
1.4280
0.9813
0.7134
0.6868
0.4832
0.4548
0.4104
0.3800
0.3727
0.2996
0.2807
0.2724
0.2619
0.2320
0.2266
0.2160
0.2072
0.1669
0.1625
0.1512

0.9518
0.5806
0.6546
0.7259
0.7748
0.8810
0.8254
0.8610
0.8432
0.8650
0.8742
0.8928
0.8973
0.8913
0.9284
0.9069
0.9158
0.9229
0.9049
0.9606
0.9274

In Table 4, we represent minimum (Min), first quartile (Q1), median, third quartile
(Q3), maximum (Max) and mean of frequency values. In addition, we show the percentage
of zero values according to the keywords. In all the keywords, the values of Min, Q1,
median and Q3 are all zeroes. In the case of the keyword control, although it has the largest
average value, its mean value is only 1.4280. Additionally, the percentages of zero values
of all keywords are very large. For example, the keyword drive contains 87.42% zeroes.
Thus, we found that the data used in this experiment are very sparse. In general, the
problem of sparsity reduces the performance of predictive models such as linear regression
model [7,8]. Therefore, we performed zero-inflated patent data analysis using compound
Poisson linear modeling. Table 5 illustrates the comparison results of performances between
comparative models.

Table 5. Analysis results of comparative models using patent data.

Explanatory Variable LM GLM ZIP CP

control −0.0047 (0.0106) −0.0242 (0.0001) 0.0495 (0.0001) −0.0259 (0.0509)
device −0.0076 (0.0005) −0.0503 (0.0001) −0.0355 (0.0001) −0.0565 (0.0007)
flight −0.0023 (0.3590) −0.0118 (0.0590) 0.0417 (0.0001) −0.0181 (0.3271)

aircraft −0.0262 (0.0001) −0.4066 (0.0001) −0.0776 (0.0001) −0.2913 (0.0001)
wing −0.0096 (0.0001) −1.1221 (0.0001) −0.0178 (0.1172) −0.0991 (0.0001)

power −0.0122 (0.0001) −0.1155 (0.0001) 0.0107 (0.3166) −0.0887 (0.0011)
data 0.0153 (0.0001) −0.0528 (0.0001) 0.0011 (0.8683) 0.0592 (0.0007)

rotate −0.0133 (0.0003) −0.1484 (0.0001) 0.0160 (0.3388) −0.1455 (0.0002)
motor −0.0166 (0.0001) −0.1615 (0.0001) −0.0513 (0.0044) −0.1289 (0.0002)
drive −0.0128 (0.0013) −0.1493 (0.0001) −0.0515 (0.0017) −0.0751 (0.0463)

camera −0.0054 (0.1530) −0.0326 (0.0007) −0.0031 (0.7927) −0.0277 (0.3116)
signal 0.0154 (0.0001) 0.0632 (0.0001) 0.0047 (0.5774) 0.0816 (0.0002)
detect −0.0047 (0.2488) −0.0313 (0.0015) −0.0184 (0.1340) −0.0168 (0.5493)
battery −0.0139 (0.0001) −0.1312 (0.0001) −0.0220 (0.1689) −0.1398 (0.0001)
sensor 0.0121 (0.0085) 0.0540 (0.0001) 0.0543 (0.0001) 0.0654 (0.0165)
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Table 5. Cont.

Explanatory Variable LM GLM ZIP CP

shaft −0.0160 (0.0008) −0.3207 (0.0001) 0.0184 (0.5301) −0.3351 (0.0001)
propel −0.0013 (0.7699) 0.0109 (0.3811) 0.0053 (0.7493) 0.0085 (0.8046)

automat −0.0164 (0.0109) −0.1042 (0.0001) 0.0093 (0.6419) −0.1148 (0.0289)
charge 0.0048 (0.2000) 0.0281 (0.0005) 0.0354 (0.0001) 0.0299 (0.2274)
remote 0.0071 (0.2329) 0.0325 (0.0120) −0.0163 (0.3042) 0.0419 (0.2808)

AIC 172,438.10 74,791.42 36,524.01 35,501.73

In Table 5, the linear regression model is defined as (9):

drone = β0 + β1control + · · ·+ β20remot + ε (14)

where (β0, β1, . . . , β20) are regression coefficients and ε is the error term distributed to
Gaussian with zero mean and equal variance. We compared the analysis results between
CP and the other models according to model coefficient, its p-value and AIC. In Table 5, we
knew that the AIC value of CP is smaller than the comparative models, LM, GLM and ZIP.
This means that the model explanatory power of CP is greater than the other models. From
the results in Tables 4 and 5, we could confirm the improved performance of the CP model
in sparse text data analysis.

5. Discussion

In this paper, we used the compound Poisson distribution to build the model for
zero-inflated patent data analysis. We separated the zero-inflated data to the parts of zero
and non-zero. This is similar to the traditional zero-inflated models such as ZIP or ZINB.
However, the CP is different from the existing zero-inflated models in two respects. First,
the proposed method applied the degenerated distribution to the zero values. Second, the
continuous distribution was used for non-zero values in our method. Since each element
value of our patent document-keyword matrix is an integer ranging from 0 to infinity, we
consider apply a continuous probability distribution to this frequency. This is because the
range of keyword frequency values is infinite.

The goal of this paper is to construct a model for solving the zero-inflated problem in
patent data analysis. We also tried to solve the problem with the different approach from
existing zero-inflated data analysis methods such as ZIP and ZINB. That is, the probability
distributions are applied to both the zero and non-zero parts. Our research contributes
to the text data analysis in diverse fields, such as text documents, web contents or social
network service (SNS) posts, as well as patent document data. For example, our research
can be extended and applied to the analysis of data generated by the IoT. Numerous sensing
data generated in the IoT environment also have the zero-inflated problem. This is because
most of the data observed through the sensor system are the values without change; that is,
zero values. Therefore, we expect that the CP model proposed in this paper will provide an
efficient and improved performance compared to other existing models with regard to the
zero-inflated problem within obtained data, while many other researchers conduct various
studies in their respective fields.

6. Conclusions

A large part of big data consists of text documents. Thus, many studies related to text
data analysis have been conducted and introduced. Patent document is one of the most
popular text data. In this paper, we focused on the patent data analysis. For patent data
analysis based on statistics and machine-learning algorithms, we preferentially transform
patent documents into the structured data using text-mining techniques. In general, the
preprocessed data is a matrix form consisting of patent document and keyword for row
and column, respectively. Most of the elements of this matrix are zeros, so we run into
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the sparsity with zero-inflated problem in the document-word matrix. This is an obstacle
to analyze patent text data. We have to solve this problem for an efficient patent data
analysis. To overcome the zero-inflated problem, we proposed a method of patent analysis
using compound Poisson modeling. In this paper, we separated the sparse data to zero
and non-zero parts. Additionally, we applied the proposed method to each of the two
parts. For our experiments to evaluate the model performance between our proposed
method and traditional models, we performed experiments using simulated data and real
patent documents. First, we found that the AIC value of CP is the smallest in the compared
models, so, we verified the improved performance of our method. Second, we searched
the patent documents related to drone technology from the world patent databases and
preprocessed them to construct a patent document-keyword matrix. This matrix has an
extreme sparsity problem with most of its elements having zero values. Similar to the
simulation data, we compared the AIC value of CP with LM, GLM and ZIP, and the value
of CP was smaller than others. Therefore, we confirm that the model performance of CP
is better than other comparative models. As the use of AI increases, the importance of
big data analysis for learning from data increases. The analysis of text data is absolutely
necessary in natural language processing, which is a core technology of AI. Therefore, we
will carry out the research on methods to solve various problems arising from text data
analysis as well as the zero-inflated problem. In our future work, we will study on more
advanced models based on statistics and machine-learning algorithms to solve the sparsity
problems in text data analysis. In addition, we will try to combine Bayesian inference and
generative deep learning to generate synthetic data for zero-inflated data augmentation.
The synthetic data is replaced with the original zero-inflated data and is used for text data
analysis. Furthermore, we will contain various visualization methods, such as plots, graphs
or graphical models, in our next research.
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