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Abstract: Mild cognitive impairment (MCI) conversion prediction is a vital challenge in the area of
Alzheimer’s disease (AD) as it could determine possible treatment pathways for AD patients. In this
work, we presented a robust MCI conversion prediction framework based on the 3D-Zernike Moment
(3D-ZM) method that generates statistical features (e.g., shape, texture, and symmetry information)
from 3D-MRI scans and improved dynamic particle swarm optimization (IDPSO) that finds an
informative sub-set of Zernike features for MCI conversion prediction. We quantified the efficiency of
the proposed prediction framework on a large sample of MCI patients including 105 progressive-MCI
(pMCI) and 121 stable-MCI (sMCI) at the baseline from the ADNI dataset. Using the proposed
MCI conversion prediction framework, pMCI patients were distinguished from sMCI patients with
an accuracy exceeding 75% (sensitivity, 83%, and specificity, 68%), which is well comparable with
the state-of-the-art MCI conversion prediction approaches. Experimental results indicate that the
3D-ZM method can represent informative statistical patterns from 3D-MRI scans and IDPSO has a
great capability to find meaningful statistical features for identifying MCI patients who are at risk of
conversion to the AD stage.

Keywords: Alzheimer’s disease; classification; feature extraction; improved dynamic PSO; Zernike moment

1. Introduction

Alzheimer’s disease (AD) is a dysfunctional brain disorder that gradually affects the
patient’s cognitive abilities. It is the most common type of dementia and typically manifests
as memory impairment. Memory disorder typically develops slowly and progressively
over time. At first, memory impairment is limited to recent events, but long-term memories
are gradually damaged over time. Many people around the world are affected by AD [1].
By 2050, it is projected that 12.7 million Americans will have AD, an increase from the
current estimate prevalency of 6.5 million [2]. Generally, AD is classified into two main
phases: mild cognitive impairment (MCI) and dementia due to AD. The preclinical phase
starts years before the disease is identified [3]. MCI is the stage that occurs between
cognitively health and dementia due to AD [4]. Patients with MCI experience more
cognitive deterioration than would be expected with normal aging, yet there are no obvious
disruptions to their daily activities [5]. Dementia due to AD is the final phase which is
associated with striking behavioral and cognitive abnormalities. [6]. It is documented that
10–15% of MCI subjects are at risk of developing dementia due to AD, which is known
as progressive-MCI (pMCI), while the rest remain stable (stable-MCI or sMCI) or return
to a cognitively healthy condition [7,8]. Clinically, MCI conversion prediction is crucial
as it would help doctors to identify MCI patients who are at risk of developing dementia
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due to AD. Identifying pMCI patients at this stage can lead to early interventions and
better management of the condition, including regular monitoring of cognitive function
and appropriate support for patients. The accurate prediction of MCI conversion is also
important for clinical trials and research studies aimed at developing new treatments for
AD as it helps ensure that clinical trials are conducted on the right patient population,
increasing the likelihood of success. For example, the U.S. Food and Drug Administration
(FDA) recently confirmed Aducanumab (Aduhelm) as a treatment for AD. This medicine,
which diminishes amyloid plaques in the brain, can be used to treat AD patients in the MCI
or mild dementia stages. However, Aduhelm may not be appropriate for all MCI patients
and it is recommended only for MCI patients who are at risk of developing dementia
due to AD (i.e., pMCI patients). Thus, many researchers have concentrated on developing
innovative and robust algorithms for identifying MCI patients who are at risk of developing
dementia [9–11].

In the last two decades, neuroimaging techniques such as structural magnetic res-
onance imaging (sMRI), functional magnetic resonance imaging (fMRI), and positron
emission tomography (PET) have been extensively used for AD analysis [12]. Among
these imaging techniques, sMRI was widely employed to diagnose AD as this modality
is able to provide a high-resolution image of the brain that contains vital information and
details about brain tissues. In addition, unlike PET or single photon emission computed
tomography (SPECT), sMRI does not require a radioactive pharmaceutical injection. In
this study, we concentrated on sMRI data at the baseline for MCI conversion prediction. In
addition to neuroimaging data, machine learning (ML) models have been used for early
AD or monitoring AD progression [13]. An MCI conversion prediction framework using
ML methods typically consists of the following steps: preprocessing, feature extraction,
feature selection, and classification. Preprocessing techniques are mainly used to enhance
brain images through noise removal and the elimination of unrelated parts.

The aim of the feature extraction stage is to extract informative features from pre-
processed brain scans for AD detection. Different features extracted from sMRI data have
been widely evaluated for MCI conversion prediction: gray matter (GM) signal intensi-
ties [14], histogram-based features generated from individual connectivity networks [15],
region of interest (ROI) [16], and sMRI measurement of the hippocampus [17]. The main
objective of feature selection is to find an informative subset of features with the aim of
improving prediction accuracy and avoiding the course of dimensionality. Many studies
were conducted using different feature selection methods for MCI conversion prediction.
Filter, wrapper, and embedded methods are the main three types of feature selection meth-
ods [18]. Filter-based methods analyze the feature worth based on typical characteristics of
data without using a learning algorithm. Wrapper methods use the output of a classifier
to evaluate the importance of features. Applying the wrapper methods leads to better
accuracy yet a higher computational cost and time requirement [18]. Embedded methods
have the advantages of both methods [19]. Embedded methods such as sparse learning-
based methods use learning algorithms in the selection process [18]. The least absolute
shrinkage and selection operator (LASSO) was used in [20]. A multi-modal feature selection
algorithm using feature correlation and feature structure fusion was applied in [21]. Three
feature selection methods, a random subset feature selection algorithm, minimal redun-
dancy maximal relevance, and a sparse linear regression feature selection algorithm were
applied in [22]. The last stage of an MCI conversion prediction framework is classification
and evaluation. Many algorithms are used for MCI conversion prediction, such as support
vector machine (SVM), k-nearest neighbor [23], decision trees [24], and random forest [25].
Among all classification methods, the SVM classifier [26] is widely used for AD detection
due to its high accuracy compared to other classifiers.

In this study, we proposed a new MCI conversion prediction framework based on
the 3D-Zernike Moment (3D-ZM) model and an improved dynamic particle swarm opti-
mization (IDPSO) algorithm. The 3D-ZM model generates statistical features (e.g., shape,
texture, and symmetry information) from 3D-sMRI scans. These statistical features can be
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considered a lower-dimensional feature space which are representing sMRI images. IDPSO
is a meta-heuristic algorithm that can be used as a robust feature selection technique to find
the optimal feature subset. We assessed the proposed MCI conversion prediction frame-
work on a large set of sMRI data at the baseline from the ADNI dataset by means of SVM
as the classifier. We will show that the proposed MCI conversion prediction framework has
a strong capability to identify MCI patients who are at risk of conversion to the AD stage
using only baseline MRI data.

2. Material and Methods
2.1. Samples and Image Preprocessing

The multimodal brain images used in this study came from the ADNI’s (Alzheimer’s
Disease Neuroimaging Initiative) open database. Thousands of individuals were enlisted
for the ADNI study from around North America to collect clinical data and brain scans.
In this study, we used the baseline sMRI scans from pMCI and sMCI patients to train and
evaluate our model. Table 1 displays demographic and clinical data from the ADNI used
in this study. The official website should be considered for more information regarding the
data acquisition protocol (https://adni.loni.usc.edu/about/, accessed on 15 October 2022).
In this paper, sMCI refers to individuals diagnosed with MCI who did not develop AD
within a period of 36 months and pMCI refers to individuals diagnosed with MCI who did
develop AD within a period of 36 months. All brain sMRI scans were preprocessed based
on the Voxel-based morphometry (VBM) technique using the CAT12 and the Statistical Para-
metric Mapping toolbox version 12 (http://www.fil.ion.ucl.ac.uk/spm/software/spm12/,
accessed on 15 October 2022) with default settings. In general, MRI pre-processing is com-
prised of correcting the bias-field distortions; removal of non-brain tissue; segmentation
of brain tissue into the components of GM, white matter, and cerebrospinal fluid; and
DARTEL-normalization to MNI-space. In this paper, only GM of a brain MRI was used.
The technical details of VBM-based sMRI pre-processing were described previously [27].

Table 1. Characteristics of the subjects used in this study.

Category Gender
(F/M) Age CDR MMSE

pMCI 39/66 74.95 ± 6.6 0.5 ± 0.0 26.6 ± 1.7

sMCI 41/80 74.45 ± 7.58 0.5 ± 0.0 27.3 ± 1.87
Note: all data are presented in mean ± standard deviation mode. CDR: Clinical Dementia Rating; MMSE:
Mini-Mental State Examination; F: Female; M: Male.

2.2. Methodology of the Proposed Prediction Model

In this section, we present the methodology of the proposed MCI conversion prediction
framework, based on 3D-ZM, followed by an IDPSO algorithm. Figure 1 depicts the
pipeline of the proposed prediction framework.

2.2.1. Feature Extraction Based on 3D-ZM

Moments are scalar properties with real or complex values that are used to describe
a certain function. Moments are projections of function f onto a polynomial basis from a
mathematical perspective. Moments are used in statistics to estimate population parameters.
Moments are specific quantitative measures of the shape of a set of points. They can
also be used to extract features from images by gathering relevant information. In this
regard, moments as shape descriptors present powerful techniques for extracting shape-
based features in AD. The ZM [28] method, one of many moment methods defined in the
literature [29], is used in a variety of applications ranging from image enhancement to image
classification [30–32] due to its scale, translation, and rotational invariance. Furthermore,
the orthogonal basis of the function’s properties results in minimal information redundancy.

https://adni.loni.usc.edu/about/
http://www.fil.ion.ucl.ac.uk/spm/software/spm12/
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Mp,q,r =
∫ ∫ ∫

Pp(x)Pq(y)Pr(z) f (x, y, z)dxdydz (1)

where p, q, and r are integer coefficients indicating the various members of the basis set, and
n is the order defined as n = p + q + r. Pp, Pq, and Pr are polynomial basis functions (PBF).
With different PBF functions, various types of moments could be derived. The simplest 3D
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PBF are geometric moments with the form of xp yq rz. However, deploying these moments
cause a poor recognition rate since their PBFs are not orthogonal. To overcome this problem,
the orthogonality condition for the basis function must be satisfied in which:

3
4π

1∫
0

2π∫
0

π∫
0

Zm
nl(r, θ, φ)Zm

n′ l′(r, θ, φ)r2 sin θdρdθdφ = δnn′δll′δmm′ (2)

In 3D, the area of orthogonality can be defined cylindrically as:

Mp,q,r =

2π∫
0

1∫
0

1∫
−1

Gr(Z)Rp,q(ρ)e−iqφ f (x, y, z)ρdzdρdφ (3)

where p, r = 0, 1, 2, . . . and q = −p, . . . , p. Rp,q(ρ)e−iqφ is the kernel function on the disk
and Gr(Z) refers to 1D orthogonal polynomials. The 3D Zernike polynomial spherical
coordinate is defined as:

Mm
nl(r, θ, φ) = Rnl(r)Ym

l (θ, φ) (4)

where Ym
l is the spherical harmonics of degree l and order m and r, θ, φ are the spheri-

cal coordinates.
x = r sin θ cos φ
y = r sin θ sin φ

z = r cos θ
(5)

The 3D ZM is:

Am
nl =

2π∫
0

π∫
0

1∫
0

Mm
nl(r, θ, φ)) ∗ f (r, θ, φ)rdrdθdφ (6)

2.2.2. Feature Selection Based on IDPSO

We utilized an advanced dynamic algorithm called IDPSO to identify the optimal
subset of features. Our goal was to reduce the number of features while retaining the
most effective, relevant, and non-redundant ones. To achieve this, we considered both the
number of features and the classification accuracy as crucial factors in our approach. We
designed a fitness function based on a multi-objective optimization equation that guided
our IDPSO algorithm towards the best feature subset for our purposes. The conventional
PSO algorithm employs a population of particles, with each particle representing a possible
solution to the problem at hand. As with other meta-heuristic algorithms, PSO operates
iteratively. The initial population of particles is generated randomly, and subsequent
iterations involve calculations based on the particles’ movements toward their individual
and global best solutions. The fitness function of the problem is used to evaluate the
particles. PSO’s performance is modeled on the behavior of birds seeking food sources,
meaning that particles strive to locate the best possible solution (i.e., the optimized value of
the fitness function). In traditional PSO, each particle moves toward its best memory and
the best particle of the population (Equations (7) and (8)). After meeting the stop criteria,
the particles are assumed to find the best solution.

V(t+1)
ij = wv(t)ij + c1r1ij(t)× (yij(t)− xij(t)) + c2r2ij(t)× (ŷj(t)− xij(t)) (7)

x(t+1)
ij = x(t)ij + v(t+1)

ij (8)

where, v(t)ij is the velocity in dimension j at time t. xij(t) is the position at time t. w, c1, and
c2 are inertia weight and controlling parameters termed cognitive and social coefficients,
respectively. r1ij and r2ij are random numbers ~U (0,1). yi(t) and yij(t) represent the best
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position of the individual and neighborhood and finally, x(t+1)
ij is the new position at time t

+ 1. The movement of particles is shown in Figure 2.
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Regarding the convergence of the PSO algorithm, the mathematical relationship be-
tween control parameters given in Equation (9) [33] should be met:

c1 + c2 <
24(1− w2)

7− 5w
(9)

Considering the significant advantages of PSO such as the simplicity in applying
and controlling the parameters and fast convergence, many researchers have applied
PSO in different steps of image processing. In [34,35], the PSO is applied for the feature
selection step. PSO is utilized with convolutional neural networks (CNNs) for classification
tasks in [36–38]. In addition, many other studies have focused on improving the PSO
performance to overcome its shortcomings such as falling into local optimums [39–44]. Due
to the large number of potential solutions in this problem, the PSO algorithm is susceptible
to getting trapped in local optima, which is one of its main limitations. In this paper, we
proposed several updates to the standard PSO algorithm to enhance its performance by
preventing it from getting trapped in local optima and enabling it to explore a larger portion
of the problem space. We introduced dynamic control parameters (c1, c2 and c3) to guide
the movement of PSO towards better solutions based on the leader and best experience of
the swarm. The c3 parameter was used to move particles away from the worst particles in
the opposite direction, allowing the algorithm to escape from local optima. Additionally, a
mutation operation was added to the algorithm, wherein each particle’s randomly selected
value was updated if it was less than the probability of mutation (PM). We also updated
the movement of particles to follow not only their best experiences and leaders but also the
opposite position of the worst particles (Equation (10)). To address the problem of finding
the local solution, we incorporated dynamic control parameters in our proposed IDPSO
algorithm. Specifically, we updated the setting parameters such as PM, c1, c2 and c3 after a
certain number of iterations, as described in Equation (11).

I f rand ≤ pmove :V(t+1)
ij = wv(t)ij + c1r1 × (yij(t)− xij(t)) + c2r2 × (ŷj(t)− xij(t)) + c3r3(xij(t)− Ỹi(t)) (10)
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where Ỹi(t) denotes the position of particle the particle with the worst fitness function in
time t and pmove is a small value accounting for the probability of moving particles toward
the worst particle.{

i f iter < speci f iciter : PM, c1, c2(base) ×
(iter_max+iter)

iter _max

i f iter > speci f iciter : PM, c1, c2(base) ×
(iter_max−iter)

iter _max

(11)

where PM is the mutation parameter. PMbase is the initial value for PM. iter _max is the
maximum iteration number and iter is the variable that shows the number of algorithm
iterations. Considering Equation (11), at the first iteration the value of PM is increasing
which means that more random particles are generated to search sufficiency among all
problem search spaces. After specific iterations, the random particle movements can be
limited by decreasing the value of PM in each step.

As mentioned above, each particle represents a possible solution to the problem which
can be a set of selected features. Only features with the corresponding value of one are
selected for the classification. For instance, in the sample particle shown in Table 2, the
optimal feature subset is composed of {f 1, f 3, f 4, fn−1}. The main goal of using IDPSO is to
reduce the minimum number of features to achieve the highest accuracy simultaneously.
So, regarding the fitness function, we considered the above factors in Equation (12).

f fi = min[k1(1− acci) + k2(n f eatures − ns− f eatures)] (12)

where f fi and acci are the fitness function and accuracy calculated after the classification
step for particle i. The parameter n f eatures is the number of total features and ns− f eatures is
the number of selected features for particle i. Moreover, k1 and k2 are the parameters used
to adjust the operation of IDPSO. Figure 3 shows the pipeline of the proposed IDPSO.

Table 2. A sample particle representation of selected features.

No. Feature f 1 f 2 f 3 f 4 f5 . . . fn−1 fn

Particle value 1 0 1 1 0 . . . 1 0

2.2.3. Classifier

In this study, we employed an SVM algorithm [45], a standard classifier which has
been widely used in many neuroimaging studies [46]. The 10-fold class-validation strategy
was used during the classification stage. To this end, the entire dataset was divided into ten
equal subsets, of which one fold was used as a test set and the other nine folds as a training
set. The prediction accuracy was calculated in each iteration, and the average accuracy was
computed at the end of 10 iterations. The sensitivity (SEN), specificity (SPE), and accuracy
(ACC) were calculated as follows:

Sensitivity = TPR =
TP

TP + FN
(13)

Speci f icity = TNR =
TN

TN + FP
(14)

Accuracy =
TP + TN

TP + FP + FN + TN
(15)

where TP, FN, TN, and FP denote true positive, false negative, true negative, and false-
positive results, respectively. In addition, we reported the area under the receiver operating
characteristic curve (AUC) for each experiment.
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2.3. Alternative Methods

We compared the proposed feature extraction method (i.e., 3D-ZM) with alternative
techniques that used GM signal intensities (i.e., the voxel-based technique) for MCI con-
version prediction. To this end, we resampled the pre-processed GM images with 4 mm
isotropic spatial resolution which generated 29,852 aligned GM density values per MRI. In
addition, we compared the performance of IDPSO versus traditional PSO in the feature
selection stage.

3. Results

In the first phase, we applied the 3D-ZM algorithm to extract statistical features from
GM images, which generates 372 statistical features per subject. Next, these features were
applied to a robust feature selection based on the IDPSO algorithm. The setting param-
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eters regarding the IDPSO algorithm were as follows: population size =100, probability
of mutation = 0.04, specific iteration is set to maximum iteration divided by two (1000 in
2000 iteration), C1 = 2, C2 = 1.5, C3 = 2, K1 and K2 are set to 1 and 10. Table 3 shows the
results achieved based on different scenarios. Using GM voxel intensities, pMCI patients
were distinguished from sMCI patients with 50.88% accuracy (SEN 46.67%, SPE 54.55%,
AUC 0.51). The 3D-ZM-based feature extraction slightly improved the prediction accuracy
(ACC 53.10%, SEN 50.48%, SPE 55.37%, and AUC 0.52). As can be seen from Table 3,
feature selection based on the traditional PSO algorithm significantly improved the pre-
diction performance when compared to classification results using raw statistical features
extracted with the 3D-ZM-based feature extraction technique or raw GM voxel intensities
(ACC 68.58%, SEN 71.43%, SPE 66.12%, and AUC 0.62). However, the best classification
performance was achieved using the proposed 3D-ZM-based feature extraction technique
and the IDPSO with 75.66% accuracy (SEN 83.81%, SPE 68.60%, and AUC 0.76). Our
accuracy of 75.66% for identifying pMCI patients from sMCI patients is very comparable
with state-of-the-art approaches using baseline MRI data [13]. Figure 4 displays the receiver
operating characteristic (ROC) curves belonging to the different scenarios, whereas Figure 5
shows the confusion matrixes.
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Table 3. Experimental results of MCI conversion prediction using different scenarios.

Method Accuracy (%) Sensitivity (%) Specificity (%) AUC

Voxel-based 50.88 46.67 54.55 0.51
3DZM-based 53.10 50.48 55.37 0.523

PSO-3DZM-based 68.58 71.43 66.12 0.69
IDPSO-3DZM-based 75.66 83.81 68.60 0.76

4. Discussion

Many recent studies have investigated new pattern recognition methods for identify-
ing the MCI patients who are at risk of developing dementia due to AD. For example, the
researchers in [47] developed a new feature selection technique based on feature ranking
and a genetic algorithm (GA) to select the optimal features with maximum discriminative
power and minimum numbers of selected features for AD detection. They used the Fisher
criterion as part of the objective function in the GA to evaluate the feature subsets. The
method was tested on 458 subjects from the ADNI dataset using 10-fold cross-validation
and the achieved accuracy, sensitivity, specificity, and AUC were 75%, 76.92 %, 73.23%,
and 0.75%, respectively. The authors in [48] proposed a scoring strategy based on linear
discriminant analysis (LDA) for the multiclass diagnosis of AD using four different modali-
ties and genetic features. The LASSO algorithm and principal component analysis (PCA)
technique were used to remove irrelevant and interfering features before LDA. A binary
extreme learning machine-based tree decision classifier was built for multiclass classifi-
cation, and an accuracy of 66.7% and F1-score of 64.9% were achieved [48]. The sulcal
features (depth, length, mean and Gaussian curvature, and surface area) were computed
for 24 distinct sulci per subject from 210 subjects in the ADNI database using the Brain
VISA sulcal identification pipeline [49]. The SVM was used for classification and 10-fold
cross-validation was used to evaluate the performance. The classification accuracy was
found to be 87.9%, the sensitivity 90.0%, and the specificity 86.7% based on 10 features and
the area under the receiver operating characteristic curve was 0.89. In [14], the authors
developed a computer-aided diagnosis CAD framework for early detection and prediction
of AD and mild MCI conversion. The proposed CAD framework used a merit-based feature
selection method and whole-brain voxel-wise analysis of baseline MRI data. The impact
of different MRI spatial resolutions on AD classification and MCI conversion prediction
was also explored. The proposed CAD framework yielded high classification accuracies in
identifying AD/healthy control, sMCI/pMCI, sMCI/AD, and pMCI/HC using a support
vector machine classifier through a 10-fold cross-validation strategy at a spatial resolution
of 2 mm. Table 4 shows the detailed parameters of MCI conversion prediction performance
using various machine learning approaches and sMRI data.

Table 4. State-of-the-artpMCI to sMCI prediction techniques using sMRI data.

Reference pMCI/sMCI Validation
Method ACC (%) SEN (%) SPE (%) AUC Conversion Time

(Months)

Xiao et al. (2020) [50] 51/45 10-Fold 75.87 73.71 77.51 — —

Abrol et al. (2020) [51] 189/245 5-Fold 83.01 — —- — 0–36

Beheshti et al. (2017) [47] 71/62 10-Fold 75.00 76.92 73.23 0.75 0–36

Lin et al. (2021) [48] 110/208 5-Fold 81.2% — —- — —

Liu et al. (2013) [52] 97/93 — 69.00 66.00 72.00 — 0–36

Beheshti et al. (2019) [14] 112/102 10-Fold 74.77 73.21 76.47 0.74 0–36

Liu et al. (2018) [53] 120/160 10-Fold 72.08 75:11 71.05 0.71 0–18

Proposed Method 105/121 10-Fold 75.66 83.81 68.60 0.75 0–36
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In this study, we developed an MCI conversion prediction framework based on 3D-ZM
and IDPSO algorithms. Basically, voxel-based feature extraction methods suffer from the
curse of dimensionality. As a result, a stage of feature selection or feature reduction is
required in the development of a robust prediction system. In addition to the voxel-based
method, other feature extraction techniques have been widely used in the area of AD classi-
fication such as contourlet transform (CoT) [54], complex wavelet transforms (CWT) [55],
discrete wavelet transform (DWT) [56], Shearlet transforms (ST) [57], moment methods [58],
and histogram-based features generated from individual connectivity networks [15]. In
this study, we extracted the statistical features from GM images using the 3D-ZM algo-
rithm. The 3D-ZM algorithm is a highly effective statistical technique for capturing the
shape, texture, and symmetry information of anatomical structures in 3D-MRI scans. One
key advantage of using 3D-ZM over 2D ones is that they provide a more comprehensive
representation of an object’s 3D shape. These moments allow for the extraction of a wide
range of features from sMRI images, including measures of symmetry, such as the degree
of asymmetry between left and right brain hemispheres, and measures of shape complexity,
such as the number of protrusions or indentations in a brain structure. In addition, the
3D-ZM method can represent a low dimensional informative statistical pattern from the
3D-MRI scan. For example, our 3D-ZM method generated 372 statistical features from a 3D
GM image with size of 121 × 145 × 121 voxels. Thus, the computational cost of the classifi-
cation task can be significantly reduced by applying a 3D-ZM feature extraction which also
improves the performance of classifiers. Our experimental results showed that a feature
extraction based on the 3D-ZM algorithm can provide better features for MCI conversion
prediction than the raw voxel value (see Table 3). However, some irrelevant features may
still be included in the extracted set, thus increasing the complexity and decreasing the
accuracy of classification. The main reason for applying feature selection is to decrease the
dimensionality of the problem by eliminating ineffective features and enhancing classifier
performance. This can be challenging due to the considerable number of features and the
nonlinear relationship between accuracy and the number of features. In fact, selecting the
most effective feature is considered a nonlinear optimization problem which can be solved
by metaheuristic algorithms. These algorithms can intelligently search among all possible
solutions to the problem and find the optimum one. Furthermore, they have shown a
high ability to solve multi-objective optimization problems. Metaheuristic algorithms are
particularly suitable for solving feature selection problems because they offer easy control
over parameters. To date, only a few studies have employed metaheuristic algorithms in
AD detection. For example, Beheshti and peers proposed a robust feature-selection method
for AD classification and MCI conversion prediction on the basis of feature ranking and a
GA algorithm [47].

In the case of sMRI data analysis, the PSO algorithm has been shown to be particularly
effective at identifying features associated with the conversion from MCI to AD (Table 3).
In fact, the PSO algorithm is known as a powerful algorithm among all available meta-
heuristic methods. The key advantage of the PSO algorithm is its ability to search large
feature spaces efficiently and effectively. The PSO algorithm achieves this by maintaining
a population of candidate solutions, each of which represents a subset of features, and
iteratively updating the positions of these solutions based on their fitness (i.e., their ability
to predict the outcome variable accurately). The main advantage of the PSO algorithm
over other feature selection methods, such as GA, simulated annealing (SA), and brain
storm optimization (BSO), is its simplicity and efficiency. The PSO algorithm can converge
quickly to an optimal solution, even in high-dimensional feature spaces. Other advantages
of the PSO are easily controlled compared to other similar algorithms. In contrast, GA and
SA algorithms can be computationally expensive and may require more complex fitness
functions and encoding schemes to handle large feature sets. Moreover, genetic algorithms
are prone to premature convergence and may require extensive parameter tuning to achieve
optimal performance.
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Standard PSO algorithms use a simple update rule, which can limit their ability
to explore complex search spaces and converge to optimal solutions. Advanced PSO
algorithms, on the other hand, incorporate additional features such as adaptive inertia
weights, constriction factors, and social learning strategies to improve the efficiency and
effectiveness of the optimization process. These features allow the algorithm to balance
exploration and exploitation of the search space, adapt to changing conditions, and avoid
premature convergence to suboptimal solutions. The adaptive inertia weights adjust the
trade-off between global and local search based on the fitness of the candidate solutions,
while constriction factors reduce the step size of the particles as they approach optimal
solutions. Our experimental results showed that advanced PSO algorithms can outperform
standard PSO algorithms in terms of convergence speed and solution quality, especially
in complex optimization problems with high-dimensional search spaces (see Table 3).
Moreover, we demonstrated that advanced PSO algorithms have a strong capability to
identify the most informative features and improve the accuracy for MCI conversion
prediction. To our knowledge, this is the first study that utilized 3D-ZM features along with
the IDPSO algorithm for MCI conversion prediction, which is the most challenging and
demanding task in the area of AD detection. This study was conducted based on the ADNI
dataset, which was created using highly standardized protocols to distinguish individuals
at different AD stages. For our MCI conversion prediction framework to be adapted in
clinical settings, further validation using other datasets with different protocols is needed.

5. Conclusions

We developed a novel MCI conversion prediction framework on the basis of the 3D-
ZM and ISPSO algorithms in this paper. In the first stage, a 3D-ZM algorithm was applied
to extract the statistical features of 3D-sMRI images. At this stage, a total of 372 statistical
features were extracted. Then, we developed a novel feature selection technique based on
the IDPSO algorithm to find optimal features for MCI conversion prediction. We assessed
the reliability of our MCI conversion prediction framework on 121 sMCI and 105 pMCI
patients from the ADNI dataset. Experimental results showed that the proposed method
has a strong ability to identify pMCI patients from sMCI patients, which can be useful for
determining possible treatment trajectories.
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