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Abstract: In order to improve the obstacle avoidance and endurance capability of quadrotor UAVs
performing tasks such as forest inspection and rescue search, this paper proposes improvements to
address the problems of too many traversed nodes, too many redundant corners, too-large turning
angles and unsmooth generated paths in the traditional A* algorithm in path planning. The traditional
A* algorithm is improved by using a segmented evaluation function with dynamic heuristic and
weighting processing, a steering cost heuristic function based on heading angle deviation control,
a redundant turning points removal strategy, and a quasi-uniform cubic b-spline. Through the
test comparison of different complexity map scenarios, it is found that the improved A* algorithm
reduces the number of traversed nodes by 64.87% on average, the total turning angle by 54.53%
on average, the path search time by 49.64% on average, and the path length by 12.52% on average
compared to the traditional A* algorithm, and there is no obvious turning point in the path. The real-
world applicability of the improved A* algorithm is confirmed by comparing the effect of different
algorithms on obstacle avoidance in a map of a real plantation forest environment.

Keywords: UAV; improved A* algorithm; path planning; remove redundant turning points; path
smoothing

1. Introduction

Unmanned aerial vehicles (UAVs) have been extensively utilized in forestry appli-
cations such as forest inspection, rescue, and monitoring due to their high flexibility and
real-time inspection capabilities [1,2]. However, limited payload capacity and hardware
technology pose challenges to the endurance of UAVs [3]. With the expansion of planta-
tion forest areas, it has become crucial to enhance the autonomous flight and endurance
capabilities of UAVs to efficiently perform continuous inspection and monitoring tasks.

Due to the level of industrial development, most researchers have optimized the
path planning algorithm to achieve reasonable task path planning according to the actual
application needs of UAVs, thereby reducing energy consumption and enhancing obstacle
avoidance and safety [4]. Key performance indicators, such as the shortest path length, path
search time, number of turning points, total turning angle, and path smoothness, are used
to evaluate energy consumption [5]. Obstacle avoidance path planning techniques have
been extensively studied in two-dimensional environments [6,7] to plan safe and collision-
free paths in working environments with obstacles. These techniques have gradually been
applied to automatic manipulators [8], ground robots [9], and other related fields. The
rapidly-exploring random tree (RRT) [10] algorithm, based on uniform random sampling, is
among the global path planning algorithms that have probabilistic completeness. However,
its expansion efficiency is low, and it tends to fall into optimal local values. To address these
limitations, a number of variants have been derived, such as RRT-connect [11], Q-RRT* [12],
Informed RRT* [13], BIT* [14], etc. However, these algorithms do not consider path
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smoothness, resulting in a large number of turning points that increase energy consumption.
To address this issue, many scholars have attempted to use intelligent algorithms to solve
related problems.

Yang et al. [15] proposed an improved RRT algorithm that introduces ant colony
optimization (ACO) in the process of expanding the random tree to make the planning
path asymptotically optimal. Li et al. [16] introduced the metropolitan criterion into the
ACO node screening mechanism to solve the multi-UAV trajectory planning problem in
static environments. Zhou et al. [17] proposed a 3D spatial path planning algorithm that
imitates basic mechanisms of plant growth, including phototropism, negative geotropism,
and branching to achieve fast planning speed, few path nodes, and low-latency, real-time
planning. Zhang et al. [18,19] proposed the use of a priori maps to pre-plan alternative
paths offline and select one of them for execution by online navigation. They later proposed
a heuristic navigation method without a priori maps [20] that use an environment-based
probabilistic representation to maximize the likelihood of successful navigation to a target.
These algorithms improve the efficiency of path search and achieve asymptotic optimality
of paths to some extent, but path smoothing is not well covered.

Several researchers have applied neural network techniques to the field of path plan-
ning. Among them, Fan et al. [21] proposed an efficient and locally connected Hopfield
neural network (HNN) that dynamically tracks the numerical potential field of the HNN
using a hill-climbing method to find collision-free paths without any unexpected local at-
traction points. Gao et al. [22] proposed a novel competitive self-organizing neural network
algorithm with new adversarial-based learning to generate better neurons in the initial
stage. They followed it up with a secondary competitive layer on top of the hidden layer,
thus improving the accuracy and convergence speed of the algorithm. However, path
planning often needs to deal with complex and changing environments, and the neural
network algorithm has poor generalization ability, making it less effective in such scenarios.

Among heuristic path planning algorithms, ABC [23] algorithm, GA [24,25] algorithm,
SA [26] algorithm, Grey Wolf [27,28] algorithm, and PSO [29] algorithm are commonly used.
However, the ABC algorithm and Grey Wolf algorithm have the problem of convergence
speed being too fast or premature convergence, resulting in relatively low accuracy. The
GA algorithm, SA algorithm, and PSO algorithm have the problem of slow convergence
speed and being easily affected by parameters, which leads to their low efficiency. The
Dijkstra algorithm [30], proposed by EW Dijkstra, solves the problem of finding the shortest
distance between two points through a breadth-first search. However, with increasing
grid density, the computational volume rapidly expands, making it difficult to meet real-
time performance requirements. Local path planning algorithms, such as the artificial
potential field (APF) algorithm, have been utilized in numerous scenarios, including mobile
robots [31,32] and autonomous vehicles [33]. However, the traditional APF algorithm is
susceptible to falling into local minima, which may prevent it from reaching the target point,
and local oscillations. To address these issues, Liu and colleagues [34] replaced the repulsive
potential field function in the APF algorithm with a Gaussian function. Nevertheless, the
path planning of Unmanned Aerial Vehicles (UAVs) may still become trapped in local
minima when the obstacle is situated on the connecting line between the current position
and the target position. Moreover, the D*Lite [35] algorithm, which is suitable for dynamic
unknown environments and allows variable starting points but fixed target points, can
result in non-smooth paths that are prone to colliding with obstacles, and the search process
may also fail to converge, leading to the algorithm becoming stuck in a dead loop.

The A* algorithm based on grid map search, originally proposed by Hart et al. [36],
combines the strengths of mathematical and heuristic searches, using a heuristic function to
guide the search direction, thus reducing search volume and improving efficiency. Several
researchers have contributed to the improvement of the A* algorithm in various ways. For
example, Ju et al. [37] developed novel distance formulas for the A* algorithm to obtain
the shortest path under certain conditions, while Cao et al. [38] assigned a fixed weight
to the heuristic function to reduce the number of node searches and shorten the search
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time. Gochev proposed the anytime-tree-restoring-weighted A* (ATRA*) algorithm [39],
which uses a heuristic approach to focus on the search scope and reuses previous search
information to further reduce the search time. Huang et al. [40] improved the A* algorithm’s
heuristic function by dynamically adjusting weights and optimizing the search and turning
points to reduce data processing time and grid search. However, the four-directional search
range reduces the possibility of obtaining the shortest path, and the path generated may
not be smooth due to the large turning angles.

To address these limitations, Xin et al. [41] extended the search neighborhood of the
A* algorithm to an infinite number of neighbors, resulting in shorter path lengths with
a smaller number of turning points, but at the expense of significantly increased search
time. Chen et al. [42] improved the algorithm with directed search to reduce the number of
traversed nodes by eliminating the path of symmetric search. Kong et al. [43] introduced
the bidirectional search mechanism, improved the traditional calculation method of the
evaluation function, and selected the appropriate weight coefficient for the evaluation
function to reduce redundant nodes in the search process and improve computational
efficiency. Lin et al. [44] optimized the path by analyzing the influence of the parent node
of the current node on the heuristic function and using optimal weights to propose an
improved A* algorithm to improve computational efficiency, albeit at the expense of the
optimal path. Islam et al. [45] proposed a dynamic multi-heuristic A* (DMHA*) algorithm
to solve the problem of wasting a lot of search time around local minima, while Fu et al. [46]
proposed an improved A* algorithm that judges the presence of obstacles between the
current path point and the target point to shorten the path. However, the computational
cost of Fu’s method is high, and it cannot smooth the turning path. Zhou et al. [47] adopted
a hybrid-state A* kinodynamic path searching method to find a safe and minimum-time
initial trajectory in the discretized control space and to improve the smoothness and
clearance of the trajectory by a B-spline optimization. Wu et al. [48] introduced a rewiring
process to remove redundant points in the path, which in turn re-corrected the path and
optimized the path length, but there were still invalid turning points. Muñoz et al. [49]
assigned weights to each pair of vertices in the path generated by the A* algorithm to
develop a pruning strategy, which removed invalid waypoints from the path and achieved
path smoothing, creating a better navigation experience for the user. Liu et al. [50] designed
a dynamic fusion pathfinding algorithm (DFPA) based on Delaunay triangulation and
improved A* algorithm to implement path planning for mobile robots.

In summary, the A* algorithm, which incorporates heuristic intelligent search, exhibits
good path optimality and search efficiency and is more suitable for static map scenarios.
However, due to the special characteristics of plantation forests (such as the unstructured
and complex inter-forest environment and the high density of tree trunks and branches
obstruction), the path planned by A* algorithms may increase the UAV’s flight energy
consumption and affect flight safety. In addition, current improvements to the A* algorithm
often sacrifice the performance of other indicators to achieve the desired indicator perfor-
mance in specific scenarios. To address these challenges, this paper proposes an improved
algorithm that enhances the autonomous flying capability of UAVs in forest environments
and reduces flight energy consumption by developing cost evaluation functions, heuristic
functions, turning point removal strategies, and smooth optimization.

In addition, the innovation and main contributions of this paper are as follows:

1. This paper proposes a segmented cost evaluation function with parameterized weight
factors (a and b) assigned to actual cost and heuristic cost in each stage, where the
weight factor of the heuristic cost function is adaptively and dynamically adjusted.
The optimal parameter combinations under different environmental conditions are
obtained to enhance the global search capability for the fast and accurate acquisition
of optimal paths.

2. The algorithm incorporates turn cost with UAV heading angle constraints into the
heuristic function to enhance heuristic search, reducing unnecessary turning points
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and sharp turns, making the planning path smoother, and guiding the UAV towards
the target direction.

3. The paper proposes a strategy for removing redundant turning points by reselecting
path nodes on path segments composed of turning points, avoiding the process
of turning point removal from falling into local optima while achieving a quadratic
programming process on the path, allowing for a more significant reduction of turning
points in the shortest path.

The rest of the paper is organized as follows. Section 2 presents a comprehensive
account of the proposed enhancements to the traditional A* algorithm, along with the
experimental design details. The comparative simulation results of various algorithms are
illustrated in Section 3. The experimental results are discussed in Section 4. Finally, the
conclusions are drawn in Section 5.

2. Materials and Methods

In this section, a segmented cost evaluation function is proposed to optimize the
global search. The steering cost, constrained by the heading angle, is introduced into the
heuristic function to enhance the heuristic capabilities. The cost functions are endowed with
parametrical weight factors (the weight factor of the heuristic function is set as an adaptive
dynamic adjustment), and the optimal parameter combination is explored to improve the
global search ability. In the operation of removing redundant turning points and smoothing
the path, a new turning point removal strategy and path smoothing optimization scheme
are proposed.

The performance simulation experiments were designed to prove the improved A*
algorithm’s superiority over the traditional A* algorithm. According to previous work [51],
comparison experiments based on a 3D point cloud map of a plantation forest were carried
out using data gathered by a mobile measurement platform constructed with a Velodyne
VLP-16 LiDAR system and an inertial measurement unit (IMU) to test the various algo-
rithms in this article in order to confirm the effectiveness of the upgraded A* algorithm’s
path planning functionality.

2.1. Traditional A* Algorithm

The A* algorithm is a grid-based optimal path search algorithm that can be combined
with the Dijkstra algorithm and Best-First-Search algorithm (BFS) [52]. Its core idea is to
plan a collision-free minimum movement cost path from the starting position to the target
position on a given map. It calculates the priority of each node through the cost function
represented by Equation (1):

f (n) = g(n) + h(n) (1)

where f (n) is the total cost estimate from the initial state via state n to the target state, and
the higher the value, the lower priority; g(n) is the actual cost from the initial state to state
n; and h(n) is the estimated cost of the optimal path from state n to the target state, also
known as the heuristic cost of A* algorithm.

2.2. Improved A* Algorithm

The heuristic search of the traditional A* algorithm is relatively simplistic, and the
weight relationship between cost functions is not taken into account, which leads to a
higher number of nodes being searched and reduced efficiency. Additionally, to ensure
the shortest path, the algorithm has more turning points, resulting in a path that is not
smooth [40]. In this paper, to meet the requirements of high efficiency, low energy consump-
tion, smoothness, and continuity for forestry inspection UAVs, an improved A* obstacle
avoidance algorithm is proposed. The algorithm improves the traditional A* algorithm in
the following four steps.
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2.2.1. Segmented Evaluation Function with Dynamic Heuristics and Weighted Processing

In the A* algorithm, both the cost function and the heuristic function are typically
composed of distances. However, the value of the heuristic function can significantly
impact the algorithm’s performance. If the estimated value of h(n) is much smaller than
g(n), then the value of f (n) depends on g(n), and the A* algorithm behaves similarly to
the Dijkstra algorithm, which conducts an extensive search with a slower convergence
speed. Conversely, if the estimated value of h(n) is much larger than g(n), then the A*
algorithm evolves into the Best-First-Search algorithm (BFS), which can quickly find a path,
but the path may not be optimal for a UAV. Therefore, the A* algorithm can balance the
rate of convergence and path quality by assigning weights to g(n) and h(n) and adjusting
them dynamically.

Additionally, assuming that the actual cost of the shortest distance from the current
point to the target point is d(n), three situations may arise. When h(n) < d(n), the
algorithm may need to search more nodes, leading to lower efficiency, but the shortest path
can be found. When h(n) > d(n), the number of search nodes decreases, and the search
efficiency increases, but the shortest path cannot be guaranteed. When h(n) = d(n), the
shortest path can be searched with high efficiency. Based on these considerations, different
weights are assigned to g(n) and h(n), respectively, with the weight coefficient of h(n) set as
the dynamic response. If the current node is far away from the target position, the weight
coefficient of h(n) is larger. As the UAV approaches the target point, the weight coefficient
of h(n) gradually decreases. Therefore, a preliminary evaluation function can be obtained.

f (n) = ag(n) +
(

b +
d
L

)
h(n) (2)

where a and b are the weight factors, d is the distance from the current node to the target
position, and L is the distance between the starting position and the target position.

To balance search speed and path quality, this study adopts a segmented evaluation
function that assigns different weights to the cost function and heuristic function in different
stages. This approach enhances heuristics to speed up search without compromising path
quality. The evaluation function of the algorithm is calculated as follows:

f (n) =

 ag(n) +
(

b + d
L

)
h(n), h(n) ≥ L

3

g(n) +
(

d
L

)
h(n), h(n) < L

3

(3)

According to the above discussion on the weight relationship between g(n) and h(n),
the factors of a and b in the second segment of the evaluation function to 1 and 0, respectively,
in order to maintain the accuracy of the later path search. To determine the appropriate
values of weight factors a and b for g(n) and h(n) in the first segment of the evaluation
function, the experiments were conducted using a randomly distributed grid map of size
30 × 30 with an obstacle proportion of 0.4. The experimental results are presented in
Section 3.1.

2.2.2. Heuristic Function for Adding Steering Cost

The heuristic function utilized in the conventional A* algorithm employs a single
distance approach for node selection, which can result in an increased number of turning
points and subsequently impact the UAV’s flight continuity and smoothness. To address
this issue, a corner constraint is introduced during each node selection to decrease the
number of points with large angles. Additionally, excess corners are corrected to avoid local
optima. Therefore, this paper introduces the difference between the current heading angle
of UAVs and the target direction angle and establishes the heuristic function containing
steering cost under different angle differences.

While the theoretical shortest distance between the current node and the target point
is a straight line, obstacles will exist during the actual flight. As such, the line linking the
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current node to the next node will form a particular angle β ∈ [0, π] with the line linking
the current node to the target point. The degree of path fitting is enhanced as β decreases.

In the global coordinate system, the vector
−−−→
UPUg denotes the direction from the current

position to the target position, while vector
−−−→
UPUpi (i = 1, 2, 3, 4 . . . ) denotes the possible

heading of the UAVs toward the next location. Figure 1 provides a visual representation of
this concept, and the red star represents the target point.
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The angle β can be calculated using the formula for finding the angle between two
vectors in the global coordinate system.

βi = cos−1

−−−→
UPUg ·

−−−→
UPUpi∣∣∣∣−−−→UPUg

∣∣∣∣∣∣∣∣−−−→UPUpi

∣∣∣∣ , i = 1, 2, 3, 4 . . . (4)

where
−−−→
UPUg =

(
xg − xp, yg − yp

)
;
−−−→
UPUpi =

(
xpi − xp, ypi − yp

)
, and xg, yg, xp, yp, xpi, ypi

are the coordinate values of the target point Ug, the current point UP, and the next possible
node Upi in the global coordinate system.

Equation (5) shows the improved heuristic function of steering cost.

h(β) = w× β× hd (5)

where h(β) is the heuristic function of steering cost, hd is the initial distance-based heuristic
function, and w is the weight coefficient, whose value is taken to adjust the strength of the
heuristic information and facilitate the calculation and selection of the optimal path, mainly
determined by the grid size and the steering cost function.

The equation of the improved heuristic function is obtained as follows:

h(n) = (1 + k× β)× hd, β ∈ [0,π] (6)

Based on the difference between the current heading direction of the UAV and the
target position, the steering cost proportion is adjusted accordingly to minimize each
steering angle and approach the target direction, thus ensuring global or relatively optimal
path planning.

2.2.3. Removing Redundant Turning Points

As previously discussed, the traditional A* algorithm tends to generate paths with
multiple turning points in order to achieve the shortest path. However, the excessive
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number of turns during UAV forest inspection not only leads to unstable flight but also
consumes more energy.

Currently, most redundant turning point removal strategies adopt the approach il-
lustrated in Figure 2a, where P1, P2, P3, and P4 represent the initial turning points of the
generated path. According to the rule of redundant turning point removal, node P1 should
be connected to turning point P3. After collision detection, if the path segment formed
passes through an obstacle, turning point P2 is retained as the initial node of the new path
segment and connected to node P4. As the path segment formed by P2P4 does not collide
with any obstacles, the redundant turning point P3 can be removed. Finally, a new path
P1→P2→P4 is obtained. However, the actual optimal path would be a direct connection
between nodes P1 and P4.
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To address this local optimum, as shown in Figure 2b, the target node Pg is connected
directly to the initial node Ps. If the newly formed path intersects with an obstacle, the
target node is connected to the initial node’s sub-node (not necessarily a turning point in the
path), and collision detection is performed until an obstacle-free path segment connecting
Pg to Pn (a node in the middle) is obtained. The nodes, including turning points between
Pg and Pn are then removed, and the node Pn is used as the starting point of the next path
segment to repeat the above operation until it is connected to Pm (a node in the path close
to the initial node, but not necessarily a turning point). Then the node Pm is used as the new
starting point of the next path segment to repeat the above steps until it is connected to the
initial node Ps. This brief introduction outlines the process of removing turning points. In
actual applications, it may require multiple iterations of steps to obtain an optimized path
with redundant turning points removed.

The above comparison indicates that the rewiring strategy proposed in this paper
allows for a broader selection of nodes when rewiring the path, which is not limited to
turning points, resulting in a shorter path with fewer turns. Moreover, our pruning strategy
for removing turning points is forward-backward, which enables efficient removal with
minimal collision detection and effectively avoids local optima.

2.2.4. Smoothing Based on Quasi-Uniform Cubic B-Spline Curves

After removing the turning points, the smoothness of the path will be improved, and
the number of turning points, total turn angle, and path length will be reduced, but the
path is not yet better smooth due to the presence of some necessary corners.

B-spline is a special manifestation of the spline curve, which can flexibly smooth the
path by taking advantage of its merits, such as convex hull, geometric invariance, local
support, and non-negativity [47] to better adapt to various actual trajectory requirements.

To ensure that the optimized path encompasses both the starting and target points
while maintaining continuous smoothness, this paper utilizes quasi-uniform cubic B-spline
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curves to smooth the path. However, in practical applications, excessive smoothness may
lead to collisions with obstacles. To mitigate this issue, the search range of control points is
constrained, ensuring that the path after quasi-uniform cubic B-spline curve processing
remains close to the path after removing redundant turning points. To achieve this, the
paper sets the search radius of the control points accordingly.

R ≤ 0.6r (7)

where R is the search radius of the control points and r is the grid grain size.

2.3. Improved A* Algorithm Performance Simulation

As pointed out above, the enhanced A* obstacle avoidance algorithm represents an
improvement over the conventional A* algorithm. This is achieved through the use of
a segmented cost function that takes into account weighted processing, as well as the
incorporation of a dynamic heuristic function that considers steering cost, turning points
optimization, and smoothing optimization.

To evaluate the superiority of the improved A* algorithm, the simulation experiments
were conducted using MATLAB R2022a on an Intel (R) Core (TM) i5-7500 CPU @ 3.40 GHz
computer. The four simulation environments were created with a fixed obstacle proportion
of 40% but a varying number of grids and obstacle distributions. The scene layout and
the locations of the starting and target points are depicted in Figure 3. And the green
circle represents the starting point and the red star represents the target point. The paper
compared the obstacle avoidance performance of the improved A* algorithm against the
traditional A* algorithm using various evaluation metrics, including data processing time,
number of traversal nodes, number of turning points, total turning angle, and path length.
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Figure 3. Obstacle environment maps with different numbers of grids: (a) grid size 20× 20, start point
coordinates (1, 20), end point coordinates (20, 1); (b) grid size 30 × 30, start point coordinates (1, 30),
end point coordinates (30, 1); (c) grid size 40× 40, start point coordinates (1, 40), end point coordinates
(40, 1); and (d) grid size 50 × 50, start point coordinates (1, 50), end point coordinates (50, 1).

2.4. Comparison Experiments Based on 3D Point Cloud Map of Plantation Forest

The present study conducted a comparative experiment between the improved A*
algorithm and the traditional A* algorithm in various obstacle environments to validate the
superiority of the former. However, this experiment alone is insufficient since the actual
environment encountered by UAVs during flight within a forest may differ from the map
created in a random setting. To address this limitation, this study utilized a real 3D point
cloud map of a plantation forest to compare the path planning effectiveness of different
algorithms, including the traditional A* algorithm, the improved A* algorithm proposed
in the literature [38], the RRT algorithm, and the APF algorithm. Figure 4 illustrates the
environment map information and processing flow of the plantation forest map.
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of the plantation forest after re-rasterization.

As shown in Figure 4a, the point cloud data was obtained from a handheld 3D
scanning device of the plantation forest located in Bajia Park, Haidian District, Beijing.
The test area was selected using CloudCompare software, and the PassThrough filtering
method and RadiusOutlierRemoval were applied to remove the background noise and
outliers, respectively [51]. Since the point cloud data was relatively sparse, voxelization was
performed to transform the point clouds into an Octomap, which is a three-dimensional
map creation tool based on octree, and the plantation forest’s 3D reconstruction was
completed in ROS [53], as shown in Figure 4b. Subsequently, the two-dimensional grid



Appl. Sci. 2023, 13, 4290 10 of 19

map was obtained by projecting the plane of the plantation forest where the UAV flight
height was located, as shown in Figure 4c. This map was discretized into a large number
of pixel grids composed of black and white grids, with black representing obstacles and
white representing passable areas. The pixel size of the map is 974 × 785. In computer
science, a binary matrix is usually used to represent this grid map, with the position of each
matrix element representing the grid position, the element value of 1 indicating that the
position is occupied by obstacles, and 0 representing the unoccupied area. Due to the large
number of grids in the obtained two-dimensional map, directly importing it into MATLAB
2022a for use would consume a considerable amount of storage, and path search would
require significant computational time. Therefore, on the premise of preserving the location,
shape, and size of obstacles in the original map, simple image processing was performed
to obtain a real map with fewer grids. As illustrated in Figure 4d, the black outline of the
tree trunk intercepted in this plane is considered an obstacle. The two-dimensional map
of the plantation forest after re-rasterization was composed of 246 × 200 grids, based on
the image pixel ratio of the two-dimensional grid map. By setting different start and end
coordinates, the performance comparison results of the five algorithms in different complex
scenes were obtained.

3. Results
3.1. Segmented Evaluation Function Parameter Determination Results

Experimental designs were conducted to assign different values to parameters a and
b in order to obtain the relevant index results. Figure 5 presents the number of nodes
traversed and the search time of the algorithm when the weight factors a and b take various
values. It can be observed that when factor a was set to five or six, the number of nodes
traversed and the path search time of the algorithm was found to be the highest. This
is primarily due to the fact that, at this stage, the algorithm is more inclined toward the
Dijkstra algorithm, resulting in weaker heuristic information.
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Figure 5. Results of evaluation indexes with different parameters: (a) path search time with different
parameters; and (b) number of traversal nodes with different parameters.

The optimal parameter combination obtained in the initial experiment was adopted
for the second test, where different obstacle maps were utilized, and the starting and ending
positions were varied. The relative lengths of the resulting paths are presented in Figure 6.
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The results depicted in Figure 6 indicate that when factor a is set to two, the path
length obtained is the shortest among all tested values, with an even shorter path length
observed when b is in the range of [1, 3]. Additionally, Table 1 shows the corresponding
path search time and the number of traversed nodes within this interval.

Table 1. Path search time and number of traversed nodes corresponding to different b values.

Parameter b Path Search Time(s) Number of Nodes Traversed

1 0.714 144
1.5 0.709 144
2 0.713 142

2.5 0.732 141
3 0.775 141

Based on the results shown in Table 1, the differences in path search time and the
number of traversed nodes are found to be relatively small when factor a takes the value of
two, and factor b falls in the range of [1, 3]. Figure 6 illustrates that when a is set to two and
b is one, the shortest paths are obtained in different obstacle maps, and the optimal results
are achieved when compared. Therefore, this study ultimately determines the values of
factors a and b to be two and one, respectively, to obtain the final evaluation function:

f (n) =

 2g(n) +
(

1 + d
L

)
h(n), h(n) ≥ L

3

g(n) +
(

d
L

)
h(n), h(n) < L

3

(8)

3.2. Performance Simulation Experiment Results

This study employed Matlab to build four simulation environments to test the per-
formance of the improved A* algorithm proposed in Section 2.2. The evaluation metrics
included data processing time, number of traversal nodes, number of turning points, total
turning angle, and path length. In Section 3.1, the weight parameter values in the evaluation
function of the improved A* algorithm were determined. Based on the simulation experi-
ments, the path planning trajectories of the traditional A* algorithm and the improved A*
algorithm in different environments were obtained and are shown in Figure 7.
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Figure 7. Path planning trajectories for different environmental maps and optimization steps. (a) En-
vironments 1; (b) Environments 2; (c) Environments 3; (d) Environments 4. Note: In the above four
groups of graphs, from left to right, each group shows the path planning effect of traditional A*
algorithm, add Optimization 1, add Optimization 1 and Optimization 2, add Optimization 1 and
Optimization 2 and Optimization 3. And the green circle represents the starting point and the red
star represents the target point.
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It can be seen from Figure 7 that both the traditional A* algorithm and the optimized
A* algorithm can achieve effective obstacle avoidance. Nevertheless, the traditional A*
algorithm requires more grid traversals during pathfinding, resulting in longer pathfinding
times. After optimization 1, the algorithm became more targeted in its path search, result-
ing in a substantial reduction in the number of grid searches and data processing time.
Optimization 2, built on the foundation of optimization 1, eliminated all redundant turning
points, significantly reducing the total number of turning points and total turning angle
while still maintaining the necessary turning points for obstacle avoidance. Subsequently,
optimization 3 was added to smooth the path using quasi-uniform cubic B-spline curves
based on optimizations 1 and 2. The broken lines at the turning points were replaced by
smooth curves, resulting in a path with no distinct turning points. The total turning angle
was further reduced, and the corresponding path length was also shortened.

The performance evaluation index results of the algorithms for different environments
and optimization steps are shown in Table 2.

Table 2. Performance of the algorithms with different environments and optimization steps.

Environment Optimization Steps
and Methods

Data
Processing

Time (s)

Number of
Nodes

Traversed

Number of
Turning Points

Path
Length

Total Turning
Angle

Traditional A* 1.52 161 14 36.49 810◦

20 × 20 Optimization 1 0.49 75 14 36.49 810◦

Grid Optimization 1 + 2 0.53 75 8 31.62 190.50◦

Optimization 1 + 2 + 3 0.54 75 0 30.58 187.84◦

Traditional A* 3.20 456 35 62.38 2070◦

30 × 30 Optimization 1 1.06 195 35 62.38 2070◦

Grid Optimization 1 + 2 1.42 195 20 55.55 975.95◦

Optimization 1 + 2 + 3 1.43 195 0 54.01 895.78◦

Traditional A* 4.77 719 33 84.38 2250◦

40 × 40 Optimization 1 1.01 218 44 86.48 2870◦

Grid Optimization 1 + 2 2.97 218 29 79.18 1475.90◦

Optimization 1 + 2 + 3 2.99 218 0 75.13 1424.28◦

Traditional A* 7.77 1166 48 100.70 2925◦

50 × 50 Optimization 1 1.43 243 50 102.18 2925◦

Grid Optimization 1 + 2 4.53 243 33 97.25 1755.03◦

Optimization 1 + 2 + 3 4.55 243 0 91.14 1525.22◦

Note: Where optimization 1 is the segmented evaluation function with dynamic heuristics and weighted pro-
cessing, Optimization 2 is the redundant turning point removal strategy, and optimization 3 is the smoothing
optimization of quasi-uniform cubic B-sample curves.

Further analysis of the data presented in Table 2 reveals that optimization 1 results in
a decrease of 64.87% in the average number of traversed nodes and a reduction of 73.77%
in the data processing time. On the basis of optimization 1, optimization 2 further reduces
the number of newly generated path turns by an average of 32.27%, path length by an
average of 8.48%, total turn angle by an average of 50.83%, and data processing time by
an average of 50.05%. By adding optimization 3 to the paths generated by optimization 1
and optimization 2, the final performance of the improved A* algorithm is achieved, which
demonstrates an average reduction of 64.87% in the number of traversed nodes, an average
reduction of 49.64% in data processing time, and a shorter and smoother path with no
significant turning point. The average reduction in path length and total turning angle is
12.52% and 54.53%, respectively.

The simulation results show that the improved A* algorithm proposed in this paper
significantly reduces the data processing time, the number of traversed nodes, the number
of turning points, and the total turning angle of obstacle avoidance, resulting in a shorter
and smoother path, which is better suited for efficient, smooth and continuous flights of
UAVs in plantation forests.
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3.3. Comparison Experiments Results Based on 3D Point Cloud Map of Plantation Forest

To validate the effectiveness of the improved A* algorithm in practical plantation
forest environments, it was compared with the traditional A* algorithm, an improved A*
algorithm proposed in the literature [38], the RRT algorithm, and the APF algorithm. The
evaluation criteria were based on the path search time, path length, and total turning angle
of the generated path. Figure 8 depicts the trajectories planned by the four algorithms
under different starting and ending points, where the blue five-pointed star indicates the
starting point, and the green circle represents the target position. Moreover, the coordinates
presented in the figure are the grid coordinates of the map after re-rasterization, and each
grid was set to 1 × 1 in size. The results of evaluation metrics corresponding to different
algorithms are shown in Table 3.
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Figure 8. Path planning trajectory with different starting and target point positions. (a) start point
coordinates (10, 182), end point coordinates (240, 8); (b) start point coordinates (38, 35), end point
coordinates (220, 162); (c) start point coordinates (8, 112), end point coordinates (206, 138); (d) start
point coordinates (72, 194), end point coordinates (125, 8); Note: Where blue path trajectory represents
traditional A* algorithm, green represents the improved A* algorithm in this paper, purple represents
the improved A* algorithm in literature [38], red represents the APF algorithm, and black represents
the RRT algorithm.
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Table 3. Algorithm performance for different starting points and target point positions.

Environment Algorithm Path Search
Time (s) Path Length Total

Turning Angle

1

Traditional A* 4.36 312.10 495.00◦

RRT 47.92 370.82 3816.09◦

APF 78.64 299.26 1025.95◦

A* in reference [39] 4.09 304.32 482.46◦

Improved A* 3.49 294.50 44.61◦

2

Traditional A* 2.24 239.36 315.00◦

RRT 52.20 339 3636.93◦

APF 56.19 228.88 397.07◦

A* in reference [39] 1.98 237.43 157.93◦

Improved A* 1.35 225.64 15.40◦

3

Traditional A* 0.48 210.60 405.00◦

RRT 35.80 360.00 4571.42◦

APF 47.89 204.23 635.60◦

A* in reference [39] 0.42 206.32 508.93◦

Improved A* 0.31 200.53 41.85◦

4

Traditional A* 3.23 211.54 765◦

RRT 24.92 258.00 3181.67◦

APF 46.60 197.87 601.88◦

A* in reference [39] 2.21 204.99 589.46◦

Improved A* 1.97 194.95 54.13◦

The results in Table 3 indicate that the traditional A* algorithm generates a path with
a short path length and spends less time in the pathfinding process due to its inherent
heuristic capabilities.

However, it generates more turning points and has a larger total turning angle, and the
trajectory is often close to the edge of obstacles, which increases the risk of collision. Due to
the lack of heuristic guidance, the RRT algorithm based on random sampling generates
paths with a large number of nodes, which appear more tortuous, resulting in more time
consumption during the search process, and the obtained path length and total turning
angle are the largest. The APF algorithm generates paths with shorter lengths but takes
the longest time in the pathfinding process. The improved A* algorithm proposed in the
literature [38] reduces the path search time and path length to some extent and can generally
achieve a reduction in the total turning angle. However, the trajectory is sometimes close to
the edge of obstacles. In contrast, the improved A* algorithm proposed in this paper has
the shortest path search time and generates paths with no significant turning points, the
shortest length, and the smallest total turning angle. Importantly, it avoids the situation
where the algorithm searches for a path close to the edge of an obstacle to obtain the shortest
path. Specifically, compared with the traditional A* algorithm, the improved A* algorithm
reduces the path search time by an average of 33.53%, the path length by an average of
6.00%, and the total turning angle by an average of 92.17%. Compared with the improved
A* algorithm proposed in the literature [38], the improved A* algorithm reduces the path
search time by an average of 20.89%, the path length by an average of 3.98%, and the total
turning angle by an average of 90.90%. Compared with the RRT algorithm, the improved
A* algorithm reduces the path search time by an average of 95.34%, the path length by an
average of 30.69%, and the total turning angle by an average of 98.95%. Compared with the
APF algorithm, the improved A* algorithm reduces the path search time by an average of
97.07%, the path length by an average of 1.58%, and the total turning angle by an average
of 94.05%.

4. Discussion

In order to enhance the safety of UAV autonomous obstacle avoidance and reduce
unnecessary flight energy consumption in the plantation forest. Combined with the op-
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erating environment and flight requirements of UAVs, the traditional A* algorithm has
been improved through the segmented cost function of weighted processing with the
dynamic heuristic function of steering cost, turning points optimization, and smoothing
optimization.

Through the parameter determination experiment, the optimal combination of weight
coefficients for the cost function was obtained as the basis for subsequent experiments. The
performance simulation experiment results show that, compared with the traditional A*
algorithm with a unified weight, the average number of traversed nodes is reduced by
64.87%, and the data processing time is reduced by 73.77%, indicating that the combination
of weight coefficients can effectively reduce the data processing time and the number of
node searches, while achieving a better balance between the rate of convergence and the
path quality. Furthermore, by introducing the strategy of removing turning points, the re-
dundant nodes (including turning points) in the path were eliminated, further reducing the
path length and total turning angle while improving the path’s smoothness. Subsequently,
the path with redundant turning points removed was smoothed using quasi-uniform cubic
B-spline curves, with the fitting degree of the curves controlled to ensure the flight safety
of UAVs by maintaining a distance range between the trajectory and obstacles. After
smoothing, the final path did not exhibit obvious turning points, and the path length and
total turning angle were further reduced. On average, the shortest path length is reduced
by 12.52%, the total turning angle is reduced by 54.53%, and the total time spent is reduced
by 49.64%, meeting the requirements of low energy consumption, high efficiency, and high
safety for UAV flight in plantation forests.

The comparison experiments of various algorithms conducted in the plantation forest
map revealed that, among the selected algorithms, the RRT algorithm yielded the longest
path length and largest total turning angles and consumed a considerable amount of time,
thus exhibiting lower overall efficiency. The APF algorithm, the improved A* algorithm
proposed in the literature [38], and the improved A* algorithm proposed in this paper
yielded shorter paths and generated smoother trajectories in comparison to the traditional
A* algorithm. However, the APF algorithm and the improved A* algorithm proposed in
the literature [38] exhibited collision risks as the path trajectory was closer to the edge
of the obstacle. Moreover, the algorithm proposed in the literature [38] did not consider
the effect of changing weights on path search, thus leading to a longer path and larger
total turns. The APF algorithm took more search time, and its lack of global perception
led to an increased probability of falling into a local optimum. In contrast, the improved
A* algorithm in this paper reduced the path length and search time while ensuring the
safety of obstacle avoidance, significantly reducing the total turning angle, improving the
smoothness and continuity of UAV flight, reducing energy consumption, and proving to be
more suitable for the operating environment of plantation forests.

To summarize, this study aims to enhance the obstacle avoidance and endurance
capability of UAVs in unstructured plantation forests. It may provide new insights for
improving the safety and efficiency of UAV autonomous flight, which can broaden the
range of applications for UAVs. In the future, we plan to optimize the obstacle avoidance
algorithm further by combining it with other intelligent algorithms to plan optimal paths
for UAVs in dynamic environments and extend its application to other scenarios.

5. Conclusions

This study presented an improved A* obstacle avoidance algorithm for UAVs to
avoid obstacles in unstructured plantation forests. Improved the traditional A* obstacle
avoidance algorithm through segmented cost function of weighted processing with the
dynamic heuristic function of steering cost, turning points optimization, and smoothing
optimization. In performance experiments, the improved algorithm outperforms the
traditional A* algorithm with a reduction of 64.87% in traversed nodes on average, 49.64%
in search time on average, and 12.52% in path length on average. Additionally, the improved
algorithm exhibits no obvious turning point and a 54.53% reduction in total turning angle
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on average. In comparison with the RRT algorithm and APF algorithm, the improved
algorithm significantly reduces path search time and total turning angle by at least 90%.
Moreover, the path length is reduced by 30.69% on average compared with the RRT
algorithm and 1.58% on average compared with the APF algorithm. Compared with the
traditional A* algorithm, the improved algorithm reduces the path search time by 33.53%
on average, the path length by 6.00% on average, and the total turning angle by 92.17%
on average. Compared with the improved A* algorithm proposed in the literature [38],
the path search time is reduced by 20.89% on average, the path length is reduced by 3.98%
on average, and the total turning angle is reduced by 90.90% on average. Based on these
results, the algorithm presented in this article can achieve a better balance between path
search efficiency and trajectory quality while improving obstacle avoidance safety of UAVs
and reducing energy consumption, providing a new solution for the autonomous flight of
UAVs in plantation forest environments.
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