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Abstract: Temporal intent is an important component of events. It plays an important role in
collecting them from the web with focused crawlers. However, traditionally focused crawlers usually
only consider factors such as topic keywords, web page content, and anchor text, ignoring the
relationship between web pages and the temporal intent of events. This leads to their poor crawling
performance. This paper aims to understand the temporal intent of events and apply it within focused
crawlers. First, a new temporal intent identification method is proposed based on Google Trends
data. The method can automatically identify the start time of an event and quantify the temporal
distribution of the event. Then, a new focused event crawler with temporal intent is proposed. The
crawler incorporates the start time of the event into the similarity calculation module, and a new
URL (Uniform Resource Locator) priority assignment method is developed using the quantified
temporal distribution of temporal intent as the independent variable of a natural exponential function.
Experimental results show that our method is effective in identifying the start time of events at the
month level and quantifying the temporal distribution of events. Furthermore, compared to the
traditional best-first crawling method, the precision of our method improves by an average of 10.28%,
and a maximum of 25.21%. These results indicate that our method performs better in retrieving
relevant pages and assigning URL priority. This also illustrates the importance of the relationship
between web pages and the temporal intent of events.

Keywords: event collecting; focused crawler; temporal intent; URL priority assignment

1. Introduction

With the availability of ever-increasing World Wide Web resources, there is a strong
need to improve the collection of web data on events to support analysis of similar nature or
man-made disasters [1,2], emergency risk assessment [3], terrorist attacks comparisons [4],
and other event responses in the future. For example, it is possible to compare events
or analyse trends using the information on similar events that have occurred in previous
years. In general, events have an explicit or implicit temporal intent that includes when
the event starts, when the event ends, and the temporal distribution of the event [5]. A
simple example of this is the event “Typhoon Haiyan” with a temporal intent between
the 3 and the 12 November 2013. This means that more web data about this event was
published during this period. Therefore, temporal intent should be taken into account in
the collection and archiving of web data on key events.

Currently, there are two ways to automatically collect and archive web data on key
events: general-purpose crawler-based methods and focused crawler-based methods [6,7].
The general-purpose crawler-based methods utilize general-purpose search engines (e.g.,
Google and Baidu), their application programming interfaces (APIs), or universal crawlers
with pre-defined queries to crawl the Internet for web data collection and archiving [8].
However, the results of these methods usually contain enormous duplicates or unrelated
information [9,10], which can make the collection and archiving process tedious and time-
consuming. For example, a search on Google with the pre-defined query “Typhoon Haiyan”
on 3 April 2017 yields 433,000 results, which is reduced to 45,500 results when restricted to
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the time period between 3 and 12 November 2013. Although the start and end times have
already reduced the search results, there is still a huge amount of duplicate and irrelevant
information left. This is because there is a lot of web data on other topics containing one or
more keywords in the query. Therefore, a focused crawler, which intends to automatically
collect as many web pages as possible that are relevant to the given topic and to keep the
amount of irrelevant web pages collected to a minimum [11,12], has already been adapted
to collect web data about key events [13]. These traditional researches focus on how to
use web page content or hyperlink relationships to collect relevant web pages, or in what
order to collect them. However, little attention is paid to the temporal intent of the event,
which also plays an important role in the crawling process. For example, the start time can
be used to filter out irrelevant web pages, and the temporal distribution of an event can
have an impact on the priority of crawling web pages (a mathematical proof is described
in Section 3.1). Thus, how to use temporal intent in a focused crawler to collect event
information more efficiently remains an open problem.

In order to solve the above mentioned problem, this paper tries to understand the
temporal intent of events and proposes a novel focused event crawler with temporal intent
for automatically collecting web data about events. In contrast to previous approaches that
only take into account factors such as event keywords, web page content, and hyperlink
information, our approach additionally takes into account the temporal distribution of
events while maintaining the above factors. This can improve the precision of the crawler
by reducing the influence of irrelevant information. Our main contributions can be summed
up as follows.

• We propose a new automated method for detecting temporal intent on events. This
method uses Google Trends data to automatically and quantitatively estimate the
start time and the temporal distribution of events, in contrast to previous manual
judgements based on expert experience.

• We propose a new focused crawling framework that incorporates the temporal intent of
events. In particular, the framework integrates the start time of the temporal intent into
the process of topic representation and similarity computation, and its overall temporal
distribution into the URL (Uniform Resource Locator) priority assignment. In addition,
a new URL priority assignment method is proposed, in which the quantified temporal
distribution is used as the independent variable of a natural exponential function.

The rest of this paper is structured as follows. Section 2 reviews related work on URL
priority assignments and temporal focused crawlers. Section 3 provides a mathematical
proof of the role of temporal intent in the crawling process and describes the new temporal
intent identification method. The temporal intent-focused crawler is described in Section 4.
Preliminary results are presented in Section 5, followed by some conclusions and future
work in Section 6.

2. Related Work

Since the introduction of focused crawlers in 1999, various focused crawlers have
been adapted to a number of other applications [14,15], such as geospatial web service
discovery [16,17] and event web information collection [6]. However, most of the work
carried out in these traditionally focused crawlers can fall into one of three categories:
the representation of a given topic, relevance calculation or relevance classifier, and URL
priority assignment. The first two categories have been described in detail in the previous
literature and two conclusions can be drawn. The first one is that most of the traditional
methods of topic representation are not able to distinguish topic keywords with temporal
intent. The second one is that temporal intent is not considered in traditional relevance
calculation methods. Therefore, only the work on the URL priority assignment is reviewed
in this paper. It also discusses publications on some temporal focused crawlers.
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2.1. URL Priority Assignment

URL priority assignment is responsible for determining the order in which URLs
are crawled next [18]. An effective method of URL priority assignment can ensure that a
maximum number of relevant pages will be crawled, while only a minimum number of
irrelevant pages will be crawled [19]. Currently, there are four categories of URL priority
assignment methods.

The first category fully exploits the relevance scores between the given topic and web
page content, anchor text and their context, or URL strings, or other textual information for
URL priority assignment [20]. These methods can make assigning URL priorities easier
and more intuitive, but they ignore the link relationships between web pages. The second
category, in which PageRank and HITS methods are often used, mainly relies on link
analysis to prioritize the order of URLs to be crawled [21]. This category has the advantage
of calculating the URL priority offline. However, it ignores the relevance between the web
page content and the given topic, and the full network topology of the links is difficult to
obtain. In addition, it is easily influenced by some noise links, such as navigation links
and advertising links. Based on the above two categories, the third category is a kind of
comprehensive approach. It not only assigns the URL priority according to the relevance
score of the page, but also estimates the value of link analysis [22]. However, the whole
network topology and noise links also affect this type of method. The last category is based
on machine learning techniques, such as random forest classifier [23], semantic vector space
model [24], cellular membrane optimization algorithm [25], fuzzy logic controller [26], deep
learning [27], and so on. The crawling effect of this category is superior to other categories,
but it needs to set more complex model parameters and requires large training sets. In
addition, the influence of temporal distribution on URL priority assignment has not been
considered in all four categories of methods above.

2.2. Temporal Focused Crawlers

Recently, temporal factors have been introduced into some focused crawlers [28,29]. In
this paper, we refer to them as “temporal” focused crawlers. For example, Pereira et al. [30]
designed a time-aware focused crawler based on temporal segmentation of web page text.
In this method, URLs are divided into two categories: those within the temporal focus and
the remaining ones, in which the first category has higher priority. However, the same
priority is still given to URLs within the temporal focus. Farag et al. [28] and Wei et al. [6]
have both developed a focused crawler based on an event model “<event content, place,
time>”. In the two crawlers, the start time and end time of the event were represented as
independent elements and the time score was incorporated into the relevance score based
on the temporal distance between the start time of the event and the publication time of
the web page. However, the event model cannot represent the temporal distribution, and
the priority of the URL is still assigned by the relevance scores between the given topic
and web page content, anchor texts and their context, or URL strings. Furthermore, the
temporal distribution has not yet been taken into account by the above mentioned temporal
focused crawlers. This may affect the priority of web data collection. Therefore, our main
contribution lies in the development of a new focused crawler by incorporating temporal
distribution into URL priority assignment.

3. Mathematical Proof and Identification of Temporal Intent
3.1. Mathematical Proof of Temporal Intent Using Bayes Formula

In general, there will be little web information about the event before its occurrence.
This means that compared to the total amount of web information about the event, its
number may be negligible. It can therefore be concluded that the web information is
irrelevant to the event if it is published before the event starts. After the event, there
will be a series of reports on the web. Even after the event is over, there will be new
web information about the event for a period of time. For example, on the anniversary
of an important event, there will be some new web information on the occasion of this
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special event. Therefore, the web information may or may not be relevant to the event if
the publication time of the web information is equal to or greater than the start time of
the event.

From a probability perspective, the above conclusions can be expressed as “given an
event, the probability of web information published earlier than its start time is 0, and
the probability of web information published on or later than its start time can be 0 or 1”.
Assuming that the start time of the event T is ts and the publication time of a random web
page is t, the above conclusion can be formally expressed as Equation (1) according to the
definition of conditional probability.

Pr(t/T) =
{

0 t < ts
x t ≥ ts

(1)

where Pr(t/T) is the probability that a time t is relevant to an event T using the distribution
of relevant web pages. The value x is an arbitrary number between 0 and 1.

Pr(t/T) can be estimated by Bayes Formula, as shown in Equation (2).

Pr(t/T) =
Pr(T/t)× Pr(t)

Pr(T)
=

Pr(T/t)× Pr(t)
∑t1∈Time(WP) Pr(T/t1)× Pr(t1)

(2)

where Pr(t) represents the probability that time t contains a web page (relevant to T or not),
Pr(T) is the prior probability of finding a web page relevant to event T, and serves as a
normalizing factor. A variable of WP represents a collection of web pages and Time(WP)
is a collection of publication times of WP. Pr(T/t) is the probability that the web page
published in t is relevant to the event T. For example, a random web page selected from the
web pages published on 3 November 2013 has a higher probability of being relevant to the
event “Typhoon Haiyan” than a random web page selected from the web pages published
in November 2014.

Suppose the web page collection WP contains the number of Num(WP) web pages
and the number of Num(WP, t) web pages published at time t, Pr(t) can be estimated by
Equation (3).

Pr(t) =
Num(WP, t)
Num(WP)

(3)

Suppose the collection of web pages related to the given event T is RT . It contains the
number of Num(RT) web pages and the number of Num(RT , t) web pages published at
time t. Therefore, Pr(T/t) can be estimated using the distribution of the web pages in RT
over time with Equation (4).

Pr(T/t) =
Num(RT , t)
Num(WP, t)

(4)

Equations (3) and (4) are then combined with (2) to obtain Equation (5).

Pr(t/T) =
Num(RT , t)
Num(RT)

(5)

In general, we do not know the ground truth Num(RT) and Num(RT , t), but when
time is infinitely large, the value of Num(RT) is fixed and invariable. Therefore, the
probability Pr(t/T) is proportional to the value of Num(RT , t). According to this, it is
possible to draw two important roles of the temporal intent in the focused crawler.

The first role is that the start time of an event can be utilized to filter out irrelevant
web pages. As discussed in the first paragraph of this section, when the web information
is published earlier than the start time of the event (t < ts), the value of Num(RT , t) is
approximately equal to 0. When the publication time of the web information is equal to
or greater than the start time of the event (t ≥ ts), the value of Num(RT , t) satisfies the
inequality of 0 ≤ Num(RT , t) ≤ Num(RT). Combined with Equation (5), it can be proved
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that Equation (1) is correct. Therefore, in the crawling process, all the web pages published
earlier than ts could be filtered out by comparing the start time ts and the publication time
t of a web page.

The second role is that the temporal distribution of an event can have an impact on
the priority of web page crawling. According to Equation (5), if there are more relevant
web pages at time t1 than at time t2, the value of Pr(t1/T) will be greater than the value
of Pr(t2/T). This means that the URL with time t1 has a higher priority to be crawled.
Therefore, the focused crawler can collect as many relevant web pages as possible, while
minimising the amount of irrelevant web pages collected, by assigning a high priority to
URLs at time t that contain more relevant web pages.

3.2. Identification of Temporal Intent by Google Trends

Temporal intent identification has already been studied in temporal information
retrieval with the help of some priori data, such as query logs and time series data derived
from Wikipedia [31,32]. Inspired by these works, we design a temporal intent identification
method using some priori data from Google Trends data.

Google Trends data, which can be obtained from the website http://www.google.
com/trends/ (accessed on 23 February 2023), represents a normalized portion value of all
web searches performed worldwide for user-specified terms relative to the total number
of searches conducted over a defined period [33]. The range of the Google Trends data is
from 0 to 100 (see Figure 1), and the higher the value, the greater the search volume. It
has been widely used in many fields, such as healthcare research [34,35], unemployment
forecasting [36,37], international financial reporting standards [38], presidential election
predictions [39], conservation culturomics [40], and so on. These applications have proved
that Google Trends data is highly correlated with an event and its value size indirectly
reflects the evolution of the event [41]. That is to say, the larger the value of the Google
Trends data is, the more web information is published about the event. For this reason, we
select Google Trends data as a priori data to identify the temporal intent of an event.
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Figure 1. Google Trends data about the “Typhoon Haiyan” event.

As discussed in Section 3.1, the start time and temporal distribution in the event
temporal intent play an important role in focused crawlers. Therefore, the identification
of start time and temporal distribution using Google Trends data is the sole focus of this
paper. The main steps of the method are described as follows.

First, the start time of an event is identified by the first fluctuation of the Google
Trends data from zero to a small value. This is because, before the event, there are few web
searches relative to the total number of searches about the event, which keeps its Google
Trends data at zero; when the event occurs, more and more web searches are submitted,
which makes its Google Trends data suddenly increase from zero. Therefore, when we get
the Google Trends data of an event, the time when the non-zero value appears for the first

http://www.google.com/trends/
http://www.google.com/trends/
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time is identified as the start time. For example, Figure 1 shows that the first non-zero value
for the event “Typhoon Haiyan” appears in November 2013, and thus the time “November
2013” is identified as the start time of “Typhoon Haiyan”.

Secondly, the temporal distribution of an event is quantized by the value of the Google
Trends data. This is because its values change as the event evolves, as mentioned in the
previous paragraphs. Therefore, a series of time and Google trend data are used to create
quantitative temporal distributions.

4. Temporal Intent-Based Focused Crawler

The previous discussions and analyses conclude that temporal intent plays an impor-
tant role in the filtering of irrelevant web pages and URL priority assignment. Therefore, the
objective of this paper is to explore how temporal intent can be introduced into a focused
crawler for more efficient web information collection. The conceptual framework of our
temporal intent-based focused crawler is shown in Figure 2. Compared to other focused
crawlers, the proposed approach involves three major tasks. The tasks in the red box are
our innovative parts. The first task is the topical representation with temporal intent. This
task is responsible for formalizing the topical keywords, the start time, and the temporal
distribution of the given event. The second task is the relevance calculation with a start
time. This task is responsible for filtering out irrelevant web pages and keeping relevant
web pages using the start time. The third task is the URL priority assignment with the
quantified temporal distribution. More details are given in the following subsections.
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4.1. Topical Representation with Temporal Intent

Given a topic T about an event, it will be represented as a set of keywords in the
previous works [8]. These works fail to distinguish topical keywords with temporal intent.
In our proposed method, the topic T will be represented as three tuples based on the vector
space model: a topical vector, the start time, and the quantized temporal distribution of the
event, as shown in Equations (6)–(8).

T<> = 〈VTk, tST,TTD〉 (6)

VTk = {(k1, wTk1), (k2, wTk2), . . . , (kn, wTkn)} (7)
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TTD = {< [tTDs1,tTDe1], λ1>, . . . ,<[tTDsr,tTDer], λr >} (8)

where T<> represents the three tuples of the event. VTK, tST , TTD represent the topical
vector, the start time, and the quantized temporal distribution of the event, respectively.
The topical vector VTK consists of a series of keywords k1, k2, . . . , kn and their weights
wTk1, wTk2, . . . , wTkn, which are calculated by the normalized term frequency with a prede-
fined corpus in this study [42]. The quantized temporal distribution TTD is composed by a
set of time intervals and their quantized values λr, which denote the relative volume of
search queries conducted through Google Trends data. The tTDsr and tTDer are the start
and end time of the time interval.

In the crawling process, a web page D will be represented as two tuples D<>, as shown
in Equations (9) and (10). One tuple is a vector VDk composed by keywords k1, k2, . . . , kn and
their weights wDk1, wDk2, . . . , wDkn, which are the frequencies of occurrence of keywords
k1, k2, . . . , kn in the web page D. The other is the publication time tPT of the web page.

D = 〈VDk, tPT〉 (9)

VDk = {(k1, wDk1), (k2, wDk2), . . . , (ks, wDks)} (10)

4.2. Relevance Calculation with Start Time

The start time can be used as an indicator to judge whether a web page is relevant to
the given event, as discussed in Section 3.1. However, only topical keywords are usually
used in traditional relevance calculation methods generally only use topical keywords.
Therefore, the relevance between a given event and a web page is calculated from the
hierarchy of the temporal and topical keywords in this study. In the hierarchical method,
there are two steps to calculate and judge the topic’s relevance.

First, the temporal relevance sim(tPT , tST) is calculated by comparing the publication
time of a web page with the start time of the given event using Equation (11).

sim(tPT , tST) =

{
0 tPT < tSTs
1 tPT ≥ tSTs

(11)

where variables are the same as Equations (6) and (9). If the publication time tpt of the
web page is earlier than the start time of the event, the value of temporal relevance is zero
and the web page is abandoned. Otherwise, the value of temporal relevance is one, which
indicates that the web page may be relevant to the given event.

Secondly, the topical relevance sim(VDk, VTk) is still calculated by using the cosine
formula (as shown in Equation (12)) if the publication time tpt of the web page is later than
the start time of the event.

sim(VDk, VTk) =
∑s

i=1 wTki × wDki√
∑s

i=1 w2
Tki ×∑s

i=1 w2
Dki

(12)

where variables are the same as Equations (7) and (10). If the relevance sim(VDk, VTk) is
greater than or equal to the specific threshold, it means that the web page is relevant to
the given event and the focused crawler will store the web page in a web page repository.
Otherwise, the web page will be discarded.

4.3. URL Priority Assignment with Quantified Temporal Distribution

As mentioned in Section 3, the priority of a URL published at time t is proportional to
the number of relevant web pages, which can be represented by the Google search volume
index. Therefore, a natural exponential function, which is an increasing function and is
commonly used in time series analysis [43], is constructed and combined into the URL
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priority assignment with the Google search volume index. The final equations of the new
method are shown in Equations (13) and (14).

P(URL) = θ × sim(VDk, VTk) + γ× simanchor (13)

PT(URLL) =

{
P(URL) P(URL) < δ

exp( λi
max{λ1,...λr} )× P(URL) P(URL) ≥ δ

(14)

where P(URL) and PT(URL) represent the URL priority computed by the traditional
and proposed methods, respectively. Variable sim(VDk, VTk) is the same as Equation (12).
Variable simanchor denotes the anchor relevance. Variables θ and γ are weighted factors,
and they satisfy θ + γ = 1 (θ ≥ 0 and γ ≥ 0). In Equation (13), the anchor text is a direct
description of the URL and is more important for the URL priority than the content of
the parent page. Therefore, variables θ and γ are set to 0.4 and 0.6, respectively. The exp()
represents the natural exponential function. The variable λi is the same as Equation (8).
The max{ . . . } denotes the maximum value of λi. The variable δ is a priority reduction
factor and is set as 0.4 through many experiments. It is used to ensure that the priority of
the URL corresponding to a relevant web page is raised and meanwhile the priority of the
URL corresponding to an irrelevant web page remains unchanged.

In Equation (13), the anchor relevance simanchor is also calculated by the cosine formula
using the anchor vector VAK and topical vector VTK, as shown in Equations (15) and (16).

VAK = {(k1, wAk1), (k2, wAk2), . . . , (kn, wAkn)} (15)

sim(VAk, VTk) =
∑s

i=1 wTki × wAki√
∑s

i=1 w2
Tki ×∑s

i=1 w2
Aki

(16)

where wAki represents the weight of the keyword ki and is calculated by the frequency of
occurrence of keywords ki in the anchor text. Other variables are the same as in Equation (7).

In Equation (14), the value of the variable λi is related to the publication time of the
corresponding URL. In this paper, two ways are used to extract the publication time. The
first way is to use regular expressions to extract the time from the URL, which contains a
time expression. For example, the time of 5 September 2008 can be extracted from the URL
of ‘http://news.sohu.com/20080905/n259388056.shtml’ (accessed on 23 February 2023). If
the URL does not contain a time expression, then its time of publication will be assumed to
be the same as the time of publication of its parent web page. In fact, its publication time is
equal to or slightly earlier than the publication time of its parent web page. However, each
Google search volume index corresponds to a larger time interval, which means that two
publication times with a small gap are very likely to have the same Google search volume
index. Therefore, the hypothesis of the second way is reasonable.

5. Experiments and Discussion
5.1. Experimental Setup

To verify the effectiveness of our approach, we first conducted experiments on event
temporal intent identification, followed by experiments on the effectiveness of our focused
crawler. In the experiments, the above method was implemented using the C# language.
The experiments were conducted in an environment with an Intel Pentium 4 CPU 3.20 GHz,
1 GB RAM, and 6 M bandwidth.

5.1.1. Effectiveness Metrics

There are two basic effectiveness metrics for focused crawlers [8]. The first is the
precision, which denotes the fraction of relevant web pages in the crawled web pages. The
higher the precision value, the better the crawler’s ability to prioritize URLs. The second

http://news.sohu.com/20080905/n259388056.shtml
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is the recall, which represents the fraction of the crawled relevant web pages in the total
relevant web pages. The higher the recall value, the better the crawler’s ability to retrieve
relevant web pages. In this paper, only the precision is chosen as our effectiveness metric,
because the number of relevant web pages in the whole web is unknown, and this paper
mainly investigates whether the temporal intent can help the crawler to find relevant web
pages quickly. It can be calculated with Equation (17).

p =
CR
TC

(17)

where variables p represents the precision. The variable CR denotes the number of relevant
pages crawled. The variables TC indicate the total number of crawled pages.

5.1.2. Data Preparation

According to the definition of a focused crawler, topical keywords must be identified
prior to the crawling experiment. In this paper, a time-related event “Typhoon Haiyan”
was chosen to test the effectiveness of our focused crawler. Specifically, “Typhoon Haiyan”
was submitted as a query to Baidu News Search to identify the topical keywords. Based on
the search results, 100 pages related to “Typhoon Haiyan” were manually selected. The
content of the 100 relevant web pages was then segmented into different keywords using
Pangu Chinese word segmentation, and these keywords were counted by word frequency.
The keywords were then ranked according to their frequency, and 12 keywords with high
frequency and practical importance were selected as topical keywords. It should be noted
that synonyms were combined in this process, e.g., “typhoon” and “hurricane”. The
weight of the topical keywords was then calculated using the document-inverse document
word frequency method. The final set of topical keywords and their weight for the event
“Typhoon Haiyan” are shown in Equation (18).

VTk =


(typhoon, 1), (Haiyan, 0.92), (Philippines, 0.57),
(Guangxi, 0.45), (rescue, 0.32), (Sanya, 0.26),
(heavyrain, 0.24), (death, 0.2), (Hainan, 0.2),
(Vietnam, 0.2), (disaster, 0.19), (land f all, 0.16)

 (18)

The initial URLs for the crawling experiment were selected manually and automatically
based on search engines. First, 12 web pages about Typhoon Haiyan from major portals
were manually selected. Then, “Typhoon Haiyan” was submitted as a query to the Baidu
News search engine and 360 News search engines, and 100 non-repeating URLs were
obtained. Finally, 112 URLs were used as the initial URLs for this experiment.

5.2. Experiment 1: Temporal Intent Identification

This section presents an experiment that demonstrates the ability of Google Trends
to identify temporal intent. The experiment takes “WenChuan earthquake”, “YuShu
earthquake”, “Typhoon HaiYan”, “Haiti earthquake”, and “Indian Ocean Tsunami” as
examples. Their Google Trends data is shown in Figure 3.

As mentioned in Section 3.2, the start times of these events are identified according to
the first fluctuation of the Google Trends data from zero to a small value. Table 1 shows the
comparison between the detected start time and the actual start time. It can be seen from
Table 1 that all the identified start times are consistent with their actual start times at the
month level. This shows that the Google Trends data is closely related to the events. It also
shows that the method proposed in this paper for identifying start times based on Google
Trends data is effective.
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Table 1. Comparisons between the detected and actual start time.

Event Name
Time Interval When

the Initial Search
Volume Index Is Zero

Time When the Initial
Search Volume Index
Is Greater than Zero

Detected Start Time Actual Start Time

WenChuan earthquake [2004-01, 2008-04] 2008-05 2008-05 2008-05-21
YuShu earthquake [2004-01, 2010-03] 2010-04 2010-04 2010-04-14
Typhoon HaiYan [2004-01, 2013-10] 2013-11 2013-11 2013-11-03
Haiti earthquake [2004-01, 2009-12] 2010-01 2010-01 2010-01-12

Indian Ocean Tsunami [2004-01, 2004-11] 2004-12 2004-12 2004-12-26

Furthermore, the values of the Google Trends data are also a reflection of the temporal
distribution of these events in Figure 3. For example, the event “WenChuan earthquake”
was of high concern to users from May to December 2008 and was renewed in May 2009.
This is consistent with its Google Trends data in Figure 3. This shows that it is reasonable
to use Google Trends data to quantify the temporal distribution of the event.

Based on the above analysis, the start time and quantized temporal distribution of the
event “Typhoon Haiyan” in the following experiments are shown as Equations (19) and (20),
whose variables are the same as in Section 4.1.

TST = [2013-11-01, ∞] (19)

TTD = {< [2013-11-01, 2013-11-30, 100 >,< [2013-12-01, 2013-12-31], 6 >} (20)

5.3. Experiment 2: Effectiveness of Our Focused Crawler

This experiment uses the mainstream best-first crawling strategy-based focused
crawler as a benchmark for comparison. The best-first crawling strategy mainly uses
the cosine similarity between topic keywords and web content as the similarity calculation
and assigns URL priority using web content similarity and anchor text similarity. Our
temporal intent focused crawler is mainly based on the formula in Section 4. In the exper-
iments, the two methods use the same initial URL, topical keywords, web page request
method, and web page parsing method, while the differences are in the topic representa-
tion method, topic relevance calculation strategy, and URL priority assignment method.
Finally, 2500 web pages were crawled by each of the two methods to evaluate the crawling
performance. The experimental results for the two crawling methods are shown in Figure 4.



Appl. Sci. 2023, 13, 4149 11 of 14

Appl. Sci. 2023, 13, x FOR PEER REVIEW 11 of 14 
 

Based on the above analysis, the start time and quantized temporal distribution of 
the event “Typhoon Haiyan” in the following experiments are shown as Equations (19) 
and (20), whose variables are the same as in Section 4.1.  𝑇 = [2013-11-1,∞] (19)𝑇 = {< [2013 − 11 − 01,2013 − 11 − 30]，100 >, < [2013 − 12 − 01,2013 − 12 − 31]，6 >} (20)

5.3. Experiment 2: Effectiveness of Our Focused Crawler 
This experiment uses the mainstream best-first crawling strategy-based focused 

crawler as a benchmark for comparison. The best-first crawling strategy mainly uses the 
cosine similarity between topic keywords and web content as the similarity calculation 
and assigns URL priority using web content similarity and anchor text similarity. Our 
temporal intent focused crawler is mainly based on the formula in Section 4. In the exper-
iments, the two methods use the same initial URL, topical keywords, web page request 
method, and web page parsing method, while the differences are in the topic representa-
tion method, topic relevance calculation strategy, and URL priority assignment method. 
Finally, 2500 web pages were crawled by each of the two methods to evaluate the crawling 
performance. The experimental results for the two crawling methods are shown in Figure 
4. 

  
(a) (b) 

Figure 4. Crawling results of the two methods. (a) is the cumulative number of relevant web pages. 
(b) is cumulative precision. 

Figure 4a depicts the cumulative number of relevant web pages. In other words, for 
any number n of crawled web pages, the total number of the crawl up to that point is 
reported. From Figure 4a, it can be seen that in the initial stage of crawling (the first 600 
web pages), the number of relevant web pages crawled by the two methods is almost the 
same. This is mainly because they use the same initial URL, and the web pages obtained 
in the initial stage are chained from the initial URL. The number of relevant pages crawled 
by our method was significantly higher than that crawled by the traditional best-first 
method after crawling 600 pages. For example, our focused crawler obtains 1138 relevant 
web pages while the traditional one obtains 930 relevant web pages when the two crawlers 
both collected 1400 pages. Therefore, it is intuitive that the crawling effect of the focused 
crawler in this paper is superior to that of the traditional method. 

In order to perform a quantitative comparative analysis, the precision metric is com-
puted according to Equation (17). Figure 4b depicts the cumulative precision of the two 
crawlers. As can be seen in Figure 4b, the difference in precision between the two methods 
is small for the first 600 crawled web pages, with a difference of 0.1% in their cumulative 
average precision. After that, the precisions of our method are consistently higher than 
those of the traditional best-first method, with an average improvement of 10.28%. The 

Figure 4. Crawling results of the two methods. (a) is the cumulative number of relevant web pages.
(b) is cumulative precision.

Figure 4a depicts the cumulative number of relevant web pages. In other words, for
any number n of crawled web pages, the total number of the crawl up to that point is
reported. From Figure 4a, it can be seen that in the initial stage of crawling (the first 600 web
pages), the number of relevant web pages crawled by the two methods is almost the same.
This is mainly because they use the same initial URL, and the web pages obtained in the
initial stage are chained from the initial URL. The number of relevant pages crawled by
our method was significantly higher than that crawled by the traditional best-first method
after crawling 600 pages. For example, our focused crawler obtains 1138 relevant web
pages while the traditional one obtains 930 relevant web pages when the two crawlers both
collected 1400 pages. Therefore, it is intuitive that the crawling effect of the focused crawler
in this paper is superior to that of the traditional method.

In order to perform a quantitative comparative analysis, the precision metric is com-
puted according to Equation (17). Figure 4b depicts the cumulative precision of the two
crawlers. As can be seen in Figure 4b, the difference in precision between the two methods
is small for the first 600 crawled web pages, with a difference of 0.1% in their cumulative
average precision. After that, the precisions of our method are consistently higher than
those of the traditional best-first method, with an average improvement of 10.28%. The
greatest improvement in precision is achieved when a total of 974 web pages are crawled,
with an increase of 25.21%. The results indicate that the ability of our method to find pages
related to a topic event is better than the traditional method.

There are two main reasons why our method is able to achieve such excellent results.
First, our method can identify the temporal intent of the event (i.e., the start time and the
quantified temporal distribution) and can filter out pages published before the event using
a relevance calculation strategy based on the start time. More importantly, a new URL
priority assignment method is designed based on the quantified temporal distribution,
which can prioritize the crawling of pages published at the time of the event. In contrast,
traditional best-first methods still focus only on the keywords of the event and the content
of the web page, while ignoring the relationship between the web page and the temporal
intent of the event. This leads to traditional methods of crawling many irrelevant web
pages before and after the event occurred.

6. Conclusions and Future Work

The collection of web information about the event can be seriously affected by the
temporal intent of the event. However, the temporal intent is still ignored by current
focused crawling methods. In this paper, we propose a new temporal intent identification
method and a novel focused event crawler with temporal intent. In the new temporal intent
identification method, the Google Trends data is used to automatically identify the start time
of events and quantify the temporal distribution of events. In the new focused event crawler,
the identified start time is introduced into relevance calculation to filter out irrelevant web
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pages published before the event occurred. Furthermore, the crawler constructs a natural
exponential function with the quantified temporal distribution to change the crawling
priority. The experimental results show that our method can effectively identify the start
time of events at the monthly level and quantify the relationships between the temporal
distribution of events and the number of web pages. In addition, the crawling experimental
results show an average improvement of 10.28% and a maximum improvement of 25.21%
in the crawling precision of our method in comparison with the traditional best-first
crawling method.

Although our method has improved significantly in terms of crawling effectiveness,
there is still room for improvement. Currently, the temporal intent of events is only
identified based on Google Trends data. This data is limited by the geographic nature
of Google users and therefore does not cover all events. As a result, we may not be
able to identify the temporal intent of certain events. In the future, we will add more a
priori data (e.g., the Baidu index). We will also create a feedback mechanism using the
crawled web data. In addition, spatial location is an important component of events. It
has been shown to be effective in focused crawlers [8]. However, the spatial semantics of
events are not considered in the approach of this paper. Therefore, we will try to add a
spatial similarity calculation module to the temporal intent focused crawler. In addition,
we are currently still optimizing the traditional crawling method. In the future, we will
also consider combining some optimization algorithms from other domains (e.g., Runge-
Kutta optimization algorithm and meta-heuristic algorithm [44–46]) to further improve the
crawling effect.
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