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Abstract

:

The main purpose of chat robots is to realize intelligent interaction between human beings and chat robots. Generally, a complete conversation involves chat contexts. Before responding, human beings need to extract information from their chat contexts, and human beings are very good at extracting information. However, how to make the chatbots more complete in extracting appropriate contextual information has become a key issue for the chatbots in multi-round dialogues. Most research in recent years has paid attention to the point-to-point matching of responses and utterances at reciprocal granularity, such as SMN (Sequential Matching Network) and DAM (Deep Attention Matching Network), for which these parsing methods affect the effectiveness of the above networks to some extent. For example, DAM introduces an attention mechanism, which can obtain good results by parsing five levels of granularity of response and utterance through a self-attention module, and then matching the same level of granularity to mine similar spatial information in it. Based on the structure of DAM, this paper proposes an information-mining idea for improving DAM, which applies to those models with a multi-layer matching structure. Therefore, based on this idea, this paper presents two improved methods for DAM, so as to improve the accuracy of the information extraction from the contexts of the multiple round chats. The experiments show that the improved DAM has better results than that of the unimproved DAM, which are, respectively, R_2@1 increased by 0.425%, R_10@1 increased by 0.515%, R_10@2 increased by 0.341%, MAP (Mean Average Precision) increased by 0.358% in Douban data set, P@1 increased by 1.16%, R_10@1 increased by 1.17%, and these results are better than those state-of-the-art methods, and the improved methods presented in this paper can be used not only in DAM but also in other models with similar the point-to-point matching structures.
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1. Introduction


Turing proposed in 1950 that building an automated chat agent (chatbot) is a long-term goal of AI [1]. Until 2015, most research on chatbots considered only the last utterance in the context of the chat as the basis for the response [2,3,4]. However, [5] has shown that using context as a reference provides richer information and also yields better results than using the last utterance as a reference. Currently, a major research topic on chatbots is to provide a chat context, including multiple rounds of utterances and multiple candidate responses, and to select the appropriate response from the candidate responses as the next answer in the context, i.e., the multi-round response selection.



Previous research has shown that a key to solving the multi-round response selection problem is how to efficiently parse the context and answer the utterances, SMN [6] uses GRU (Gated Recurrent Unit) [7] to parse the utterance and uses the output vector resulting from the process of GRU as the new granularity, DAM uses the attention mechanism to parse the utterance into multiple levels of granularities, the advantage of using the attention mechanism is that it uses less computation than RNN (Recurrent Neural Networks). DAM is a model consisting entirely of attention modules, which is based on the attention module proposed by the transformer [8], and is constructed by two core modules: (1) self-attention, which parses utterance and response into multiple levels of granularity in a stacked structure, with each level of granularity presenting the semantic information at a different level; (2) cross attention, which implements the cross attention between utterance and response, and explores the mapping space between them. The self-attention and cross-attention are the keys to the excellent performance of DAM. DAM symmetrically computes matching at the same level of granularity, which does extract a large amount of valid information, but this is incomplete. We argue that there is an interactive mapping space between the different levels of granularities and that the information in the space can be further explored to maximise the performance of DAM.



By analyzing the shortcomings of the enhanced deep attention matching model based on dislocation granularity matching (SM-DAM), a new “dislocation” matching method is proposed in this paper. At the same time, this paper also tries to combine the dislocation granularity matching method of SM-DAM and use four matrices to aggregate into 3D (three-dimensional) matrices for testing. In order to verify the above two improved methods proposed in this paper and comparison with DAM, the proposed methods are tested by Ubuntu Corps V1 (Canonical Ltd., Isle of Man, Britain) [8] and Douban conversation Corps (Douban Social Network, Beijing, China) [9].



The actual findings and innovations of this paper are summarized as follows:




	(1)

	
The “dislocation” matching method proposed in this paper focuses on mining “dislocation” information in the “representation” stage of SM-DAM. Through the attention module, the granularity representation of response and utterance at different levels can achieve the cross-attention, so that the dependency information between the “dislocation” levels can be obtained more deeply (compared with the dislocation matching method of SM-DAM), and then the similarity matching can be performed. The experimental results show that the matching method proposed in this paper is effective, which also verifies the rationality and effectiveness of the processing step of mining the deep representation of the targeted point-to-point first, and then extracting the information from all the processed representations as a whole.




	(2)

	
By the dislocation granularity matching method of SM-DAM, and using four matrices to aggregate into a 3D matrix for testing, it is found that the dislocation granularity matching method of SM-DAM and the information extracted by the method proposed in this paper have a large duplication, which shows that the multi-level dislocation cross-attention granularity matching method proposed in this paper is an improvement in the same nature of the dislocation granularity matching method of SM-DAM. In addition, it is possible to extract complete information using a simpler method, and the matching method proposed in this paper is a more complete information supplement method based on SM-DAM.









This paper is organized as follows: Section 1. Introduction; Section 2. Related work; Section 3. Improved DAM; Section 3.1. Deep Attention Matching Model; Section 3.2. Shifted Granularity Matching; Section 3.3. Multi-level Shifted Cross Attention Granularity Matching; Section 4. Experiments; Section 4.1. Dataset; Section 4.2. Evaluation Metric; Section 4.3. Comparison Methods; Section 4.4. Experiment Results; Section 5. Conclusions.




2. Related Work


Chatbots have a wide range of uses, which has led to a variety of different research directions. If they are classified by their functions, they can be divided into task-based chatbots [10], which are solving tasks with a specified domain and where the focus is on completing vertical tasks, and non-task-based ones [4,11], which are similar to general human-to-human communication without a compulsory purpose; If they are classified by their dialogue modes, they can be divided into single-round dialogues and multi-round dialogues. With the rapid development of artificial intelligence recently, further results have been achieved in chatbot research. Currently, there are three main research directions for chatbots: retrieval-based, generative-based, and knowledge graph-based.



The retrieval chatbots [2] are used to find the optimal response in a given corpus, by calculating the relevance of candidate responses for ranking and matching. It benefits from the development of big data, hardware computing power, and storage capacity. The limitation is that the language pattern of the robot’s responses will be relatively constant, which does not show the diversity of the language. Currently, the retrieval chatbots mostly select optimal candidate responses by computing the matching degree between utterances and responses [12,13,14,15,16,17,18,19]. SMN uses RNN to parse the information of utterances (including timing information) to generate new granular representations for more efficient matching. Zhang [20] proposed Deep Utterance Aggregation (DUA) based on SMN, employing self-matching attention to capture the vital information in each utterance. On the other hand, [21] discards RNN to extract semantic information and constructs a full attention model—DAM, which parses utterances into multi-layer granular representations through a self-attention mechanism, then uses the cross-attention module to extract the mapping space information between response and utterance, and finally selects the best candidate response by computing the matching degree between the representations.



The generative chatbots [10,22] learn the patterns inherent in language and represent the “knowledge” of the language in data through a process of “encode-decode” and then generate responses [23,24,25,26,27,28,29,30,31]. The responses do not exist in the corpus and are entirely “created” by the chatbots. Although the generative-based chatbots can generate utterances that do not exist in the corpus to break the limitations of response, in the spatially unbounded environment of open chat, it is difficult to learn from the large information space using the encoder-decoder structures, therefore, it is easy to generate meaningless responses.



The knowledge graph-based chatbots [32,33,34,35,36] solve the complex steps of learning logical reasoning by the knowledge graph, which can be continuously extended and improved, while the chatbots use the knowledge graph to handle complex logic between issues simply and efficiently. Finally, the captured logic is expressed as output in human language through a deep neural network.



Neural network machine translation (NMT) is the first time to introduce the attention mechanism into natural language processing, the attention mechanism is applied to NMT, which is a typical seq2seq model [37]. The encoder and decoder in the traditional NMT are implemented using RNN. The encoder encodes the input into a vector with a set dimension and length, which is used as the reference information for subsequent decoding operations. The decoder uses another RNN, and uses the middle vector as the reference to achieve decoding translation and obtain the target language. On the basis of the traditional NMT, Ref. [37] proposed the attention mechanism, which is used to connect the representation of each word of the source language learned on the encoder with the current word to be translated. After the model is trained, the alignment matrix of the source language and the target language can be obtained according to the attention matrix.



The attention mechanism is also a method widely used in the field of deep learning, which can make a model focus on data information differently through learning weight distribution. The reference to the attention mechanism well solves the problem of long-range gradient disappearance in the encoder and decoder structure [37,38]. In addition to integrating the attention mechanism into the generative chat robots, some studies have applied it to the retrieval chat robot model. The Deep Attention Matching Network [39] is a very successful retrieval chat robot model that has applied the attention mechanism, inspired by [40], the deep attention matching model applies the attention mechanism in the transformer into the model to replace RNN to capture the matching information of different granularity between utterances and responses, so that more levels and more granularity of information can be extracted, and the potential semantic relation can be obtained.



At present, the latest deep attention matching model [41,42,43,44,45] applies the attention mechanism in the transformer to multiple rounds of selective response chat problems and is completely composed of attention modules. It extracts information from multiple levels of response and utterance through the stack of self-attention modules, and represents it to the corresponding granularity, so as to solve the bottleneck of using RNN to only consider the shallow association information of the text. In addition to obtaining multi-layer granularity representation through the attention mechanism, the similarity matching between peer granularity to obtain the matching information between response and utterance is also a highlight of the model. Because the granularity of the same layer has a similar spatial structure, similarity matching can successfully extract important information.




3. Improved DAM


3.1. Deep Attention Matching Model


DAM consists of three main components: representation, matching, and aggregation. In the multi-round response selection problem, capturing the different granularities of matching information between response and utterance is the key to solving this problem. Before DAM, most models considered shallow textual and extract features using RNN. DAM replaces RNN with the attention component of the transformer and improves by removing the multi-headed part of the component. The component is called an attentive module in DAM, its input includes query, key, and value, which are denoted by Q, K, V:


  Q =       e   i       i = 0     n   Q   − 1   , K =       e   i       i = 0     n   k   − 1   , V =       e   i       i = 0     n   v   − 1    



(1)




where ei denotes the dimensional of the words with a value of 200. As with the encoding stage of the transformer, the first step is to do the Scaled Dot-Product Attention operation, then the weighting operation. The formulae are assumed as follows [21]


  A t t ( Q , K ) =  [ s o f t max (   Q [ i ] ·  K T     d    )   ]  i = 0    n Q  − 1    



(2)






   V  a t t   = A t t ( Q , K ) · V  



(3)







Next is to calculate the summation of Vatt and Q, followed by a layer of normalization [46] operations to prevent the gradient from exploding, and process by a forward feedback layer, and then do another summation and normalization operation to get the final output. Attentive Module (Q, K, V) will be used to denote the operation of the module.



3.1.1. Representation


The main component of the representation part is Attentive Module, which generates multi-level granularities. The input to the representation part is the word-embedded representation of response and utterance, which are defined as follows


   R 0  = [  e  r , 0  0  , … ,  e  r ,  n r  − 1  0  ]  



(4)






   R i 0  = [  e   u i  , 0  0  , … ,  e   u i  ,  n   u i    − 1  0  ]  



(5)




where e represents the coded representation of each word in the sentence. This is then followed by Attentive Module, whose inputs Q, K, and V are the same. The attentive Module in this mode is called the self-attention layer. Different granularities can be obtained by stacking the self-attention layers, their definitions are specified as follows [21]


   R  l + 1   = A t t e n t i o n M o d u l e (  R l  ,  R l  ,  R l  )  



(6)






   U  l + 1   = A t t e n t i o n M o d u l e (  U l  ,  U l  ,  U l  )  



(7)




where, l denotes the number of layers in the stack, and finally both responses and utterances will get l + 1 representations.



In addition to using the self-attention to extract different granularities of each response and utterance, DAM also uses the cross-attention to mine information about mutual attention between the same level granularities of responses and utterances, it implemented uses the Attentive Module, but unlike the self-attention that input Q is Rl (Uil), the inputs K and V corresponds to Uil (Rl), and the formulae are set as follows [21]


    R ˜  l  = A t t e n t i o n M o d u l e (  R l  ,  U i l  ,  U i l  )  



(8)






    U ˜  l  = A t t e n t i o n M o d u l e (  U i l  ,  R l  ,  R l  )  



(9)








3.1.2. Matching


With multi-level granularities of response and utterance and their cross-attentional granularities, the next step is to match the responses to the utterances. For the self-attention granularity vectors R0, R1, R2… and U0, U1, U2…, then forms a self-attentive matching matrix Mself. On the other side, the cross-attention vectors R0, R1, R2… and U0, U1, U2…, then forms the cross-attention matching matrix Mcross, which are specified by [21]


   M  s e l f    u i  , r , l   =   {  U i l    [ k ]  T  ·  R l  [ t ] }    n   u i    ×  n r     



(10)






   M  c r o s s    u i  , r , l   =   {   U ˜  i l    [ k ]  T  ·   R ˜  l  [ t ] }    n   u i    ×  n r     



(11)








3.1.3. Aggregation


After getting Mself and Mcross, all 2D match matrices are aggregated into a large 3D matching image Q, the specific aggregation method is to align Mself and Mcross, therefore an additional dimension is added and the new dimension size is 2(L + 1), which can be computed as follows [21]


  Q =   {  Q  i , k , t   }   n ×  n   u i    ×  n r     



(12)






   Q  i , k , t   =   [  M  s e l f    u i  , r , l   [ k , t ] ]   l = 0  L  ⊕   [  M  c r o s s    u i  , r , l   [ k , t ] ]   l = 0  L   



(13)







After the aggregation into a 3D matched image, feature extraction is performed twice in succession using convolution and maximum pooling, followed by a linear layer to convert the dimension to 1, which is used to represent the score of matches as follows [21]


  g ( c , r ) = σ (  W 3   f  m a t c h   ( c , r ) +  b 3  )  



(14)




where, the extracted feature is denoted by fmatch(c, r).





3.2. Shifted Granularity Matching


Explaining the meaning of each level of granularity in DAM is difficult, but we can make an analogy in another way, for a sentence, its granularity from shallow to deep can be represented as a whole sentence, small clause, phrase, and word. What is achieved in DAM is similarity matching at the same level of granularity, e.g., sentence-to-sentence, phrase-to-phrase. However, we believe that similarity matching is also possible between different levels, where sentences and words are related, for example, “colourful flowers bloom in the park” and “flowers”. In this view, DAM ignores the association between the different granularities, and the space of association can be further explored.



Therefore, we propose a shifted granularity matching approach, as shown in Figure 1. In the matching phase of the model, the granularity of the response is shifted and matched with the granularity of the utterance. For example, the 1st layer granularity of utterance is matched to the 2nd layer granularity of response, the 2nd layer granularity of utterance is matched to the 3rd layer granularity of response, and so on. Figure 1 assumes that there are 5 layers of the stacked self-attention, i.e., there are 5 layers of granularity representations. Uil denotes the ith utterance of the lth layer of granularity, and Rl denotes the lth layer of granularity of the responses. The shifted distance can not only be 1, the matching module with a shifted distance of 2 is illustrated in Figure 1b. When the shifted distance is d, U6−d… U5 and R1…Rd are not required to be matched, the following equation represents the definition of the shifted matrix,


   M  s e l f    u i  , r , l   =   {  U i l    [ k ]  T  ·  R  l + d   [ t ] }    n   u i    ×  n r     



(15)




where Uil[k]T denotes kth embedding vector in Uil, Rl+d[t] denotes tth vector in Rl+d, i denotes ith utterance, l denotes an lth layer of granularity, and d denotes the shifted distance.



Considering the full use of the information, we can make use of the unused granularities, we can match the tail of the utterance which is not matched with the head of the response. Figure 2a shows the model for a complete match at a shifted distance of 1, i.e., matching the representation at the 5th layer of the utterance with the representation at the 1st layer of the response, and Figure 2b shows the model for a complete match at a shifted distance of 2, which matched the representation at 4th and 5th layers of the utterance with the representation at 1st and 2nd layer of the response respectively.



In the aggregation phase, the matrix obtained from the shifted granularity matching module will be added to the matching part of DAM and together with the original self-attention matching matrix and the cross-attention matching matrix, it will be integrated into a new 3D matching matrix, each pixel value in the new matrix Qi,k,t is specified by


   Q  i , k , t   =  [  M  s e l f    u i  , r , l   [ k , t ]   ]  l = 0  L  ⊕  [  M  c r o s s    u i  , r , l   [ k , t ]   ]  l = 0  L  ⊕  [  M  s h i f t    u i  , r , l   [ k , t ]   ]  l = 0   L − d    



(16)




where, Mself ui,r,l, Mcross ui,rl, and Mself ui,r,l denote the self-attention matching matrix, the cross attention matching matrix, and the shifted matching, ⊕ denotes a concatenation operation, each pixel has 3(L + 1) − d channels, containing the matching degree between a segment pair with different granularity levels. The whole model is shown in Figure 3.




3.3. Multi-Level Shifted Cross Attention Granularity Matching


The shifted granularity matching method works in the “matching” phase of the model, where the input data is a granular representation of the stacked self-attention module, which is already processed data, and on the top of which the shifted information is extracted by the convolutional network. Thus, the “shifted” information we need to mine is conducted by the convolutional network alone. We believe that mining shifted information in this way is crude. In reference to DAM, in the “representation” phase, in addition to using a stacked self-attention module to obtain multi-level granularities of the sentences, in order to obtain information on the interactive representation of the response and the utterance, this stage uses the same structure of the attention module, with the granularities of the response and the utterance as input to the module. This process has already made preliminary mining of the information of the mapping relationship between response and utterance, and then the convolutional network does the second information extraction. Comparing the two kinds of information extraction modes, the former operates directly on representations of the two utterances, therefore, it is more focused and extracts information in a point-to-point mode, while the latter operates on a 3D matrix composed of all representations and extracts information on the correlation between all representations by the convolution network. Therefore, it operates on a whole object.



We believe that the advantage of DAM is that it purposefully extracts information on a point-to-point basis and outputs a corresponding representation, which is used in information processing as an input to overall information mining. The former information processing contributes significantly to the latter information mining. Instead of a point-to-point step for shifted information, the shifted granularity matching method uses a non-shifted point-to-point extraction representation for “shifted” information extraction in the overall information extraction step. Therefore, we propose a more optimized approach to information mining, where the “shifted” information is targeted by point-to-point mining and outputting a representation that is put into the overall information extraction.



As shown in Figure 4, we take the shifted response and the utterance granularities as Q, K, and V of the Attentive Module respectively, and call the new vector as the shifted cross-attention granularity. In the same way, the response and utterance are swapped and put into Attentive Module to obtain another shifted cross-attentional granularity. As shown in Figure 4, the expressions for the module are defined as follows:


    R ^  l  = A t t e n t i o n M o d u l e (  R l  ,  U i l  ,  U i l  )  



(17)






    U ^  l  = A t t e n t i o n M o d u l e (  U i l  ,  R l  ,  R l  )  



(18)




where, the inputs are Query, Key, Value, l indicates the number of levels, and R denotes the response corresponding to the granularity, and U denotes the granularity of utterance, Rl denotes lth utterance in the context, for example, i is ith of a response. Finally, Ȓl and Ȗil represent the shifted cross-attention granularity of the corresponding layers of the response and utterance respectively.



In the matching phase, the two shifted cross-attention granularities Ȓl and Ȗil are conducting similarity matching. As shown in Figure 5, with blue indicating the shifted cross-attention granularity generated in Figure 4 and green indicating the shifted cross-attention granularity generated in Figure 4, and the two granularities are paired at the same level and finally constructed into a 2D matching matrix, which can be computed by


   M  s h i f t − c r o s s    u i  , r , l   =   {   U ˜  i l    [ k ]  T  ·   R ˜  l  [ t ] }    n   u i    ×  n r     



(19)




where Ȗil [k]T denotes kth embedding vector in Ȗil, and Ȓl[t] denotes tth embedding vector in Ȓl.



Next, the new matching matrix is aggregated with the two original matrices into a 3D matrix. As shown in Figure 6, the new matching matrix is obtained through the multiple attention modules in the blue box and aggregated with the original self-attention and cross-attention matrices to form a new 3D matrix. Finally, the features are extracted by using twice convolution and maximum pooling as follows:


   Q  i , k , t   =   [  M  s e l f    u i  , r , l   [ k , t ] ]   l = 0  L  ⊕   [  M  c r o s s    u i  , r , l   [ k , t ] ]   l = 0  L  ⊕   [  M  s h i f − c r o s s    u i  , r , l   [ k , t ] ]   l = 0   L − d    



(20)









4. Experiments


4.1. Dataset


To facilitate comparison with DAM, we experimented with the same data sets as DAM, Ubuntu dialogue corps, and Douban conversation corps. Ubuntu dialog corps is an English-based data set, which is collected from the chat records of relevant technologies under the Ubuntu system. It contains 500,000 training sets with different contexts. Each context has a positive candidate response and a negative candidate response. The training set also has a combination of 1 million pairs of contexts and responses. As shown in Table 1, the response with Label 1 is the correct candidate response, 0 is the wrong candidate response, and each context corresponds to two candidate responses. Both the verification set and the test set contain 50,000 different contexts, and each context has one positive candidate response and nine negative candidate responses, as shown in Table 2. The positive responses in the data set are all from real human beings’ communication, while other negative responses are randomly selected from other data.



The data of Douban conversation corps is collected from China’s online social platforms and is based on Chinese. The training set contains 1 million context-response pairs, and the verification set has 50,000 pairs. Table 3 illustrates an example. It can be seen that the context discusses topics related to “watching Friends” and “learning English”, while the positive candidate statements do discuss related topics, while the negative candidate statements have no relevance to the context. Each context in the training set and the verification set has a positive candidate response and a negative candidate response. The difference is that the test set has 1000 contexts, each context has 10 candidate response statements, and there are multiple positive candidate responses in these statements. As shown in Table 4.



The experimental parameters are designed as follows: similar to the deep attention matching model, the experiments use Tensorflow to build a neural network and are carried out on Ubuntu 16 operating system. The hardware platform is a six-core E5-2680 v4 CPU, 30GB memory, and NVIDIA GEFORCE RTX 3060 graphics card with 12.6 GB GPU memory. Referring to the deep attention matching model, the experiments set the maximum number of chat rounds as 9, and the maximum number of words per utterance is 50. Mikolov’s word2vec method is used to preprocess the training set. The size of the FNN parameter is set to 200, which is the same as the size of the embedded word vector. The stack number of self-attention modules is also set to 5. In the model, there are 32 [3, 3, 3] filters in the first convolution layer, with [1, 1] for the side, [3, 3, 3] for the maximum pooling layer, [3, 3, 3] for the side, and 16 [3, 3, 3] filters in the second convolution layer, [1, 1] for the side, [3, 3, 3] for the maximum pooling layer, and [3, 3, 3] for the side, and the batch-size is set to 256.




4.2. Evaluation Metric


We used MAP [47], Recall, MRR (Mean Reciprocal Rank) [48], and precision as the evaluation metric for the experiments. They are both commonly used for the multi-round response problem. A recall is primarily used to measure how well the model detects positive samples, that is, the ratio of true positives in true positives and false negatives, which is defined as follow


   R n  @ k =     ∑  i = 1  k    y i        ∑  i = 1  n    y i       



(21)




where k denotes the number of the true positive samples selected, for example, the correct responses, n denotes the total number of the candidate responses, and yi denotes the label of each candidate response in binary, the general uses of R2@1, R10@1, R10@2, R10@5. The precision measures primarily the prediction accuracy of the model, that is, the ratio of the true positives in the true positives and the false positives. MAP is essentially an average of the maximum recall for each category in a multicategory test. In the multi-round response problem, it first calculates the precision for each set of the chat corpus by [44]


  P r e c e s s i o n c =   N   ( T r u e P o s i t i o n )  C    N   ( T o t a l O b j e c t s )  C     



(22)







MRR is commonly used to evaluate search algorithms, which is based on the assumption that there is only one correct result, i.e., the first result matches with a score of 1, the second match with a score of 0.5, and the nth match with a score of 1/n. The final score is the sum of all scores. The reciprocal rank is the inverse of the rank of the first correct answer. MRR is the mean of the inverse of the rank of multiple query utterances, which is specified by [49]


  M R R =  1   | Q |      ∑  i = 1    | Q |      1  r a n  k i       



(23)




where ranki denotes the ranking of the first correct answer in the ith group.




4.3. Comparison Methods


In order to validate the effectiveness of the improved methods, we compare the experimental results of the proposed model with several classical models. In addition to DAM, there are the SMN model and the stacked multi-head attention [48], both of which propose models applicable to the two datasets previously mentioned. SMN matches each utterance and response to construct a 2D similarity matrix, and in addition to matching at the word embedding level, it uses GRU to obtain a granularity at the sub-sequence level and then obtains the utterance-response similarity matrix at that level of granularity, and finally extracts the matches by convolution and pooling as well. The stacked multi-head attention is optimized on the basis of DAM by using the multi-head attention to capture the semantic dependencies between the layers, thus obtaining a multi-layer granular representation with more information than DAM hierarchical capture approach.




4.4. Experiment Results


The comparative experiments compare the results with the deep attention matching models, SMN and SMHA, and also with the experimental results of SM-DAM to verify the effectiveness of the two dislocation methods proposed in this paper. Before comparing with the other models and the methods, it is necessary to determine the optimal number of dislocation matching layers and the granularity layer to be matched in the proposed method through the experiments. Since the maximum number of stacks of the self-aware modules is set to 5, and under the condition of dislocation, the maximum number of granularity layers that can be matched for dislocation is 5 (including the original representation), that is, it can start from layer 1 matching and increase to layer 5 matchings. In this paper, the number of matching layers needs to be continuous (better results can be obtained by determining the continuity through the experiments, and there is a repetition between the non-continuous and the dislocation greater than 1). In addition, the optimal dislocation distance needs to be determined. In this section, when the dislocation is determined to be 1 through the experiments, the result is the best.



The reason is that when the dislocation distance becomes larger, the mapping relation between granularity may disappear or the effective information cannot be expressed due to the large difference in spatial structure. Another explanation is that the independent attribute between the granularities is more improved, while the common similar space is compressed, which is difficult to be mined (or cannot be mined using the current convolution pooling model structure), and it is also easy to extract redundant information, affecting the results, the experimental results of other dislocation distances are not shown in this section. The results are shown in Figure 7 and Figure 8, where “n to m” represents the grain size from the nth layer to the mth layer. Figure 7 and Figure 8 only shows the experimental results of three or more layers (because the experimental results of less than three layers are not better than those of three layers, and the number is too large).



It can be found that the model obtains the best results under the setting of the granularity from the first layer to the third layer, but also under the condition that the number of layers is three, the effect of the later granularity layer is less obvious, and even reduces the accuracy. Then compare the results with 4 layers. The results from the first layer to the fourth layer are better than the results from the second layer to the fifth layer. Compared with the results of “1 to 4” and “1 to 5”, the former is better than the latter, while compared with the results of “1 to 5” and “2 to 5”, the former is better.



To sum up, it can be found that in the case of other layers, the effect of more than the fourth or fifth layers will be retrogressive. We believe that the dislocation granularity matching between the fourth and fifth layers will bring negative effects. On the contrary, a model that only uses three levels or less is better than a model that uses three levels. It can be considered that the first three levels have a promoting effect. The reason is that the deeper the granularity, the greater the spatial independence, and the smaller the dependence on public space. That is to say, it represents the unique semantics of the corresponding statement, and has its own attributes, rather than linguistic commonalities. Similarity matching of such granularity will bring error information and side effects to the model.



Table 5 shows the results of different shifted distances as well as full matching methods under the shifted granularity matching method, where n in DIS −n denotes the shifted distance, and if followed by β, it is the full granularity matching method. It can be seen that the effectiveness of the model is gradually reduced when the shifted distance becomes larger, and when the distance is 3, the results are comparable to the original DAM. Indicating that it is difficult to capture the association information while easily leading to negative effects when matching the granularities with large distances. On the other hand, the comparison in Table 5 also shows that full granularity matching does not bring good results, but makes the effectiveness worse.



The reasons for the above counter-effects are: (1) the distance between granularity levels is too large, resulting in large differences in the spatial structure of granularity, and the similarity space is too small. (2) the similarity space information between the long-distance granularity layers cannot be extracted by the similarity matching methods and the convolutional-pooling methods.



Table 6 shows the experimental results of the different matching methods under the multi-level shifted cross-attention granularity matching method. Since the maximum number of stacks of self-attention modules is 5, the maximum number of granularity layers that can be shifted matching is 5 (including the original representation), and the number of matching layers needs to be sequential (the experiments indicate that sequential gives better results). It is necessary to determine the optimal shifted distance, and the experiment shows that the results were optimal when the shifted distance was 1. The results are shown in Table 6 (the other shifted distances are not shown here), where “n to m “ denotes the distance from the nth layer granularity to the mth layer. Table 6 only shows the experimental result with 3 or more layers (the experiments with less than 3 layers did not give better results than when there were 3 layers).



It can be known that the model obtains the best results starting from 1st layer of granularity up to 3rd layer of granularity, while at the 3 layers, the further back in the granularity layers bring less effective results and even reduced accuracy. Then, comparing the results of matching at 4 granularities, the results from the 1st layer to the 4th layer are better than the results from the layer 2nd to the 5th layer, and comparing the results for “1 to 4” and “1 to 5”, the former are better than the latter.



In summary, it can be seen that the effect of an extra 4th layer or 5th layer is reversed when all other layers are the same, and we conjecture that the shifted granularity matching between the 4th layer and the 5th layer has a negative effect. The reason is that the deeper the granularity, the greater the spatial independence and the less dependence on the common space, i.e., it represents the unique semantics of the corresponding utterance, with its own properties, rather than the linguistic commonality, and the matching similarity to such granularity will bring distorted information to the model. The validity of this conjecture remains to be verified by subsequent experiments.



Table 7 shows the results of comparing several models under the Ubuntu and Douban datasets, where Ours-1 indicates the improved model using the shifted granularity matching with 1 shifted distance. It shows that our model outperforms DAM. The improvement to DAM on R10@1 is over 1.17%, and on R10@2 is over 0.80%. As for Douban corpus, the improvement to DAM on MAP is over 1.45%, on MRR is over 1.50%, on P@1 is over 0.94%, on R10@2 is over 3.67%, on R10@5 is over 1.59%. In terms of the magnitude of the improvement in each metric, it can be concluded that the shifted matching provides better information extraction.



In comparison with the other two methods, the shifted granularity matching method also achieves better results for several metrics. In the Ubuntu dataset, the improvement to the sequential matching network on R2@1 is over 1.62%, on R10@1 is over 6.89%, on R10@2 is over 4.01%, in the Douban dataset, on MAP is over 5.48%, on MRR is over 6.15%, on P@1 is over 8.56%, on R10@1 is over 10.30%, on R10@2 is over 7.32%, and on R10@5 is over 6.22%.



The reason is that the SMN does not use the attention mechanism to parse the utterance but uses GRU to obtain a granular representation of the subsequence, which is limited to long utterances when encoded in RNNs, and the extraction of interaction information between response and utterance in SMN is executed during convolution and pooling, while DAM uses the attention module to compute cross-attention between the two during the “representation” phase. Furthermore, the properties of RNN make it difficult to incrementally parse into multiple layers of granularity, which makes them less informative than DAM.



In contrast to the stacked multi-head attention, in the Ubuntu dataset, the improvement to the stacked multi-head attention on R10@1 is over 0.388%, on R10@2 is over 0.228%, in the Douban dataset, on R10@1 is over 1.18%, and on R10@2 is over 0.711%. The model structure proposed by the stacked multi-head attention is based on the premise that the closer the utterance is to the response the more relevant it is to the response, whereas the shifted granularity matching method is based on the premise that the whole utterances are equal to the response in terms of the model structure, these two different premises, the latter may be better adapted to the current dataset.



The “1 to 3” in Table 7 indicates the use of the 1st granularity to the 3rd granularity for matching under the multilevel shifted cross-attention granularity method, as it gets the best result. In comparison with DAM, in the Ubuntu dataset, the improvement to DAM on R2@1 is over 0.640%, on R10@1 is over 1.69%, on R10@2 is over 1.14%, in the Douban dataset, on MAP is over 1.82%, on P@1 is over 2.11%, on R10@1 is over 2.36%, on R10@2 is over 2.44%, and on R10@5 is over 1.72%. In comparison with the shifted granularity matching method, the multi-level shifted cross-attention granularity method achieves better results, in the Ubuntu dataset, the improvement to the shifted granularity matching method on R2@1 is over 0.425%, on R10@1 is over 0.515%, on R10@2 is over 0.341%, in the Douban dataset, on MAP is over 0.358%, on P@1 is over 1.16%, and on R10@1 is over 1.17%. This demonstrates that by implementing shifted matching in the “representation” stage upstream of the model, a better shifted matching granularity representation can be resolved to construct a better matching matrix. It demonstrates again the rationality and effectiveness of the processing step of targeting point-to-point mining before extracting information from the representation as a whole.



We verify the effectiveness of the two proposed methods through the ablation experiments. Referring to DAM, we select the matching matrix in the matching phase of the model to achieve ablation, for example, only the self-attention matching matrices or the cross-attention matching matrices are selected. We remove the self-attention matching matrices and the cross-attention matching matrices in the matching phase and keep only the new matrices, i.e., the final aggregated matrices are only formed by the new method proposed in this paper.



As shown in Table 8, the results of the model Mshift (using only the shifted granularity matching matrix) are worse than those of the model with only the self-attentive matching matrix or the cross-attentive matching matrix but are not so different as to suggest that the method is effective in extracting the semantic information and that the information extracted using this method is different from that extracted using the other two matching matrices. From the results of the comparison can be known that Mshift contains the supplementary information required in the original model. Mshift−cross indicates the ablation results of the multi-level shifted cross-attention granularity method. Comparing the results of the other two ablation experiments with the original model, it can be seen that the results are very close to those of DAM and better than those of the other two matching matrices.



We believe there may be several reasons:




	
The multi-level shifted cross-attention granularity matching method can mine more information than that of the other two matching methods;



	
The method can cover part of the information that can be mined using the cross-attention and self-attention matching, for example, there may be some overlap between them, but fails to be better than the full DAM in terms of results as it has not completely replaced both the matching methods;



	
Mshift and Mcross are subject to interaction space through convolution and pooling after aggregation, but in the separate case, this space does not exist, thus reducing the mining of a portion of the information. Mshift−cross contains the interaction space of Mshift and Mcross parts, which can be extracted under the convolutional pooling;



	
There is an overlap between the adjacent granularities, allowing for the partial substitution between the granularities so that the information extracted in the non-shifted case can still be overlapped under the shifted matching.








These conjectures give us new anticipation as to whether there is a better way to achieve lower computational effort and higher accuracy with less matching matrix that can cover a more comprehensive range of information.





5. Conclusions


This paper proposes two improved methods based on DAM with the idea of “shift”. The first improvement is to calculate the similarity of the shifted granularity in the matching stage and construct a new matching matrix to load the mapping information between the shifted granularities as a supplement to the original model. The second improvement, the multilevel shifted cross-attention granularity matching, is based on the shortcomings of the previously proposed method. To address the shortcomings of the shifted granularity matching method, it is still guided by the idea of “shift”, allowing for a deeper dependency mapping between the shifted granularities, with the improvement in the “representation” phase. Inspired by the decoder structure in the transformer, where the shifted response and utterance granularities are conducted the cross attention to obtain new shifted granularities, which is then used to construct a new matching matrix that complements the information. We have demonstrated the effectiveness of the two methods by comparative experiments.



What we need to do in the future can be summarized as follows: (1) The way to realize the idea of “dislocation” matching in this paper is at the cost of linearly increasing the calculation amount and memory of model training. To solve this problem, we need to consider how to ensure that the information in the “dislocation” can be mined with less computation and memory overhead. This will involve how to more effectively represent the overall mapping relationship between the response and utterance, and compress more information into a less granular representation; Moreover, the two methods proposed in this paper are to add a new matching matrix. Although the matrix has new information to be mined, it is not difficult to conclude from the ablation experiments that the matrix contains most of the existing information of the original matrix. How to reduce the extraction of redundant information is also the focus of future research. (2) The other problem that needs to be studied in the future is how to verify the mechanical principle of “dislocation”. Although better results can be obtained through dislocation, the interaction principle between the dislocation granularities has not been proved through experimental logic. What needs to be carried out in the future is to further study the principle of interaction between the different granularities, and prove the rationality of the “dislocation” idea proposed in this paper through visual results. At the same time, it can also be verified by the experiments that this dislocation matching method can be used not only in the depth attention matching model but also in other models with a similar point-to-point matching structure.
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Figure 1. Shifted granularity matching module. (a) In the matching phase of the model, the granularity representation of response is mismatched with the granularity representation of utterance for the multi-layer granularity representation generated by the stacked self attention modules. (b) a matching module with a misalignment distance of 2. In Figure 1, the yellow blocks represent the granularity of utterance, orange blocks represent the granularity of response. While the orange boxes are used for one-to-one matching. Finally, the red-shifted granularity matching matrix is generated. 
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Figure 2. Shifted granularity matching module in full matching. (a) a fully matched model when the dislocation distance is 1, that is, matching the representation of the 5th level granularity of utterance (green box) with the representation of the 1st level granularity of response. (b) a fully matched model when the dislocation distance is 2, matching the granularity representations of the 4th and 5th levels of utterance with the granularity representations of the 1st and 2nd levels of response, respectively. The green boxes on either side indicate head-to-tail granularity matching to achieve full matching. 
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Figure 3. Improved DAM with shifted granularity matching method, the output of the representation part (representation of utterance and response in different granularities) is matched and calculated by shift mode to obtain a new matrix (represented in red), which is arranged and aggregated into a 3D matrix (grey) with the other two matrices. 
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Figure 4. Shifted cross attention of multi-level granularity. (a) The granularity of utterance is used as the Q input to the Attentive Module, and the granularity of response is used as the K and V inputs to the Attentive Module; (b) The granularity of response is used as the Q input to the attentive module and the granularity of utterance is used as the K and V input to Attentive Module. Finally, two different granularities of cross-attention are generated. 
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Figure 5. Shifted cross-attention matching matrix. 
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Figure 6. Improved DAM with shifted cross-attention granularity matching method. A new granular representation is generated at the representation part (Blue box), then matched to generate a new matrix (represented in purple), which is finally aggregated with the other two matrices to form a 3D matrix. 
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Figure 7. Comparison test results of granularity size layer selection (Ubuntu Dialogue Corpus). 
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Figure 8. Comparison test results of granularity size layer selection (Douban Conversation Corpus). 






Figure 8. Comparison test results of granularity size layer selection (Douban Conversation Corpus).



[image: Applsci 13 03934 g008]







[image: Table] 





Table 1. Ubuntu Data Set (Training Set).
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Training Set

	




	
Contexts

	
Candidate Response

	
Label






	
hey … i installed a pata card in my comp with __number__ hd s on it dmesg says the card is there (it seems to be using the libata module) but the drives on the card … has someone experience with these kinds of cards

	
that is already loaded… part of ide_core in lsmod but no __path__ for the disks :(

	
1




	
maybe the dmesg has some clue can you post it to pastebin?

that’s a bit hard because it’s a different comp with no net but the line that caught my eye was ata2 sata link down … it is sata or pata??

	
or an option or something its pretty obvious to what it does check out imap

	
0
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Table 2. Ubuntu Data Set (Test Set).
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Test Set

	




	
Contexts

	
Candidate Response

	
Label






	
cool also i feel like i m helping the project by using it more traffic to the site etc

 

did you send output for when you run metasploit yeah i gues you are :d

 

hhaa ok man ill use ubuntus paste site now

 

yeah ill get the output error and re paste bin now gimme a sec

………

 

try just doing it again with the run file

 

wait a sec metasploit has n’t worked once yet right

	
ok will do :) nope

	
1




	
because of email relaying problems the default configurations …… from the same subnet as the server runs on

	
0




	
did you get that msg i just sent you i am trying to set ftp hree

	
0




	
just general setup trouble when i create the virtual …… drive space and a decent amount of graphics memory

	
0




	
for example libpulse0 amd64 (……) sounds like you may be using some extra ppa s or other repos

	
0




	
try booting with acpi =off (is a laptop is n’t it) it is ……… finding my harddisk or something …?

	
0




	
so im pretty fucked trying to install new drivers ……and it removed everything

	
0




	
__url__ if you go down to the bottom of that …… about myproblem poster name is trent

	
0




	
…………

	
0
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Table 3. Douban Data Set (Chinese Training Set).






Table 3. Douban Data Set (Chinese Training Set).





	
Training Set

	




	
Contexts

	
Candidate Response

	
Label






	
Learning pure English by watching original English movies_ EOS_

I’ve watched it many times over and over again._ EOS_

One CD was nearly seen by me

	
Your English should be good now

	
1




	
I also want to know. I’m bold when I feel ambiguous. How can I be cautious when I really get together? Is it a sullen feeling? I don’t understand

	
0




	
Video resources comprehensive Post_ EOS_

At the beginning, I only knew these two_ EOS_

Can you tell me why I didn’t see the words playing after opening these two websites? Do I need to download another player to solve Gracias.

	
Downloaded_ OOV_ What can I do if I still can’t see the player? It seems like I really can’t see it

	
1




	
It’s all about persistence. If you want to be permanent, it’s impossible, and it’s all about doing it many times

	
0
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Table 4. Douban Data Set (Chinese Test Set).






Table 4. Douban Data Set (Chinese Test Set).





	
Test Set

	




	
Contexts

	
Candidate Response

	
Label






	
Let life be a little warm, a little plump, a beautiful change in broken thoughts_ EOS_

115. I took a shower this morning, put on some incense, and washed my head. I sent the paper to my uncle and asked him to help me read it. Otherwise, I really don’t know how to modify it. I browsed Sina News and was ready to wash my clothes in the afternoon. I watched Weibo and sorted out my room and my reading notes_ EOS_

I haven’t seen you for a long time. Come on_ EOS_

Hee hee, the center of gravity has been taken away by something recently. I need to come back and continue working hard

	
I don’t know. Why don’t you help me find it on Douban

	
0




	
160 and 180 are all together, and what about 170

	
0




	
You have a magic trick

	
0




	
He’s all dumb and cute〜

	
0




	
I don’t know yet

	
0




	
If I don’t work overtime, I’ll register for 075. I left my mobile phone number under Dou Mail

	
0




	
No, I won’t tell you where he is secretly

	
0




	
Who took it? Tell me I’ll get it back

	
1




	
Don’t be afraid, what should I do?

	
0




	
I didn’t leave, no one took it

	
1
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Table 5. Compare the results of different shift distances under the shifted granularity matching method.






Table 5. Compare the results of different shift distances under the shifted granularity matching method.





	

	
Ubuntu Dialogue Gorpus

	
Douban Conversation Corpus




	
R2@1

	
R10@1

	
R10@2

	
R10@5

	
MAP

	
MRR

	
P@1

	
R10@1

	
R10@2

	
R10@5






	
Dis-1

	
0.941

	
0.776

	
0.881

	
0.970

	
0.558

	
0.604

	
0.431

	
0.257

	
0.425

	
0.769




	
Dis-2

	
0.939

	
0.770

	
0.876

	
0.968

	
0.553

	
0.601

	
0.427

	
0.257

	
0.427

	
0.760




	
Dis-3

	
0.936

	
0.767

	
0.876

	
0.968

	
0.549

	
0.602

	
0.427

	
0.255

	
0.413

	
0.754




	
Dis-1β

	
0.903

	
0.724

	
0.844

	
0.920

	
0.532

	
0.585

	
0.410

	
0.244

	
0.398

	
0.721




	
Dis-2β

	
0.905

	
0.720

	
0.832

	
0.923

	
0.533

	
0.579

	
0.406

	
0.244

	
0.390

	
0.710




	
DAM

	
0.938

	
0.767

	
0.874

	
0.969

	
0.550

	
0.601

	
0.427

	
0.254

	
0.410

	
0.757
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Table 6. Compare the results of the different matching methods under the multi-level shifted cross-attention granularity matching method.






Table 6. Compare the results of the different matching methods under the multi-level shifted cross-attention granularity matching method.





	

	
Ubuntu Dialogue Gorpus

	
Douban Conversation Corpus




	
R2@1

	
R10@1

	
R10@2

	
R10@5

	
MAP

	
MRR

	
P@1

	
R10@1

	
R10@2

	
R10@5






	
1 to 3

	
0.945

	
0.780

	
0.884

	
0.972

	
0.560

	
0.604

	
0.436

	
0.260

	
0.420

	
0.770




	
2 to 4

	
0.940

	
0.770

	
0.880

	
0.968

	
0.556

	
0.602

	
0.430

	
0.254

	
0.413

	
0.766




	
3 to 5

	
0.932

	
0.760

	
0.871

	
0.959

	
0.539

	
0.594

	
0.411

	
0.240

	
0.405

	
0.752




	
1 to 4

	
0.937

	
0.771

	
0.879

	
0.968

	
0.553

	
0.601

	
0.428

	
0.250

	
0.412

	
0.762




	
2 to 5

	
0.921

	
0.743

	
0.844

	
0.942

	
0.528

	
0.579

	
0.401

	
0.237

	
0.398

	
0.730




	
1 to 5

	
0.930

	
0.757

	
0.869

	
0.955

	
0.535

	
0.592

	
0.407

	
0.240

	
0.401

	
0.750




	
DAM

	
0.938

	
0.767

	
0.874

	
0.969

	
0.550

	
0.601

	
0.427

	
0.254

	
0.410

	
0.757
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Table 7. The results of the comparison experiment for the two proposed methods.
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Ubuntu Dialogue Gorpus

	
Douban Conversation Corpus




	
R2@1

	
R10@1

	
R10@2

	
R10@5

	
MAP

	
MRR

	
P@1

	
R10@1

	
R10@2

	
R10@5






	
SMN

	
0.926

	
0.726

	
0.847

	
0.961

	
0.529

	
0.569

	
0.397

	
0.233

	
0.396

	
0.724




	
DAM

	
0.938

	
0.767

	
0.847

	
0.969

	
0.550

	
0.601

	
0.427

	
0.254

	
0.410

	
0.757




	
SMHA

	
0.941

	
0.773

	
0.879

	
0.972

	
0.560

	
0.604

	
0.429

	
0.254

	
0.422

	
0.773




	
Ours-1

	
0.941

	
0.776

	
0.881

	
0.970

	
0.558

	
0.604

	
0.431

	
0.257

	
0.425

	
0.769




	
1 to 3

	
0.945

	
0.780

	
0.884

	
0.972

	
0.560

	
0.604

	
0.436

	
0.260

	
0.420

	
0.770
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Table 8. The results of the ablation experiment for the two proposed methods.






Table 8. The results of the ablation experiment for the two proposed methods.





	

	
Ubuntu Dialogue Gorpus

	
Douban Conversation Corpus




	
R2@1

	
R10@1

	
R10@2

	
R10@5

	
MAP

	
MRR

	
P@1

	
R10@1

	
R10@2

	
R10@5






	
Ours-1

	
0.941

	
0.776

	
0.881

	
0.970

	
0.558

	
0.604

	
0.431

	
0.257

	
0.425

	
0.769




	
Only Mshift

	
0.901

	
0.722

	
0.830

	
0.922

	
0.511

	
0.556

	
0.359

	
0.212

	
0.397

	
0.721




	
Only Mself

	
0.931

	
0.741

	
0.859

	
0.964

	
0.527

	
0.574

	
0.382

	
0.221

	
0.403

	
0.750




	
Only Mcross

	
0.932

	
0.749

	
0.863

	
0.966

	
0.535

	
0.585

	
0.400

	
0.234

	
0.411

	
0.733




	
Only Mshift-cross

	
0.935

	
0.761

	
0.869

	
0.966

	
0.546

	
0.592

	
0.418

	
0.245

	
0.408

	
0.751




	
DAM

	
0.938

	
0.767

	
0.874

	
0.969

	
0.550

	
0.601

	
0.427

	
0.254

	
0.410

	
0.757
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