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Abstract: The current research has aimed to investigate and develop machine-learning approaches by
using the data in the dataset to be applied to classify location-based social network data and predict
user activities based on the nature of various locations (such as entertainment). The analysis of user
activities and behavior from location-based social network data is often based on venue types, which
require the input of data into various categories. This has previously been done through a tedious
and time-consuming manual method. Therefore, we proposed a novel approach of using machine-
learning models to extract these venue categories. In this study, we used a Weibo dataset as the main
source of research and analyzed machine-learning methods for more efficient implementation. We
proposed four models based on well-known machine-learning techniques, including the generalized
linear model, logistic regression, deep learning, and gradient-boosted trees. We designed, tested, and
evaluated these models. We then used various assessment metrics, such as the Receiver Operating
Characteristic or Area Under the Curve, Accuracy, Recall, Precision, F-score, and Sensitivity, to show
how well these methods performed. We discovered that the proposed machine-learning models are
capable of accurately classifying the data, with deep learning outperforming the other models with
99% accuracy, followed by gradient-boosted tree with 98% and 93%, generalized linear model with
90% and 85%, and logistic regression with 86% and 91%, for multiclass distributions and single class
predictions, respectively. We classified the data using our machine-learning models into the 10 classes
we used in our previous study and predicted tourist destinations among the data to demonstrate the
effectiveness of using machine learning for location-based social network data analysis, which is vital
for the development of smart city environments in the current technological era.

Keywords: machine learning; generalized linear model; logistic regression; deep learning; gradient
boosted trees; Weibo; location-based social network; tourism; smart city

1. Introduction

The research on Location-Based Social Network (LBSN) data has gained huge attention
from scholars with the rapid growth of mobile technologies. The LBSN data have been
used for analysis in various specialized fields, such as the study of people’s behavior in
festivals, shopping malls, food venues, tourism, and many more. These kinds of data
contain heterogeneous attributes about users from multiple venues; researchers need to
filter out the data relevant to specific venues in order to conduct more specialized studies.
The dataset often includes thousands or millions of records before the data analysis and
requires the filtering out of data relevant to specific venue classes previously done manually,
which is a time-consuming and troublesome issue for this kind of research [1–7]. Therefore,
some machine-learning methodologies that can classify the data based on some specific
characteristics are required so that the multivenue data can be classified without the need
for manual work. With the interactive web-based interface of modern LBSNs, researchers
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have more opportunities to utilize the data regarding the majority of the population for
various kinds of analysis. These data provide a sample of various aspects of human
behavior and traits while interacting with the LBSN during a variety of activities through
check-ins from different venues. The study of these behaviors provides valuable insights
into the general trends within the population for the planning and development of events,
festivals, parks, shopping malls, restaurants and, ultimately, a smart city [8]. The LBSN
data have also been used in more specialized studies like finding the popularity factors
of restaurants, the role of parks, tourism behavior, and many more, which are proved
to be tremendously valuable in these fields. However, for these specialized studies, it is
important to consider the data relevant only to these venues within the huge number of
records and manually classify the specific data for each individual research. As one of the
strengths of using LBSN data for human behavior is the availability of huge amounts of
data, it is often difficult and more time-consuming to classify the data for finding relevant
records [5].

An important domain of LBSN analysis is based on multiple venue types, such as
observing check-in analysis [3–9] or the analysis of user activities and behavior of a single
venue category like the attraction feature of restaurants as well as an analysis of parks,
tourist destinations, and many more [10–16] The fundamental goal of this research is to
find and develop machine-learning methods that can be used to classify the LBSN data into
the most commonly used venue categories and predict the tourism venues for analyzing
the behavior of tourists and residents in Shanghai city while showing the efficiency of the
proposed models for LBSN studies. This research question was formulated after finding
the research gap from our rigorous literature review, suggesting that many previous
studies have been conducted in the field of LBSN analysis with the manual classification of
data. The use of machine learning provides a more efficient way to conduct these studies
while keeping the integrity and validity of the research intact so that the researchers and
developers can focus on more beneficial analysis without worrying about going through
each record among the piles of “Big Data” manually [17]. In the same context, Wang
et al. [18] also pointed out some additional detriments of manual classification while
discussing the imperfection and unreliability of classifications generated with the human
eye. Therefore, the computerized, digitized, machine-learning-based classification of the
data is proposed. To show the feasibility of the dataset used in this study, we initially
applied statistical analysis using IBM SPSS 25, followed by the proposed machine learning
through Rapid Miner [19]. After consideration of the research gap, we addressed the
following research question in this study:

• How can we use machine learning to categorize LBSN data into specialized fields?
And which machine-learning model best fits the LBSN data to predict a specific class
of venues (tourism) for the study of a particular research domain.

In the current research, we analyzed various machine-learning methodologies and
proposed a novel approach to the venue classification problem by using machine learning
with the help of four models that show promising performance in the classification of data
into multiple classes and predicting the designated class of users based on the information
about activities performed at different venues from their check-in records. Once the models
are trained and implemented, they can remove the overhead of manual classification in the
field of venue-based LBSN analysis.

2. Literature Review

One of the major sources of big data used in different kinds of analysis is LBSN. It
is a valuable research field that is considered the center of various research domains like
geography analysis, human behavior, activities, preferences, etc. This kind of research
initially used manual data collection methods such as surveys, interviews, questionnaires,
and other statistical methods [20–22]. However, with the passage of time, the manual
collection of data is not deemed appropriate due to the requirement of big data in the true
sense for finding significant patterns within the data. The data collection method evolved
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into the use of global positioning systems coordinates, location-based online services,
and smart cards with the developments in mobile technology [23,24]. As communication
devices became more and more portable, data collection about user activities through
these devices became easier and more accessible to researchers. One of the earlier research
studies by Gonzalez et al. [25] used data from about 100,000 users. It was the early-stage
introduction of portable devices, and the technology to pinpoint the exact location of users
was not mature enough. However, it provided a reasonable approximation of the users
with the nearest base tower while making a call. Numerous researchers have discussed the
importance of using location-based data for user behavior and activity patterns, including
the articles [10,26–31].

The user activity analysis then shifted to the use of online social networks as a source
of big data because portable mobile devices became more readily available almost every-
where in the world [32]. The facility of posting activities and preferences with locations
provided by the online services not only interests users to share their life with friends, but
also works as a tool for generating huge amounts of data, which can be used to find patterns
in the general user behavior by exploring the similarities and differences in these activities
as discussed in the articles [33–35]. Many research articles are published comprising the
study of users’ behavior, including user mobility [36], geo-social recommendations [37],
recommendation systems based on the study of two different cities in the United King-
dom [11], etc.

One of the major research fields in the study of LBSN is the exploration of patterns
in the data with respect to venues [9]. An enormous dataset was used by Li et al. [12]
containing about 2.4-million sites in 14 different countries from Foursquare to find the
popularity features of different venues. The authors concluded three core features - a
venue’s profile, age, and nature of the activities—as the most influential factors in the
popularity of venues. Similarly, Bawazeer et al. [38] conducted a study about “Food” venues
and the general behavior of users in the capital of Saudi Arabia, Riyadh. They suggested
that people share their experiences more frequently from food venues as compared to other
venues. A study based on Foursquare containing nearly 19,000 users from New York, San
Francisco, and Hong Kong was conducted by Xie et al. [39] for the purpose of finding about
preferences among different types of venues during different times of the day.

Most of the literature mentioned above is based on data from mobile phones or some
of the most famous LBSNs used almost all over the world, such as Twitter, Foursquare,
etc. The study of patterns within the LBSN data is based mostly on these internationally
recognized platforms, which represent the most common user behavior and trends [40].
However, these renowned applications are not commonly used in China. One of the most
frequently used LBSNs in China is called Sina Weibo (or Weibo), which is utilized by the
majority of people and, therefore, famous amongst researchers for LBSN data analysis.
Some examples of studies based on Weibo include finding the attraction feature of famous
tourism venues in Shenzhen [16], the study of human mobility and activity patterns for the
analysis of Beijing’s urban borders [41], the sentiment analysis of user opinions within the
contextual data for finding tourism attraction features and many more [6,7]. In our previous
work, we used similar Weibo check-in data for an analysis of user behavior with respect to
time and venues and the contribution of different types of venues in city dynamics while
considering the preferences of the users and the comparative analysis of the behavior of
tourists and residents within the Shanghai city [5,9].

Automated data collection and analysis can provide more efficient ways for the explo-
ration of big data. Some of the significant applications of machine learning in exploring
different aspects of web-based data include disease diagnosis using IoT [42], web min-
ing [43], channel propagation [44], various similar domains [45–48], and many more. How-
ever, previous research studies in the LBSN data analysis domain are based on huge data
collected online automatically in order to get more insights, but the classification of data
into multiple activities or venues has been done manually by searching through thousands
or millions of records of user data, which takes a lot of time and effort by the researcher.
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Therefore, in this study, we propose different implementations of various machine-learning
methods for venue classification into multiple classes and for predicting a desired class
using the same data from Weibo for Shanghai, applied in our previous research.

3. Materials and Methods

In this section, we describe the general framework and methodology of the research
and the steps involved in this study. Figure 1 illustrates the workflow of our classification
methodology.
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Figure 1. Pictorial representation of classification.

The pictorial representation of the experimental setup for the location category-based
activity predictions and classification using RapidMiner include the following steps:

1. Data collection and preprocessing: The first step is to collect the data and prepare
it for the analysis. This involves cleaning the data, removing any duplicates, and
encoding categorical variables. The data used in this research can be acquired using
Weibo API.

2. Feature Selection and Data splitting: The data attributes used in this research are
selected after verifying the variable significance using linear regression. The data are
then split into training and testing sets. The training set is used to build the model,
while the testing set is used to evaluate the performance of the model.

3. Model Training: Several machine-learning models are used to classify the location
categories, including generalized linear model, deep learning, logistic regression, and
gradient-boosted trees. Each model is trained and evaluated on the training and
testing sets.

4. Model evaluation: The performance of each model is evaluated using metrics such
as accuracy, precision, recall, F1-score, ROC curve, AUC, confusion matrices, and
lift chart.

5. Model Comparisons: The best-performing model can be highlighted based on its over-
all performance and ability to accurately classify and predict the location categories.

The experiments were performed on a computer with an Intel Core i7 processor, 16GB
of RAM, and a Nvidia GeForce GTX 1060 graphics card. The software used included
RapidMiner 9.7, Python 3.8, and IBM SPSS. Further details of the dataset and methodology
are provided in the following sections.

3.1. Data Source

The data source used in the current study is acquired from Weibo, which was used
in our previous research for venue classification [9]. The dataset includes the following
features as extracted during the data acquisition and pre-processing:

• User ID (unique for every user; however, available multiple times with subsequent
check-ins).

• Gender of the user.
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• Check-in day (day of the week including weekends/weekdays).
• Check-in time.
• Check-in location name (such as Shanghai University, Lingnan Park, etc.).
• Check-in category (used for training during the supervised learning).

The dataset used in this study was acquired from 441,471 check-ins by 144,582 users
from 20,171 venues. We utilized the previously classified data based on their names and
the nature of activities performed at each venue, which demonstrates the efficiency of
the proposed models for the supervised learning of the classification and prediction. We
utilized a 10-fold cross-validation method for dividing the datasets for training and testing
with a stratification for the evaluation of these models.

3.2. Statistical Analysis

One of the most widely used statistical software, IBM SPSS 25, was applied for statisti-
cal analysis to show the significance of using the variables for classification and analysis,
and to identify the correlation between these variables to assess which variables should be
used for such modeling. More details, including the results, are provided in Section 4.1. The
LBSN datasets include several features used for research in variety of domains. Although
these features possess value in one way or another, it is imperative to choose the best possi-
ble features for research in any individual domain. We used the famous multiple linear
regression and correlation matrix to include attributes with p-values with a threshold of
0.05 [49] for selecting the best suitable attributes within the dataset for the current research.

3.3. Model Evaluation

The proposed models are implemented using the famous machine-learning platform
called RapidMiner [19]. An important part of machine learning is the model evaluation to
estimate the effectiveness and efficiency of the methods used for analysis [50]. A portion
of data is always used for training methods, and some portion of unseen data is kept
justifying that the said model is good or bad and that the classification or prediction
is made correctly. The evaluation techniques used in this study include accuracy and
Confusion Matrices for Classification, Area Under the Curve (AUC), or Receiver Operating
Characteristic (ROC), accuracy, precision, recall, F-score, and sensitivity for tourism venue
prediction problem. Most of these well-known evaluation methods are self-explanatory,
and some are described here. The AUC shows the association of true-to-false positive
rates [51] containing threshold, each producing a 2 × 2 contingency matrix. The precision
is a measure of the true positive predations that are accurately classified. The recall refers
to the true positive prediction out of all positive values in the dataset. The F-score captures
both the recall and precision into a single value to show both these properties, and the
sensitivity is the true positive recognition ratio.

4. Results

This section provides our results with a detailed explanation with the evaluation and
comparison of the proposed models.

4.1. Statistical Modelling

To find the importance of variables expected in this study, it was necessary to look at the
predictors and their effect on the number of check-ins statistically before the implementation
of the machine-learning algorithms [4]. In order to show the significance of the variables
used in this research, we present multiple linear regression as shown in Equation (1):

Y = β0 + β1x1 + β2x2 + β3x3 + . . . + βkxk + ε, (1)
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where Y is the response, βk is the k-th coefficient, xk is the k-th observation (k = 1, . . . , n),
and ε is the noise term. The parameters and considered variables are shown in Equation (2).

Y = β0 + β1 User_ID + β2 Gender + β3 Time + β4 Day
+ β5 Location_Name + β6 Educational + β7 Entertainment
+ β8 Food + β9 General_Location + β10Hotel
+ β11 Professional + β12 Residential
+ β13 Shopping & Services + β14 Sports + β15 Travel + ε

(2)

With the application of this regression model, the values are shown in Equation (3).

ŷ = b0 + b1 User_ID + b2 Gender + b3 Time + b4 Day+
b5 Location_Name + b6 Educational + b7 Entertainment + b8 Food +
b9 General_Location + b10 Hotel + b11 Professional + b12 Residential +
b13 Shopping & Services + b14 Sports + b15 Travel + ε,

(3)

The model coefficients are presented in Table 1, where “Education” depicts a unit
increase in the value; the check-ins raised approximately 1.6% times with a low p-value;
likewise, the number of check-ins in other categories have low p-values, demonstrating the
significant variables.

Table 1. Multiple Linear-Regression Model.

Coefficients Estimate Std. Error t Value Pr (>|t|)

Intercept 4.8321088 0.0158305 289.703 <2 × 10−16 ***
User_ID 1.866674 0.177615 10.51 <2−16 ***
Gender 0.612028 0.166562 3.674 0.000249 ***
Time 0.940388 0.126142 7.455 1.71 × 10−13 **
Day 0.871949 0.22472 3.88 0.00011 ***
Location_Name 0.837961 0.202606 4.136 3.78 × 10−5 ***
Educational 0.0165532 0.0030441 6.382 5.69 × 10−8 ***
Entertainment 0.0055856 0.0019546 4.106 0.002245 **
Food 0.0080145 0.0019644 4.191 0.001325 **
General_Location 0.0153966 0.0020293 8.669 1.88 × 10−14 ***
Hotel 0.0015987 0.002076 3.814 0.004152 **
Professional 0.0040008 0.0009275 3.938 0.003307 **
Residential 0.0079851 0.0019825 4.717 0.000202 ***
Shopping & Services 0.015082 0.0030092 6.333 9.86 × 10−8 ***
Sports 0.0088736 0.0018375 4.71 2.50 × 10−6 ***
Travel 0.0090936 0.0019494 5.184 2.89 × 10−5 ***

Annotation *** Significance level: 0.001, p-value: [0, 0.001], **: significance level: 0.01, p-value: (0.001, 0.01].

The feasibility and significance of the data attributes used in this research can also be
observed in the correlation matrix, as shown in Table 2:

Table 2. Correlations Matrix.

Time Gender Category Check-In Date Weekdays

Time 1 −0.050 ** −0.005 −0.053 ** 0.017 **
Gender −0.050 ** 1 0.015 ** −0.017 ** −0.012 **
Category −0.005 0.015 ** 1 −0.039 ** −0.013 **
Check-in Date −0.053 ** −0.017 ** −0.039 ** 1 −0.037 **
Weekdays 0.017 ** −0.012 ** −0.013 ** −0.037 ** 1

**. Correlation is significant at the 0.01 level (2-tailed).

The statistical analysis provides the means of selecting the most efficient variables for
successful classification and prediction before using machine-learning techniques. In the



Appl. Sci. 2023, 13, 3517 7 of 17

next stage, we used these significant variables for our proposed machine-learning models’
implementation for LBSN data analysis.

4.2. Classification into Multiple Venue Types

The following four machine-learning methods have been proposed in this study based
on the generalized linear model, deep learning, logistic regression, and gradient-boosted
trees for venue classification in order to improve the classification of LBSN data that
have been done manually for decades in many fields by a variety of researchers. The
previously studied 10 venue classes have been used for supervised learning, namely “Ed-
ucational,” “Entertainment,” “Food,” “General Location,” “Hotel,” “Professional,” “Res-
idential,” “Shopping & Services,” “Sports,” and “Travel.” Figure 2 shows the overall
performance of these methods for classification problems.
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The results show the high accuracy of deep learning for our classification problem
of LBSN data into prespecified categories. The other models, including the generalized
linear model, logistic regression, and gradient-boosted trees, also performed very well
in the classification of LBSN data. The deep-learning model has a high accuracy, which
suggests that it is able to accurately predict the location category of a given user based
on the input variables. The gradient-boosted tree model also has a high accuracy, which
indicates that it is able to make accurate predictions. The linear regression models are
simple, easy to interpret, and fast to train. They are best suited for linear problems, where
the relationship between the predictors and the target is approximately linear. In these
cases, linear regression models can provide accurate predictions and good interpretability.
The gradient-boosted trees, on the other hand, are more flexible and powerful and can
handle non-linear relationships between the predictors and the target. They are based on
decision trees, which are decision-making models that can capture complex relationships in
the data. Gradient-boosted trees can also handle missing or noisy data, and they can learn
interactions between predictors. In general, gradient-boosted trees tend to outperform
linear regression models when the relationship between the predictors and the target is
non-linear, and when the data contains noise or missing values. However, gradient-boosted
trees can be more difficult to interpret and can be slower to train than linear regression
models. It is important to note that the choice of the best model depends on the specific
requirements of the task, the nature of the data, and the desired performance characteristics.
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In the following section, we provide the confusion matrix for each implemented model
to show how significantly they performed on the testing data. The performance of each
individual model is provided in the following sections.

4.2.1. Generalized Linear Model

It is one of the fastest and most efficient methods working as a probabilistic classifier
that has been used in a variety of applications in the past decades. This method has been
implemented due to its competence in classification problems, precision, and robustness,
as seen in numerous research articles over the years [52]. This method is an enhancement
of the linear models by using the maximum likelihood estimator. The model provides high
speed with parallel computations achieving high accuracy, as shown in Table 3.

Table 3. Confusion Matrix for Generalized Linear Model.

Predicted

True
Travel Residential Professional Educational

Shopping
& Services Food

General
Location Entertainment Sports Hotel

Travel 4378 22 9 13 12 6 3 14 0 11
Residential 99 7764 133 137 51 19 14 93 32 66
Professional 5 17 2685 12 5 4 6 41 1 8
Educational 28 52 15 7288 60 15 5 56 47 32
Shopping &
Services 27 38 19 55 8883 37 6 173 11 15

Food 391 186 248 378 481 2100 106 865 134 153
General
Location 77 139 44 62 104 29 2281 199 49 35

Entertainment 25 22 108 42 64 58 45 14,288 98 30
Sports 8 6 11 30 3 13 8 151 3829 0
Hotel 52 13 13 21 21 3 4 30 13 2514
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4.2.2. Deep Learning

It is a famous neural network-based method developed from the famous H2O frame-
work that uses information within the data in a layered form to extract useful patterns and
classes. Each neuron is trained by modification based on the available information and
combinedly predicts the output acting as a classifier [53,54]. It works in an adaptive manner
by optimizing the neurons instinctively through learning without human interaction saving
the effort and time required for the classification. This deep-learning algorithm is based
on the feedforward artificial neural network architecture. The hidden layers provide the
capacity to learn complex relationships between the input and output variables. It uses
a supervised learning approach, which requires labeled training data to train the model
provided by our previous research. During the training process, the model learns the rela-
tionships between the input variables and the target classes through the optimization of a
loss function. The loss function is a measure of the error between the predicted outputs and
the true outputs. It performs exceptionally for our classification-and-prediction problem,
as shown in the Table 4 confusion matrices for test data.
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Table 4. Confusion Matrix for Deep-Learning Model.

Predicted

True
Travel Residential Professional Educational

Shopping
& Services Food

General
Location Entertainment Sports Hotel

Travel 5008 0 1 0 0 0 0 0 0 0
Residential 0 8124 4 0 0 1 4 0 0 0
Professional 0 0 3231 0 0 1 0 0 0 0
Educational 2 3 0 8041 0 0 1 0 0 0
Shopping &
Services 0 3 1 0 9695 2 2 0 0 0

Food 4 6 1 0 0 2255 1 0 0 0
General
Location 3 7 4 0 0 1 2427 0 0 0

Entertainment 75 120 45 0 0 31 46 15,931 0 0
Sports 0 1 2 0 0 0 0 0 4222 0
Hotel 1 0 2 0 0 0 2 0 0 2862
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Logistic Regression is another famous machine-learning method that is widely used
as a statistical model for classification [55]. It is mostly used to predict nominal variables
and fits our data for classification, as demonstrated in Table 5.
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4.2.4. Gradient-Boosted Trees

Gradient-boosted trees use parallel computing to boost the classification process by
using a gradient-boosting machine [56]. It provides accuracy with the help of the effective
linear model. The effectiveness of using a gradient-boosted trees-based model for the
classification of LBSN data can be observed in Table 6.

The above results demonstrate a high efficiency in the use of machine learning instead
of manual classification by providing more accurate and timely results with a high potential
in the implementation of LBSN analysis. The deep-learning model performed very well in
multiclass prediction, with an accuracy reaching 99% in our experimentation. These models
can also be used for binominal predictions targeting the desired class, for example, in our
case, tourism with others. The following section provides similar research in which we
used machine learning to predict the tourism venues with the help of supervised learning
based on our acquired dataset from Weibo.
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Table 6. Confusion Matrix for Gradient-Boosted Trees Model.

Predicted

True
Travel Residential Professional Educational

Shopping
& Services Food

General
Location Entertainment Sports Hotel

Travel 1432 0 1 0 0 0 0 0 0 0
Residential 0 2310 1 0 0 1 0 2 0 0
Professional 0 0 876 0 0 0 0 0 0 0
Educational 0 0 0 2245 0 9 0 1 10 0
Shopping &
Services 0 0 2 0 2725 3 0 1 0 0

Food 0 0 0 0 0 501 0 0 0 0
General
Location 0 9 2 0 0 12 696 7 0 0

Entertainment 0 0 40 9 0 116 0 4422 0 0
Sports 0 0 0 0 0 2 0 41 1174 0
Hotel 0 0 1 0 0 2 0 0 0 807
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4.3. Binary Classification for Predicting Tourism Class

The proposed machine-learning models can be used to predict an individual class
among the huge LBSN-based heterogeneous data, which are given in this section. In the
current research, we used the proposed models to predict tourism venues with the help
of supervised methods from our previously used dataset from Weibo. These venues are
predicted based on the proximity to the information provided in the dataset, including
the gender of the specific user, previously visited venues within a particular time of the
day, day of the week, latitude/longitude, and venue names. The results presented in this
section provide evidence of the efficiency and effectiveness of using machine learning for
extracting useful traits and patterns in the behavior of users, more specifically, tourists.
This information can be used to conduct useful research in predicting the preferences of
tourists, as presented in our research.

Figure 3 represents the ROC curve, also known as AUC. The ROC curve is a graph-
ical representation of the performance of a binary classifier system as its discrimination
threshold is varied. The ROC graph is a plot of the true positive rate (TPR) against the false
positive rate (FPR) for all possible threshold values. The TPR is the proportion of actual
positive samples that are correctly classified as positive, while the FPR is the proportion
of actual negative samples that are incorrectly classified as positive. The ROC graph plots
TPR against FPR as the discrimination threshold of the classifier is varied, and the resulting
curve provides a visual representation of the trade-off between the TPR and FPR. In the
ROC graph, the TPR is plotted on the y-axis and the FPR is plotted on the x-axis. A classifier
with a perfect performance will have a TPR of 1.0 and an FPR of 0.0 and will be located at
the top-left corner of the graph. A classifier with a poor performance will have a TPR that
is close to 0.0 and an FPR that is close to 1.0 and will be located close to the bottom-right
corner of the graph. AUC values greater than 0.9 represent excellent results; values from
0.8 to 0.9 are ranked as good, 0.7 to 0.8 are fair, and AUC values less than 0.6 are considered
poor [57]. Figure 4 shows high values of the AUC for our models, and Figure 5 suggests a
high accuracy in the prediction of tourism venues among all other types available in the
LBSN dataset.

Figure 6 shows a different aspect of the results in predicting the tourism venues.
The deep-learning model attained maximum accuracy for predictions, representing a 99%
prediction accuracy, followed by logistic regression with 91% and a generalized linear
model and gradient-boosted trees showing 85% and 75% accuracy, respectively. There
are multiple reasons contributing to the high accuracy of these models. For example, the
supervised learning methods used in this analysis, which use labeled data for training and
generally produce more accurate results as compared to unsupervised machine-learning
models. Another reason may be the huge number of instances in the dataset as most of the
check-ins may be recoded from similar venues, and also the names of the locations often
include terms like schools, ports, parks etc., which helps in identifying the venue class
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more accurately. Accuracy is not the only metric to evaluate the performance of the models,
and a single accuracy score may not accurately reflect the performance of a model. In such
cases, it is important to consider other evaluation metrics such as precision, recall, F-score,
and ROC curve.
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Figure 7 represents the lift charts for each of the implemented machine-learning
models. A lift chart is defined as a graphical representation of the improvement of a model
in comparison with a random guess, which also means evaluating the efficiency of the
model by using the ratio between the results “with and without a model” [57,58].

The lift chart plots the percentage of positive samples correctly classified by the
classifier on the y-axis, and the cumulative percentage of all samples on the x-axis. The
chart is divided into a number of equal-sized deciles, and the lift of the classifier at each
decile is calculated as the ratio of the number of positive samples correctly classified
by the classifier to the number of positive samples that would be correctly classified by a
random selection. Figure 7 shows the high learning and accuracy of using machine-learning
methods to predict tourism venues among the massive amount of data in the dataset. It can
be seen that the deep-learning model can predict tourism venues with very high accuracy
as compared to others, while the proposed generalized linear model, logistic regression,
and gradient-boosted trees have significant performance. The proposed models can be
used to classify data into multiple categories and predict a single class based on the nature
and activities performed at these venues, which removes the overhead of manually filtering
through vast piles of records for analysis and modeling LBSN data. This can be helpful in
research in various fields, such as tourism, restaurants, parks, etc., with applications in the
development and planning of smart cities.
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5. Conclusions

This study proposes a novel approach to LBSN venue-based analysis by the implemen-
tation of machine-learning models for the prediction of venue classes used in the research
of patterns in the behavior of different LBSN users. The classification task has always been
done manually, which is very tiresome and time-consuming as most of the LBSN research
is based on big-data analysis comprising thousands and millions of check-in records. There
are several robust machine-learning methods that can be used to carry out this task more
efficiently and effectively. In this research, we developed four machine-learning models
based on famous classification and prediction methods, including the generalized linear
model, deep learning, logistic regression, and gradient-boosted trees for our experiments.
These data mining techniques on LBSN data are rigorous tasks due to the fact that many
features are related to many different domains in various research fields. After careful
and systematic filtering, we extracted the feasible input features for the prediction of our
targeted class, which followed the training and testing of our developed models. The results
revealed that the deep-learning model performs exceptionally well for classifying and pre-
dicting venues within the LBSN data, achieving 99% accuracy. The gradient-boosted trees
model attained 93% accuracy for our tourism class prediction problem, followed by logistic
regression and the generalized linear model, reaching 91% and 85% accuracy, respectively.
The machine-learning models perform well, but the research has some limitations. For
example, the models must be tested on LBSN data from other platforms and other research
domains in order to provide a more generalized solution to the LBSN classification and
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prediction problem. The presented results can be beneficial in a variety of research fields
by specifying and predicting the desired class of venues and users. It can also provide
the basis to conduct LBSN data analysis to predict the interests, behavior, and trends of
the population within a specific time of the day or day of the week. The use of machine
learning for such kind of research can benefit both researchers and end users for better
planning, targeted marketing, and development of a smart-city environment. Therefore, the
proposed models can have many advantages, both practically and educationally. In future
research, we will try to implement these machine-learning models to analyze the behavioral
traits of tourists by finding the similarities and differences in Shanghai’s local, nonlocal,
and international tourists with the help of statistical analysis and density estimation. We
will also try to perform in-dept analysis with the proposed machine-learning models to
predict the interests and preferences of these tourists with respect to time and days based
on the historical data from Location-Based Social Networks.
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