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Abstract

:

The general goal of the research in this article is to devise an artificial neural network that requires less computational power than an ordinary one for assessing overall life satisfaction—a term often referred to as quality of life (QoL). The development of the mentioned ANN was possible due to the application of fuzzy logic, especially ordered fuzzy numbers (OFN). Research on the appliance of OFN aims at different issues such as the detection of an attack on a computer network, the anticipation of server load, management of multiplexing of data transmission paths, or transmission error rate forecasting that allows the improvement of the quality of life. It occurs due to, for instance, reduced energy demand, savings through better data transmission, and the distribution of computers’ power used in the cloud. Finally, the application of OFN on single neurons of a deep ANN allows achieving a network that is able to solve the same problem as a normal network, but with a lower number of neurons. Such networks in the future may be implemented easier in small solutions, such as solutions for the Internet of Things to improve the quality of human life. This approach is unique and has no equivalent in the literature. Due to the application of OFN in an ANN, fewer requirements for network architecture were needed to solve the same problems, and as a result, there is less demand for processor power and RAM.
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1. Introduction


At the present time, many IT solutions are being implemented with the aim of improving the quality of social life. These solutions for steering processes and data gathering are used to facilitate decision making or even making the decisions instead of humans, but at a significantly faster rate. It contributes to the reduction of electric power consumption and better use of resources, and, above all, allows users to save time. The foregoing solutions are implemented under the concept of the Internet of Things. For instance, having connected home devices, smart homes are then constructed. As a result, from an economical point of view, money is saved; from the psychological perspective, people have better life satisfaction. The main contribution of this paper is the proposal of the solution to the scientific problem. These days, artificial intelligence, especially deep artificial neural networks, are used in many tasks. Unfortunately, these solutions cannot always be implemented due to their requirements in terms of processor power or RAM. The authors of this paper hypothesize that an artificial neural network can be constructed by means of fuzzy logic, i.e., ordered fuzzy numbers (OFN) in its neurons. In this paper, a short introduction to OFN is presented, with the examples of their applications, such as the detection of attacks on computer networks, anticipation of server load, management of multiplexing connections, or forecasting transmission error rate. The results of these studies led to the conclusion that OFN contributes to faster responses of developed algorithms, and thus improves their quality. Moreover, the increase in the quality of solutions impacts the quality of users’ lives positively. Therefore, we conducted research on our hypothesis, which is based on a comparison of the implemented network with an ordinary one. Today, millions of computers with an infinite variety of programs are being used in everyday life, which means the occurrence of numerous lines of code with potential mistakes. These mistakes may generate two kinds of issues, including working and security problems. First, stopping the work of computers may result in preventing the completion of tasks performed by people. The second issue is connected with security. Some mistakes in the code may allow hackers to gain access to the system without permission and take over the data. That is why devices and programs should be monitored to verify the proper operation. When we consider the variety of devices, including small ones with low computational power, it is necessary to have some algorithms for simple access and control. These small systems provide no possibility for installing solutions that require high computational power and lots of memory. To solve the problem of security and access that affects the user quality of life, the authors propose a fuzzy neural network with ordered fuzzy numbers, which does not require high computational power and can be used to detect and predict problems with the devices and programs.




2. Current Fuzzy Neural Networks Review


A lot of research dealing with fuzzy neural networks has been conducted. Some use the McCulloch–Pitts model of a neuron and change the activation function to the fuzzy function, which makes the neuron more general [1]. Some authors [2] change the neuron architecture to use triangular fuzzy weights. This approach uses fuzzy vectors and real numbers as inputs. The outputs of such networks are fuzzy vectors. Such solutions are possible by using the extension principle of Zadeh. Most papers use fuzzy weights and signals in the network [3]. Paulo Vitor et al. [4] propose a fuzzy neuron using the idea of null-uninorm, called null-unineuron. It allows building an evolving neuro-fuzzy model. It leads to the extraction of advanced fuzzy rules and/or connections of antecedents. The authors used a three-layer model with a weighted fuzzification approach based on incremental data partitioning concepts for knowledge extraction. The main use of fuzzy networks is to build controllers that will work better than ordinary ones [5,6,7,8,9,10,11,12,13,14,15,16]. There are some papers in which the authors describe how to use a fuzzy network algorithm for labeling images [17]. Wane et al. [18] provide information on how to use an unsupervised multilayer fuzzy neural network, which could be used for image clustering. The authors extend fuzzy systems to unsupervised tasks by proposing manifold representation. There are also some works on using fuzzy neural networks for medical image recognition. The authors defined the problem that medical images can often blur object boundaries, and it is impossible to describe the uncertainty of these blurred boundaries using traditional neural network models. They propose a new fuzzy metric to characterize the uncertainty of pixels and design a fuzzy hierarchical fusion attention neural network based on multiscale guided learning. The authors also proposed data transformation to convert the image into a fuzzy domain, which allows using fuzzy rules to deal with the uncertainty of the pixels. Then, the results are connected with the result of the convolution in the neural network [19]. Sami Ben Jabeur and Vanessa Serret proposed a combined method for bankruptcy prediction based on fuzzy set qualitative comparative analysis and convolutional neural networks [20]. Some authors propose using an adaptive neural network for solving some real problems, e.g., the problem of the Takagi–Sugeno fuzzy model-based state estimation and sliding mode control for nonlinear systems through an adaptive neural network. In this proposition, the system parameters follow the Markovian switching rules [21]. One of the reasons for using a fuzzy theorem with a neural network is to learn the neural network faster [22]. Liu et al. [23] present a fixed-time synchronization for fuzzy inertial neural networks with time-varying coefficients and time delays. The authors propose their criteria to ensure fixed-time synchronization for the drive–response fuzzy inertial neural networks via state feedback control methods. Gong et al. propose a delay-independent nonlinear fuzzy control for solving the synchronization problem for T-S fuzzy memristive neural networks with time delay [24]. In [25], a novel adaptive fuzzy neural network-aided progressive Gaussian filter is proposed to solve the problem of uncertainty of prior information in nonlinear filtering, which could be used in navigation and positioning systems. In [26], a deep fuzzy neural network is used for controlling the integrity of the reactor core, reactor coolant system, or containment. In [27], the authors propose fuzzy reinforced polynomial neural networks. The results provided show that the proposed architecture achieves at most an accuracy 43.6% higher in comparison with the accuracy produced by some classical models reported in the literature. In [28], the authors propose an architecture of a fuzzy neural network based on self-organizing direction-aware data using stochastic processes. It also achieves better results than ordinary neural networks. In [29], the authors proposed a novel multi-functional recurrent fuzzy neural network. Its architecture consists of two fuzzy neural networks with Takagi–Sugeno–Kang fuzzy rules. This network is used for calculating the output and the system’s state. The feedback connection between these networks is also provided. In [30], the authors describe problems of traditional neural networks with low accuracy and convergence. To solve these problems, the authors proposed a fuzzy deep wavelet neural network inversion method and some hybrid learning algorithm. In [31], the author proposes a family of neural network operators of fuzzy n-cell number valued functions with sigmoidal functions used for neuron activation. In [32], the authors describe a problem for small solution systems that are sensitive to the initial weights. This also requires high computation. That is why the authors propose new learning algorithms that are not sensitive to the provided problems.



In [33], the author proposes a family of multivariate fuzzy neural network interpolation operators activated by sigmoidal functions. In [34], the authors provide some results of using a fuzzy network with different activation functions, which give different results of course. In [35], the authors also propose hierarchical polynomial-based fuzzy neural networks that could improve the prediction accuracy of the model. Finally, there are also some papers that present a review of fuzzy systems and artificial neural networks as [36]. In [37], the author proposes the adaptive network-based fuzzy interface system (ANFIS), which uses logical rules and connections in the network layer, not only between the close connected layers. In this paper, the authors propose a different solution that could not be found in the literature. We use an ordinary deep neural network and change the neuron into a fuzzy neuron with the Ordered Fuzzy Numbers arithmetic. It lets us to use not only the triangle form of fuzzy numbers (as in the ANFIS model), but also the trapezoid one.




3. Ordered Fuzzy Numbers


When the precise amount of something could not be given, and is presented by such words as “little”, “more”, “some”, we could use the term. The branch of artificial intelligence that deals with this problem is called fuzzy logic. It was described by Lofti A. Zadeh in the paper “Fuzzy sets” in Information and Control journal in 1965 [38]. In this paper, he defines the term of a fuzzy set. This fuzzy set allows us to describe imprecise data. These data are presented by means of values from the interval from 0 to 1. A number that is assigned to the set defines its degree of membership in this set. The author used a three-valued logic defined by Jan Łukasiewicz [39]. The use of this theory, the L-R representation of fuzzy numbers, was presented by D. Dubois and H. Prade [40,41,42]. Another method for fuzzy set presentation was developed by W. Kosiński [43] and his team. This method is called Ordered Fuzzy Numbers. The advantage of this presentation is that it allows us to link the change of trend to a fuzzy number. It gives more opportunities for arithmetic operation on fuzzy numbers, which was described in the next publications [44,45,46,47]. The following definitions and equations provide basic information about Ordered Fuzzy Numbers, which will be used in the proposed fuzzy network. It is worth noting that this arithmetic is very simple, which means that it may be calculated in a fast and easy way.



Definition 1. 

A is an ordered fuzzy number A when it is an ordered pair of functions


   A = (  x  u p   ,  x  d o w n   )   



(1)




where    x  u p   ,  x  d o w n   :  [ 0 , 1 ]  ⟶ R   are continuous functions.





Figure 1 presents the respective parts of the functions called:   u p   and   d o w n  . The OFN presentation of fuzzy numbers is presented in Figure 2.



As it could be noticed, the continuity of the two parts (UP and DOWN) shows that they are limited in the following values:   U P = (  l A  ,  1  A  −  )   and   D O W N = (  1  A  +  ,  p A  )  . When both functions within the OFN are continuous, then their inverse functions   x  U P   − 1    and   x  d o w n   − 1    are defined by their limits UP and DOWN. This condition provides the following equations:


   l A  :  x  U P    ( 0 )  ,  1  A  −  :  x  U P    ( 1 )  ,  1  A  +  :  x  d o w n    ( 1 )  ,  p A  :  x  d o w n    ( 0 )   



(2)







If a constant function equal to 1 is added within the interval   [  1  A  −  ,  1  A  +  ]   are defined by their limits UP and DOWN. On this assumption, the following equations are valid:


   l A  :  x  U P    ( 0 )  ,  1  A  −  :  x  U P    ( 1 )  ,  1  A  +  :  x  d o w n    ( 1 )  ,  p A  :  x  d o w n    ( 0 )   



(3)




when a constant function (equal to 1) is added within the interval   [  1  A  −  ,  1  A  +  ]  , then the result is functions UP and DOWN in one range (Figure 2, where:   μ  d o w n   =  x  d o w n   ,  μ  u p   =  x  u p    ). This result could be treated as a carrier. Then, the function of membership in the fuzzy set is defined on the R set by the following equations:


      μ A   ( x )  = 0   for   x ∉ [  l A  ,  p A  ] ,        μ A   ( x )  =  x  U P   − 1    for  x ∈ U P ,        μ A   ( x )  =  x  D O W N   − 1     for   x ∈ D O W N ,     



(4)







The fuzzy set defined in the OFN way acquires an additional parameter order, whereas the following interval is the carrier:


  U P ∪ [  1  A  −  ,  1  A  +  ] ∪ D O W N  



(5)







The following conditions defined the limit values for UP and DOWN functions in such way:


      μ A   (  l A  )  = 0        μ A   (  l  A  −  )  = 1        μ A   (  l  A  +  )  = 1        μ A   (  p A  )  = 0     



(6)







OFN can be described by four real following values:


  A = (  l A  ,  l  A  −  ,  l  A  +  ,  p A  )  











Figure 3 presents an example of OFN, including their characteristic points in two orders: positive and negative.



Functions    f A  ,  g A    correspond to parts   u  p A  , d o w  n A  ⊆  R 2   , which gives:


     u  p A   = {   (  f A   ( y )  , y )  : y ∈  [ 0 , 1 ]        d o w  n A   = {   (  g A   ( y )  , y )  : y ∈  [ 0 , 1 ]      



(7)







Orientation corresponds to the order of graphs   f A   and   g A  .



Definition 2. 

A membership function of an OFN A is the function    μ A  : R ⟶  [ 0 , 1 ]    defined for   x ∈ R   in the following way:



if





      x ∉ s u p  p A  ⇒  μ A   ( x )  = 0       x ∈  (  1  A  −  ,  1  A  +  )  ⇒  μ A   ( x )  = 1       x ∈ s u p  p A  ⋀ x ∉  (  1  A  −  ,  1  A  +  )  ⇒  μ A   ( x )  = m a x  (  f  A   − 1    ( x )  ,  g  A   − 1    ( x )  )       



(8)









Such a definition of the membership function can be applied in the OFN notation for setting control rules in the same way as in classic fuzzy numbers.



Definition 3. 

The replacement of the part UP (function   f A  ) with the part DOWN (function   g A  ) is a reversal of the OFN. This could be defined as follows:


   B = A  ∣ −  ⇔  g B  =  f A  ∧  f B  =  g A    



(9)




where:




	
A is OFN (described by the pair of functions (   f A  ,  g A   ) ),



	
B is a result of the operation of reversal of the OFN A,



	
sign “  ∣ −  ” is a symbol that describes a reversed orientation of OFN,



	
The result obtained in this operation is called a reversed OFN or a reversed orientation number.










A set of key points of OFN is very important for number interpretations. This set is defined as follows:





   [ f ( 0 ) , f ( 1 ) , g ( 1 ) , g ( 0 ) ]   











The basic arithmetic operations for A = (f, g) and B = (e, h) could be defined as another pair of affine functions, according to the following formulas:




	
addition   A + B = ( f + e , g + h ) = C  


  C ⟶ [ f ( 0 ) + e ( 0 ) , f ( 1 ) + e ( 1 ) , g ( 1 ) + h ( 1 ) , g ( 0 ) + h ( 0 ) ]  



(10)







	
scalar multiplication   C = λ A = ( λ f , λ g ) ,  


  C ⟶ [ λ f ( 0 ) , λ f ( 1 ) , λ g ( 1 ) , λ g ( 0 ) ]  



(11)







	
subtraction   A − B = ( f − e , g − h ) = C ,  


  C ⟶ [ f ( 0 ) − e ( 0 ) , f ( 1 ) − e ( 1 ) , g ( 1 ) − h ( 1 ) , g ( 0 ) − h ( 0 ) ]  



(12)







	
multiplication   A × B = ( f × e , g × h ) = C ,  


  C ⟶ [ f ( 0 ) × e ( 0 ) , f ( 1 ) × e ( 1 ) , g ( 1 ) × h ( 1 ) , g ( 0 ) × h ( 0 ) ]  



(13)












Ordered Fuzzy Numbers in practice



Ordered Fuzzy Numbers are applicable in many everyday life aspects, such as:




	
Smart home systems,



	
Data transmission control,



	
Servers management in cloud systems,



	
Detection of attacks on IT systems.








The application of the OFN solution accelerates the control of the heating system. The tests performed in the climatic chamber have confirmed that the results of data analysis with fuzzy logic with OFN algebra, flowing through the controller speeds up reaction so that the temperature can be kept closer to the set one [48].



In the data transmission that uses multiplexing of data transmission paths in the technology Multi Path Transmission Control, the application of an algorithm to predict the error rate in a given path, using OFNs allowed for a faster response and the choice of the different transmission path. With such solution, it is possible to decrease the number of data retransmissions in the network. Following up, there is the possibility to save electric power–transmitting. The same data with a lower retransmissions number saves the power required to send the data. This algorithm can be applied in today’s networks, including even 5G networks [49].



Similar possibilities of saving energy necessary in everyday life can be achieved by using algorithms for predicting the demand for virtual machines in cloud systems. The proposed cloud algorithm to forecast servers use with the OFN’s application was characterized by the possibility to shut down machines faster at a time when the need for computing power to handle incoming connections is decreased [50]. The faster shutdown of servers also means lower power consumption.



One of the present Internet problems is the Denial of Service attack type, including Distributed Denial of Service [51]. Such an attack can lock each system available in the network, and lead to an immediate decline in the quality of life. The lock of bank systems can exclude the payments by bank cards (credit, debt) and paralyze trade. These days, such attacks are elements of hybrid wars. Therefore, the quick detection and neutralization of attacks are essential. The algorithms using OFN in the fast detection of predicted attacks can be helpful in the comparison to historical values. The implementation of such algorithms allows edge devices to react faster and block unwanted network traffic [52]. As it can be noted, in many aspects affecting the quality of life, the use of algorithms using OFN logic has an impact on faster reactions, resulting in tangible benefits.




4. Fuzzy Neural Networks


Currently, Artificial Neural Networks, including Deep Networks, are widely used solutions in the field of Artificial Intelligence. The neuron is the single element to build these networks. There are many neuron implementations. One of them is the McCullocha-Pitts neuron presented in Figure 4.



This neuron model assumes the possibility to have many inputs and one output. Each input is related (tied) to weights, which are real numbers. The value at the neuron output is calculated in the following steps:



Step 1: the value of the product’s sum of input values and the weights assigned to them is calculated:


  s =  w 0  +  ∑  n   i = 1    x i   w i   



(14)







Step 2: the value of the activation function for the calculated sum is calculated on the output, and the value of the activation function f (s) for the calculated sum is given:


  y = f ( x )  



(15)







Then, with the help of such neurons, their network is built, which may have a different number of inputs, layers of neurons and a different number of outputs. In the literature, one can find publications containing an overview of fuzzy networks [36]. However, none of them use the Ordered Fuzzy Numbers arithmetic. In order to build such a fuzzy network, a neuron, according to McCulloch-Pitts scheme, was proposed. However, in this case, the inputs, weights, and outputs are numbers in OFN notation. Then the arithmetic in OFN notation is carried out in the following steps.



Step 1: the value of the product’s sum of input values and the weights assigned to them is calculated:


  s =  W 0  +  ∑  n   i = 1    X i   W i   



(16)







Step 2: the arithmetic in OFN notation is calculated in the following steps.


  Y = f ( X )  



(17)




where the individual components of S, W, X and Y are values in OFN notation. This approach requires:




	
Fuzzification of the input data to the network,



	
Defuzzification of the output data from the network,



	
Development of network training algorithms that operate in OFN arithmetic.








The scheme of operation of the developed deep network is presented in Figure 5.



A number of methods [53] has already been developed for fuzzification and defuzzification OFNs, and it was not necessary to develop new ones. However, it was crucial to develop network training algorithms.



During the works on the training algorithms of the constructed network, 4 (four) training algorithms were developed and it was checked which one would achieve the best results in the shortest time, i.e., it would be characterized by the best anomaly detection ratio in terms of the time necessary to train the network.



There were the followings algorithms:




	
Algorithm 1 with back error propagation in variant 1 → fuzzification of input data, result calculation, fuzzification of correct output value, value comparison with calculated result, and percentage distribution of back error propagation (Figure 6).



	
Algorithm 2 with back error propagation in variant 2 → fuzzification of input data, result calculation, fuzzification of correct output value, defuzzification of the result, value comparison with the result, error calculation, error fuzzification, and percentage distribution of back error propagation (Figure 7).



	
Algorithm 3 with back error propagation in variant 3 → fuzzification of input data, result calculation, fuzzification of the correct output value, comparison of the value with the calculated result, and back error gradient propagation(Figure 8).



	
Algorithm 4 with back error propagation in variant 4 → fuzzification of input data, result calculation, fuzzification of the correct output value, defuzzification of result, comparison of the value with result, error fuzzification, and back error gradient propagation (Figure 9).








After the algorithms were coded, research on the effectiveness of network training and the quality of the acquired results (event prediction) started. For this purpose, based on the prepared data training files, the chosen anomalies were selected (7 types) and different data structures were prepared for them. The training trials of different net sizes (number of neurons in layers) have been performed. The correctness of the net implementation has been noted based on:




	
Increase the efficiency (accuracy) of training for increase in the number of epochs,



	
Extension of training time along with the increase in the number of epochs.








The tests have been performed for a minimum of 25 trials, for each algorithm. Then the average results for each algorithm were calculated. Based on the assessment of the net training effectiveness, algorithm 4 was selected. It implements the full idea of the training algorithm with back error propagation and distribution of error, using a gradient in the weights of neurons in the network. This algorithm acquired the highest speed of network training while keeping the same training efficiency. In the frame of comparison, experiments consisting of training the deep network for the same input data have been performed, comparing the effectiveness of the results for the same number of learning epochs. Algorithm 4 acquired the best learning results for the maintained speed.




5. Network Comparison


In the frame of network operation scrutiny, its operation was compared with the deep network. The idea of the test was to check what size of the network will be necessary to solve the same problem. As a research problem, the detection of the iris flower was chosen (Iris) [54]. The test set consisted of the description of the iris flowers using four attributes. The database contained 150 samples and has been limited to two flower classes. The structures of the tested networks were as follows: Deep Neural Network 1: input layer, four neurons; deep layer, eight neurons; and output layer, two neurons.



	
Fuzzy Neural Network with OFN 1: input layer, 4 neurons; deep layer, 1 neuron; output layer, 2 neurons,



	
Fuzzy Network with OFN 2: input layer, 4 neurons; deep layer, 3 neurons; output layer, 2 neurons,



	
Fuzzy Network with OFN 3: input layer, 4 neurons; deep layer, 4 neurons; output layer, 2 neurons,



	
Fuzzy Network with OFN 4: input layer, 4 neurons; deep layer, 8 neurons; output layer, 2 neurons.






Overall, 500 epochs were used when training the regular network, and 550 when training the fuzzy network. Iris flower detection error value is presented in Table 1. The conducted test was to recognize the flower. So, the possible results were 0 or 1. Finally, using the test data, the amount of 0 and 1 was calculated. The percentage of the right results was calculated and provided in the table.



The iterating network learning process is presented in the pictures below (Figure 10, Figure 11, Figure 12, Figure 13 and Figure 14).



As can be noted from the table, the acquired network accuracy results are promising. Whereas, the network learning process can be considered varied. The initial large changes in the error value are noticeable. The developed algorithm allowed us to acquire satisfying results; however, the developed algorithm still needs a lot of work. When we consider many devices used by people in their life, including a number of small ones with low computational power, there is a necessity to possess some algorithms to control devices and programs’ status in a simple way. In such places there is no possibility to install solutions that require high computational power and large amounts of memory. Then, possible problems with the devices may affect the quality of life. The authors propose a fuzzy neural network with ordered fuzzy numbers that does not require high computational power and can be used to detect and predict problems with the devices and programs. The results of the conducted tests using an ordinary network and a proposed fuzzy network prove that the proposed network requires less neurons. Therefore, it requires less computational power. So, it can be implemented in small devices used by people to recognize (predict) problems, and consequently raise the quality of life.




6. Discussion


The application of the fuzzy neuron network with fuzzy neuron, using OFN, led to the detection of Iris flower. The test has proven that such a network works and the developed algorithm allows us to perform the learning process. Of course, not all the networks learned perfectly, but ultimately the process turned out to be successful. It is worth noting that even a network with a smaller number of neurons in the hidden layer allowed the iris flower to be recognized with a satisfactory result. Of course, not all networks learned perfectly, but in the final effect, the process was successful. It is worth noting that even a network with a smaller number of neurons in the hidden layer enabled recognized the Iris flower with a satisfactory result. It is worth noting that even the network with a lower number of neurons in the hidden layer allowed for detection of the Iris flower with a satisfactory result. As expected, the fuzzy network requires a lower number of neurons. Obviously, this is only one test example; in other cases, the results may not be satisfactory, so the network requires further research.



There are many places in which the proposed solutions can be used. These places are small businesses and small devices in which there is still small computational power. It could be used in a small security center, because it can be used in a virtual machine to collect logs and predict future problems. There are many places in which AI with a neural network can be implemented, but it was not used before. It requires a lot of computational power. Such places are small Internet of Things devices. On the condition the management software is installed on such devices, it will not be required to transfer large amounts of data to the management center. It will allow analyzing the data in the place where it operates. So, it may help to optimize the energy consumption by the devices or heating systems. Taking into account to the fuel and resource usage, it is very crucial.




7. Summary


This article presents the idea of using OFN arithmetic to improve the quality of everyday human life through better resource management. As it has been shown, the use of OFNs allows for faster detection of attacks on networks or devices, anticipating errors in transmission, which makes possible to switch the interface faster and save the energy needed for data retransmission. Finally, OFNs can be used to construct a fuzzy artificial neural network, and the applications of AI are very broad. It is only a matter of time before they will be commercially applicable and everyone will be able to come in touch with this technology. The main contribution of this paper is a novel fuzzy neural network with Ordered Fuzzy Numbers used in weights (and the OFN arithmetic for results calculations). This network can use lower amounts of neurons, which means that it will use less computational power to calculate the result. Therefore, this solution can be used in small devices such as Internet of Things components to analyze the data. The possibility to analyze the data in these devices allows avoiding the transfer of all data to the management center. Then, for example, smart home systems can use it to calculate optimal heating or smart city lights using AI can be more adaptive to the amount of traffic. Of course, there is a limited usability of the proposed network, e.g., according to time series analysis. The authors are working on preparing a framework to tensorflow, which is an open-source solution. This will let to use other kinds of networks, such as long short-term memory (LSTM) or convolutional neural network (CNN).
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Figure 1. The functions up and down in Ordered Fuzzy Number representation. 
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Figure 2. A fuzzy representation of Ordered Fuzzy Number. 
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Figure 3. Fuzzy number that is ordered (a) positively or (b) negatively. 
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Figure 4. McCullotch-Pitts neuron. 
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Figure 5. Fuzzy network with OFN. 
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Figure 6. First learning algorithm. 
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Figure 7. Second learning algorithm. 






Figure 7. Second learning algorithm.



[image: Applsci 13 03487 g007]







[image: Applsci 13 03487 g008 550] 





Figure 8. Third learning algorithm. 
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Figure 9. Fourth learning algorithm. 
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Figure 10. Deep neural network—learning process. 






Figure 10. Deep neural network—learning process.



[image: Applsci 13 03487 g010]







[image: Applsci 13 03487 g011 550] 





Figure 11. Fuzzy network 1—learning process. 
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Figure 12. Fuzzy network 2—learning process. 
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Figure 13. Fuzzy network 3—learning process. 
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Figure 14. Fuzzy network 4—learning process. 
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Table 1. Network error.
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	No.
	Network
	% Error





	1
	Deep Neural Network 1
	0.04220253



	2
	Fuzzy Neural Network with OFN 1
	0.00036679



	3
	Fuzzy Neural Network with OFN 2
	0.00610502



	4
	Fuzzy Neural Network with OFN 3
	0.00284964



	5
	Fuzzy Neural Network with OFN 4
	0.00612133
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