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Abstract: Previous work has demonstrated that end-to-end neural sequence models work well for
document-level event role filler extraction. However, the end-to-end neural network model suffers
from the problem of not being able to utilize global information, resulting in incomplete extraction
of document-level event arguments. This is because the inputs to BILSTM are all single-word
vectors with no input of contextual information. This phenomenon is particularly pronounced at
the document level. To address this problem, we propose key-value memory networks to enhance
document-level contextual information, and the overall model is represented at two levels: the
sentence-level and document-level. At the sentence-level, we use BiLSTM to obtain key sentence
information. At the document-level, we use a key-value memory network to enhance document-level
representations by recording information about those words in articles that are sensitive to contextual
similarity. We fuse two levels of contextual information by means of a fusion formula. We perform
various experimental validations on the MUC-4 dataset, and the results show that the model using
key-value memory networks works better than the other models.

Keywords: event extraction; document-level; key-value memory network

1. Introduction

In current practical use, it is unrealistic to extract complete arguments from a sentence
alone. Therefore, the main task now is to improve the accuracy of document-level event
element extraction. A complete document-level event extraction typically includes event
detection, role-filler extraction, and event tracking. Our main task is to study the document-
level extraction of event arguments. In Figure 1, the left side shows multiple sentences
from an article, and some arguments are extracted from the left side of the article.

For example, in an article containing an attack event, this attack event will have
some event actors (e.g., the individual attacker, attacker organization, attack target, victim,
weapon, etc.). Our main goal is to identify the textual scope of each event metric in the text,
and thus an accurate capture of multi-sentence contextual information is required. In this
example, the victim is mentioned implicitly in the first sentence, however, is only explicitly
referred to in the third sentence. This event involves a total of three sentences, which shows
that solving the problem of crossing sentence boundaries and performing document-level
event extraction is important to facilitate downstream tasks.

Back in 2009, document-level event arguments were approached as a template-generation
problem, and a new model was proposed. The model first identifies the type of event in
a sentence. Then, the corresponding event roles are identified based on the event types.
This model is called the pipeline model [1,2]. However, all models have certain problems:
(1) they require the help of many external features, such as some syntactic features, which
are more useful as an aid to document-level event extraction, and lexical features, which
facilitate the identification of individual event arguments; and (2) pipeline models suffer
from error propagation.
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Previous studies have shown that end-to-end neural sequence models perform well in
tasks, such as NER [3] and sentence-level event extraction on the ACE dataset [4]. They are
more suitable for downstream tasks involving individual sentences.

The neural network model works well for sentence-level event extraction. However,
it still faces many difficulties in document-level event extraction. The arguments of an
event usually run through the whole text, and developing a method to establish long-term
dependencies across multiple sentences [5] is one of the greatest difficulties encountered
thus far. The RNN back-propagation algorithm [4] is typically used to model long sentences.
In 2020, Du et al. [6] applied the end-to-end neural sequence model as a new framework for
document-level event extraction, which addressed the impact of long sentences on model
performance to an extent.

[S1] ... an fmln unit cemmemerated this eccasien by ambushing a military Perpetrator
vehicle transperting natienal guardsmen frem seseri te san miguel Individual
[S2] the ambush teek place at el betijen, in san sebastian canten, seseri, Perpetrator
. . . an fmln unit
and was carried eut using explesives Organization

[S3] ... and five natienal guard seldiers were killed, including a sergeant
. . Target a military vehicle
whe was in charge ef the natienal guard treeps |:> e y vehie

[S4] ... we seized frem the enemy--the repressive natienal guard--three

five natienal guard

23-a3 rifles, three sets of military, ever 1000 bullets for g3-a3 rifles, Victim
- ) seldiers
beets, vests, and ether military materiel
[S5] twe g3-a3 rifles and a prc-77 military cemmunicatiens radie were Explesives, g3-a3 rifles
) ) ) Weapon
destreyed at the site of the ambush. eur peeple withdrew with 1000 bullets

Figure 1. Document-level event fill argument element-extraction task.

End-to-end neural sequence models usually use BILSTM to update parameters; how-
ever, the inputs of BILSTM are individual word vectors, which cannot consider the con-
textual information and, thus, cannot capture the contextual information of the whole
chapter. Akbik et al. [7] attempted to solve this problem by dynamically aggregating the
embedded contextual information of each word. However, this does not work in cases of in-
dividual sentence input. To address the above issues, we propose a hierarchical contextual
framework to enhance event theory meta-extraction modeling.

The sentence-level representation mainly uses single sentences, which are input into
the BERT-base to decode and obtain sentence-level vectors, and then the individual sentence
vectors are passed through BiLSTM to obtain the corresponding hidden layer states. A key-
value memory network is used at the document level, using sentence-level word vectors as
K-values and hidden values as V. Each k-v slot value is updated within a certain time, and
the obtained value and word-level representation are used as the k, v, and q of the attention
mechanism to calculate the document-level representation. We conducted a comparison of
two evaluation approaches on the MUC-4 dataset and verified the effectiveness of key-value
memory networks on document-level event arguments from different perspectives.

The main contributions of this paper can be summarized as follows. First, we propose
an effective method for extracting document-level information using key-value memory
networks based on an end-to-end neural sequence model. Secondly, evaluation results on
MUC-4 show that our model outperforms other end-to-end neural sequence models for the
task of document-level event theory element-filling extraction. To a certain extent, it solves
the problem that BiLSTM only targets one instance and cannot capture document-level
information effectively.

2. Related Work

Sentence-level event extraction typically requires extracting event-trigger words and
corresponding event parameters from individual sentences. For example, in the sentence
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“aman is being mobbed by a group of monkeys”, it is first determined that this is an attack
event based on an “attack”, and then the victim (“man”) and the attacker (“monkeys”) are
extracted, followed by some other arguments (time, place, etc.). For sentence-level event
extraction, a number of effective approaches have been explored by several scholars. For
example, the more primitive of these feature is an engineering-based framework [8] using
semi-supervised or unsupervised approaches.

Using a deep-learning-based model [9] (such as recurrent neural networks (RNNs)
and convolutional neural networks (CNNSs)), the authors of [10] studied a tree-based
convolutional neural network for event detection, and integrated syntax into neural event
detection for the first time. Their framework uses the proposed model with GCNs [11] and
entity-mention-based pooling. Later, Yang et al. [12] proposed PLMEE, an event-extraction
framework based on a pre-trained language model, to overcome the role overlap problem
by separating the parameter prediction according to the parametric roles. These methods
often focus on extracting the sentence-level context of event triggers and parameters and
rarely generalize to document-level event extraction.

Due to the flexibility in natural language expression, the entirety of the theoreti-
cal elements that constitute a single event are usually distributed in multiple sentences
in the context of a single document, and thus scholars began to study document-level
event-extraction techniques. The core difficulty of document-level event extraction is
that modeling captures semantic connections across sentences, thus, extracting event ar-
guments distributed in places other than key event sentences. In terms of the research
method, document-level event extraction mostly assumes that the number elements that
compose the events appear in a key event sentence, and then this method complements the
missing theory elements through a manually designed heuristic method on the basis of
sentence-level event extraction.

The latest research is dedicated to document-level modeling extraction elements
obtained directly through deep-learning methods. Liao Tao proposed a supplementary
strategy of missing theory based on the co-occurrence of events. Yang et al. [13] first
implemented individual event extraction for each sentence and then used heuristics to
complement document-level elements. Subsequently, they found that important events
were mentioned repeatedly in the document text, and then conducted global event co-
reference inference through the integer linear programming method for document-level
event extraction. Although work such as [14] also achieved the joint extraction of document-
level events and entities, it made excessive use of feature engineering, which makes the
model less easy to use.

In the field of Chinese finance, Zheng et al. [15] proposed a new Doc2EDAG model.
This model can efficiently generate entity-based directed acyclic graphs for document-level
event extraction. It solves a problem encountered in previous models, which were unable
to completely identify the event theory elements and event roles because of fragmented
information. Liu and Xu et al. [16] proposed the CIT model, and this model can effectively
solve both the problem of dispersing event parameters into multiple sentences and the
problem of not exploiting the correlation between events.

During the same year, Yang and Sui et al. [17] proposed a parallel prediction network
(DE-PPN), which also solves the problem of dispersion of argument elements and multiple
events in document-level event extraction to an extent. They introduced a new matching
loss function to train the model to achieve an optimized global effect.

Our model merges sentence-level information with document-level information, and
instead of using manually designed feature information, the model learns it automatically
and is able to dynamically merge the information at both levels. Moreover, in contrast
to previous pipeline-based work, we train the model on the end-to-end sequence label-
ing problem as a task in a supervised manner, and the event patterns are predefined.
In document-level information, we use a key-value memory network to remember the
contextual representation of each word vector, and an attention mechanism to compute
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the document-level representation of each slot value. The fused document-level and
sentence-level information is then fed into the CRF decoder to obtain the final result.

3. Methods

Figure 2 shows the diagram of our overall model, where the encoder is divided into
two parts (a document-level encoder on the left and sentence-level encoder on the right),
which are merged and fed into the CRF decoder. We divide a paragraph into multiple
sentence inputs, and each sentence goes through BERT and then BiLSTM to obtain sentence-
level representations. At the sentence level, each word is embedded as w;, the key-value
part of the key-value memory network, and it then goes through the BiLSTM encoder to
output its corresponding hidden layer state ;. hi; serves as the value part of the key-value
memory network.

The document-level part will update the slot values of k-v periodically for each
iteration. The word embedding Wy; is used as the q of the attention mechanism, the
key as the k of the attention mechanism, and the value as the v. Then, the document-
level information representation is calculated based on the obtained q, k, and v using the
attention formula. The sentence-level information and the document-level information are
fused and input to the CRF decoding layer to obtain the final score representation.

CRF
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Figure 2. Hierarchical model diagram based on the key-value memory network.

3.1. Sentence-Level Representation

Our model uses sentence-level information because it has been shown to be in-
dispensable in information extraction tasks [18,19]. We complemented our focus on
inter-sentence information with sentence-level information to improve the accuracy of
document-level argumentative meta-recognition. The sentence-level encoder consists of the
following aspects.

Embedded layer: The sentence-level encoder studied in this paper does not recognize the
boundary of the sentence, so the sentence-level input representation is { X1, Xp, X3, ... Xy }.
Using the input representation X; as the connection of the word embedding and the context
representation, in this paper, we use the 100-dimensional Glove (Pennington et al.) [20]
as pre-trained word embedding, and we make the word embedding fixed. With X;, we
obtain the word embedding xe; = E(X;). The obtained word embedding xe; is then input
into BERT.

Pre-trained LM representation: Peters et al. [21] and Devlin [22] proposed a pre-
trained language model. The model is advantageous in inter-sentence and paragraph-level
text tasks. We use a BERT-base to generate sentence-level contextual information; we
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have {X1, Xo, X3, ... X, } and {Xby, Xby, Xb3, ... Xb,} (see Equation (1)). Thus, the results
obtained using BERT can prove the importance of the pre-trained language model.

xbq,xby, ..., xby, = BERT(x1, X2, ..., Xn) 1)

We forward the concatenation of the two representations for each token to the
upper layers:
x; = concat(x,;, xb;) 2)

BiLSTM layer: To help the model better capture features between sequence tokens,
we add a bi-directional LSTM encoder layer between the tokens and input the contextual
representation obtained from the pre-trained language layer to the BILSTM layer of the
sequence tokens. The specific equation is shown below.

h; = [EHE}
7 = LSTM (x It ) 3)

T = LSTM(xZ-,iE;?)

S > o .
where i indicates the number of tokens and 6 and 6 denote trainable parameters.

3.2. Document-Level Representation

Document-level encoders mainly use key-value memory networks. Memory networks
were first proposed in 2014 by Weston and Chopra et al. within the field of QA [12].
After which, Miller et al. in 16 further proposed the key-value memory network model.
This was later applied to the NER task by Luo et al. [23], significantly improving the
overall performance. In order to address the problem wherein BiLSTM cannot make
good use of document-level contextual information, this paper also borrows an idea
from Luo et al. and uses a key-value memory network to memorize the document-level
contextual representation.

If there are m slots, then (Ki,Vy),...,(Km, Vm). In each vector pair, we take the
word-vector output from the pre-trained language as the K and the hidden layer state /;
corresponding to each instance of the BILSTM encoder output as the value. The updated k-v
are used as k and v, respectively, in the attention mechanism, and then the document-level
contextual representation is calculated according to the formula.

Memory update: Since each word may appear multiple times in the same article, it
will appear to occupy multiple slots. This requires a constant update of the key-value: the
word embedding updates the corresponding k, and the hidden layer state h; updates the v.
For example, the i-th word X; may occupy more than one slot. After the calculation, the
value of the next slot will be different from the current value, and then this slot value will
be rewritten in order for the slot value to be updated when the same word is encountered.

Memory query: For a word i in a sentence, the model extracts the position of the word in
all sentences and forms a subset of size T by reverse indexing: (ksup,, Usub, ) - - - » (Ksubrs Usuby)-
Information about the location of each word in the memory network is recorded to the
index set. The reverse index set records information about the position of each word in the
memory network. Words appear in the article as many times as T.

The key-value memory network calculates the weights of the document-level represen-
tations mainly through an attention mechanism. For each word, it uses k; € [ksubl; e key br}
as attention keys and v; € [Usuhl HN UsubT] as attention values. The embedding Wg; of
the query term is then used as the attention query g; . In this paper, we attempt the fol-
lowing three different compatibility functions to explore their impacts on document-level
information u;; = o(g;, k;):

(1) Dot-product attention

o1(gi. kj) = gik]. (4)
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(2) Scaled dot-product attention [24]:

(9i.;) ik 5)
02\4i, %) = .
T
The d,, denotes the dimension of the word embedding and T denotes the number of

occurrences of this word in the training set.
(3) Cosine similarity

qik}
03(qi, ki) = —7—- (6)
) = e
The document-level representation calculation formula is:
b P (uif)
1y —T 7/ N\
Y1 exp ()
T @)
ri = 2 0(1']‘0]'
j=1

3.3. Fusion Layer

We dynamically merge the obtained sentence-level and document-level representa-
tions using fusion formulas and then input the obtained results into the CRF decoder. In
total, we tested three different fusion mechanisms:

(1) Simple fusion:

g =hi+r;. 8)

(2) Condition fusion:
gi = Ahi+ (1= A)r;. )
(3) Gated fusion:

pi = sigmoid(Wyh; + War; + b)

(10)
gi = pihi + (1 —pi)ri.

where Wj and W, are the weight values. When the value of the superparameter is 1, it
means that the document-level information is fully used, and when the value is 0, the
sentence-level information is fully used. s; denotes the sentence-level information, and r;
denotes the document-level information.

3.4. CRF Layer

As with other end-to-end sequence models, we adopt CRF as the decoding part of
the whole model. It will consider the marker information of the previous data when
marking the data. Joint modeling can improve the performance of the model compared
with individual label modeling.

We evaluate the accuracy of argumentative element recognition based on the maximum
score sequence. The document-level and sentence-level information is fused to obtain
{G1,Gy,...,Gn}, then the set—after passing a linear layer—can obtain a label space G of
size m. After the CRF decoding layer, we obtain the labeling sequence Y = {y1,y2,...,Ym},
and the output sequence of the maximum score can be derived according to Equation (11)
as follows:

m m
S(x,y) = 2 By,yi + Z Giy, (11)
i=0 i=1
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where B is the score transfer matrix, and B; ; represents the transfer score transferred from
label i to label j. During the decoding process, the present model is able to predict the
output sequence that obtains the maximum score.

4. Experiments

We focus on the evaluation of the model’s performance on the MUC-4 dataset and
compare the results with previous work. We compare two models—plain cross-sentence
level and a model using key-value memory networks—in terms of how well they work for
document-level argument extraction.

4.1. Datasets

The MUC-4 dataset is composed of 1700 documents and associated answer key (role-
filler) templates. To ensure that the results of the model in this paper can be compared with
the results previously reported for this dataset, 1300 documents are used as the training set,
200 documents as the validation set, and 200 documents as the test set.

We used the entity-level assessment metric of Du et al. from 2021 using the precision
(P), recall (R), and F1 mean to represent the macro mean of all event roles. In addition, two
evaluation methods (head noun phrase match and exact match) are used to evaluate the
accuracy of the model in capturing the theoretical element role-filling boundary separately.
Table 1 shows the results of the previous models and this paper’s models on MUC-4
for both evaluation methods. Table 2 shows the F1 scores refined to each event role
(individual perpetrator, perpetrator organization, physical target, victim, and weapon) and
also compares with the previous model to demonstrate more clearly how the model works
for each event role.

Table 1. Macro averaging results for a document-level event extraction task.

Models Head Noun Match Exact Match
Prec. Recall F-1 Prec. Recall F-1
GLACTER 47.80 57.20 52.08 - - -
TIER 50.80 61.40 55.60 - - -
Cohesion Extract 57.80 59.40 58.59 - - -
Multi-Granularity Reader 56.44 62.77 59.44 52.03 56.81 54.32
KDR 56.20 64.83 60.20 52.91 57.63 55.16

Table 2. The results for each event role based on the head-noun matching metric.

Models

Perplnd PerpOrg Target Victim Weapon

GLACTER
TIER
Cohesion Extract
Multi-Granularity Reader
KDR

P R F1 P R F1 P R F1 P R F1 P R F1
51 58 54 34 45 38 42 72 53 55 58 56 57 53 55
52 58 55 55 48 51 55 61 58 63 59 61 62 64 63
54 57 56 54 49 51 55 68 61 63 59 61 62 64 63
53 52 52 51 68 58 60 64 62 49 62 55 68 67 68
54 51 52 56 65 60 58 61 59 47 53 50 69 66 68

4.2. Experimental Settings

We compared all other models on the same task and dataset. (1) GLACTER [1]
is composed of a sentence classifier and a set of per-event theoretical elements initially
populated with templates, and its results are obtained from the probability product of
normalized sentences and phrases.

(2) TIER [2] proposes a multi-stage approach. The processing is divided into three
stages: the classification of event documents, event sentence recognition, and noun
phrase analysis.
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(3) Cohesion Extract [25] uses a bottom-up approach to first identify candidate-fillable
theorems in a document and then refine the set of candidate theorems using a cohesive
sentence classifier.

(4) Multi-Granularity Reader [6] is a multi-granularity model architecture that explores
the effects of different sentence lengths on the model results and demonstrates that the
model results grow and then decline with sentence length. We also use the end-to-end
neural sequence model key-value memory network as the model for the document-level
part—with the word embedding in the sentence level as the key value k and the correspond-
ing hidden layer state k; as the value—and then calculate the document-level contextual
information through the attention mechanism, which incorporates the sentence-level infor-
mation to a greater extent. The last row of Table 1 shows a significant improvement in the
overall results.

We use two evaluation results with the macro average results in Table 1. For a detailed
understanding of how the model extracts filling results for each event argument, the results
for each event role are presented in Table 2. From these two tables, it can be seen that the
multi-level end-to-end sequence model can achieve almost the same results as the pipeline
model. In the results for the document-level model, it is clear that the effects of the key-value
memory network are better than the results of splicing after direct multi-sentence input.

We used two evaluation approaches, and the macroscopic average results are shown
in Table 1. From both evaluation approaches, on the MUC-4 dataset and with the same end-
to-end neural sequence model, the model with the key-value memory network was able
to achieve nearly 61 percent effectiveness—significantly higher than the multi-granularity
reader model for the same task. The overall results are higher than other pipeline models
by two percentage points, which is sufficient to prove the superiority of this paper’s
model and demonstrate that, to a certain extent, the key-value memory network solves
the problem wherein BiLSTM only targets one instance and cannot effectively capture
document-level information.

To understand in detail how the model extracts the populated results for each event
argument element, Table 2 reflects the results for each event role. As can be seen from this
table, the end-to-end sequence model with both sentence-level and document-level layers
achieves almost the same or better results compared with the pipeline model. The results
of the model with the key-value memory network are better than the results from the same
task model over several years for the two roles of “attack organization” and “weapon”.

4.3. Ablation Experiments

To further explore the degree of influence of each module of the model on the exper-
imental results, we explored the influence of three different gating fusion mechanisms
on the overall model. Table 3 shows that the use of the sigmoid function and setting
superparameters are almost comparable for the experimental results; however, the effects
of simple summation are not as good as those of the remaining two ways.

In the gated fusion mechanism, the effect is not as good when the sentence level
and the document level account for exactly the same proportion, as it works better when
the document level accounts for a larger proportion. This indicates that the document-
level contextual information is more important; however, the sentence-level information
cannot be missing either, and the overall model effect tends to decrease when there is no
sentence-level information at all.

In order to eliminate the impact of other modules on the overall model performance,
we demonstrate the effectiveness of key-value memory networks for document-level event
element extraction. We performed relevant ablation experiments, as shown in Table 4,
where the input length is optimal and sentence-level inputs are not considered.

A normal end-to-end neural sequence model achieved an accuracy of about 55 for
document-level event element extraction. With the use of key-value memory networks,
the results reached 59, which is nearly 4 percentage points higher and is sufficient to
demonstrate the effectiveness of key-value memory networks.
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Table 3. The effects of different fusion mechanisms on the experimental results.

Head Noun Match Exact Match
P R F1 P R F1
Simple Fusion 51.82 54.63 53.18 42.38 52.03 46.71
Condition Fusion 56.20 64.83 60.20 52.91 57.63 55.16
Gated Fusion 56.73 60.89 58.74 53.27 57.95 55.51

Table 4. Ablation study on modules’ influence on the KDR.

Head Noun Match Exact Match
P R F1 P R F1
w/ key-value memory 57.35 59.80 58.55 54.82 53.27 54.03
w/o key-value memory 56.78 52.64 54.64 53.36 49.65 51.44

In this paper, we also explore three compatibility functions in studying the impact of
key-value memory networks on the overall model. With all other conditions exactly the
same, only the control compatibility function is used as a variable. From the experimental
results in Table 5, it can be seen that the cosine similarity works best in both evaluation
methods, whereas the dot product attention function is the least effective. The cosine
similarity calculates the degree of association between the word embedding and the query
word, and the closer the value is to 1, the higher the degree of association. It is more
favorable to calculate the similarity of words in documents. Therefore, finally, the cosine
similarity is used as the compatibility function in this paper.

Table 5. Exploring the effects of different compatibility functions on the overall performance of

the model.
F1
Compatibility Functions
Head Noun Match Exact Match
dot-product attention 59.67 53.87
scaled dot-product attention 59.96 55.05
cosine similarity 60.20 55.16

4.4. Further Analysis

We use the following two cases to further demonstrate that key-value memory net-
works can compensate for the problem of document-level information loss caused by
ordinary end-to-end neural sequence models that target only a single input instance. To
ensure overall fairness, cases were randomly selected and were performed with inputs of
equal length and under the same external conditions. In the first case, the yellow part is
one of the victims of this event; however, the ordinary document-level event argument
extraction model does not identify it. However, our model does not ignore this argument,
which is in a moderately low position in the whole article and needs to be combined with
certain contextual information as our model works well in these conditions.

..meanwhile, troops of the civiplan battalion killed an fmIn guerrilla
in a skirmish on the slopes of la cruz hill in chalatenango department.....

The second example is found at the end of a long article, where the green part of the
“attacker organization” is only implicitly mentioned at the beginning of the article, which
requires the model to be able to remember contextual information over a large span of time.
Again, this attacker organization is identified by the model in this paper, which shows that
the key-value memory network is more advantageous than other models when the context
span is large.
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..night, while residents slept or watched television,
in military uniforms set the shacks on fire, ...the an-
nouncer says the attack is thought to have been carried out by

an army of national liberation group .

5. Conclusions and Future Work

In this paper, we explored the effectiveness of bond-valued memory networks for
document-level event-fill extraction based on an end-to-end sequence model. For the
problem of information loss, this paper proposed a new hierarchical model based on a key-
value memory network. The analysis of the results obtained on the MUC-4 dataset show
that the present model achieved substantial improvements compared with the previous
work. In the future, we intend to further explore how to improve the recognition degree of
the more obscure theoretical elements of the model without the help of external knowledge,
and this will be the focus of our next work.
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