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Abstract: The energy consumption of a multi-access edge computing (MEC) system must be reduced
to save operational costs. Determining a set of active MEC servers (MECSs) that can minimize
the energy consumption of the MEC system while satisfying the service delay requirements of the
tasks is an NP-complete problem. To solve this problem, we take a bio-inspired approach. We note
that the sleep control problem of the MECS differentiates the operational mode among neighboring
MECSs. Therefore, by mimicking the cell differentiation process in a biological system, we designed
a distributed sleep control method. Each MECS periodically gathers the utilization and delta levels
of the neighboring MECSs. Subsequently, by using the gathered information and the Delta–Notch
inter-cell signaling model, a MECS autonomously decides whether to sleep. We evaluated the
performance of our method through extensive simulations. Compared with a conventional method,
the proposed method reduces energy consumption in a MEC system by more than 13% while
providing a comparable service delay. In addition, our method reduces the variations in the service
delay by more than 35%.

Keywords: MEC energy saving; MECS sleep control; Task QoS; inter-cell signaling model; bio-inspired
approach

1. Introduction

Mobile applications running on resource-constrained mobile devices require high com-
puting power and low latency. To satisfy these requirements, multi-access edge computing
(MEC) systems have drawn much attention from industry and academia [1–3]. In a MEC
system, multiple MEC servers (MECSs) are deployed at the edges of the access networks.
Mobile devices offload their computationally intensive tasks to these MECSs that process
these tasks and return the results to the mobile devices. By providing high computing
capacities near mobile devices, a MEC system is expected to facilitate computing-intensive
and delay-stringent mobile applications. In general, the service area of a MECS is much
smaller than that of a conventional cloud server. Additionally, the capacity of a MECS is
lower than that of a cloud server. Therefore, an increasing number of MECSs is required
with the increase in the service region of a MEC system. As a result, the operational cost of
the MEC system increases. In addition, networks and data centers are expected to account
for 59.8% of the CO2 emissions in the information and communications technology sector
by 2030 [4]. Therefore, reducing the energy consumption of a MEC system is important for
reducing the operational cost of a MEC system and tackling global warming.

A MECS consumes considerable energy even when it is in an idle state [5]. The total
energy consumption of a MEC system can be decreased if an idle MECS enters the sleep
state. However, because the loads imposed on a MEC system are processed only by active
MECSs, the service delay owing to the MEC system increases with the increase in the
number of MECSs in the sleep state. Therefore, an appropriate sleep control method for
MECS that can reduce the total energy consumption of a MEC system while providing
reasonable service delay is required.
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The sleep control problem in a MEC system is a combinatorial problem that determines
the set of MECSs that must be in the sleep state for a given task distribution in a MEC
system. Optimization-based methods have been proposed to address the energy-saving
issue in MEC systems [5–7]. These methods formulate an optimization problem and trans-
form the original problem into a set of solvable mathematical forms that can be used to
design an algorithm to solve the problem. However, the complexities of optimization-based
algorithms increase exponentially with the increase in the number of MECS. In addition,
rapidly adjusting to the dynamics of a MEC system is difficult because these algorithms
are based on a network snapshot. Therefore, to ensure the scalability and adaptability
of a MEC system, a lightweight distributed approach is required to reduce energy con-
sumption while satisfying the service delay requirement. To achieve this objective, we
adopted a bio-inspired model and devised a method for a MECS to make an automatic
sleep decision. Bio-inspired approaches have drawn considerable attention in the commu-
nications and networking domains for resolving the scalability issue in an adaptive and
distributed manner [8,9]. Bio-inspired modeling techniques exploit the inherent adaptabil-
ity of biological systems by mimicking the behavior of objects in such systems to solve
engineering problems.

We regarded the MECS sleep decision process as a state differentiation process among
the MECSs. More specifically, each MECS differentiates the operational state, i.e., sleep
or active, from the neighboring MECSs by considering the relative load to those of the
neighbors. We subsequently designed a sleep decision process using the Delta–Notch
lateral inhibition model that explains the process by which the fate of an endothelial cell is
determined during sprouting angiogenesis using the delta protein level of the cell relative
to those of its surrounding cells. Additionally, we devised a MECS activation scheme.
The load on a MECS varies with time and space [10]. As the number of tasks offloaded
to an active MECS increases, the MECS is likely to violate the service delay requirement.
To avoid this situation, we enabled an active MECS to wake up neighboring MECSs that
are sleeping before the service time exceeds a predetermined threshold value. Through
extensive simulations, we analyzed the performance of the proposed method in terms of
energy consumption and the queuing delay of a MEC system. We demonstrated that the
proposed strategy can reduce the energy consumption of a MEC system while maintaining
the length of the queue below a predetermined threshold even under different system
workloads, the number of MECSs, and the ranges of neighborhoods of these MECSs. We
summarize our main contributions as follows.

• We address the energy-saving problem in a MEC system. To resolve the problem,
we propose a MECS sleep control method by adopting a bio-inspired approach. By
mimicking the cell differentiation process in a biological system, our method enables
each MECS to make a sleep decision in a distributed manner.

• We analyze our sleep control method, which is composed of a sleep decision module,
a task transfer module, and a MECS activation module. We show that the worst-case
time complexity of our sleep control method is O(|Ni|). Therefore, our method scales
linearly with the number of neighboring MECSs.

• We compare the performance of our method with that of a conventional method
through simulation studies. We show that compared with a conventional method,
our method can reduce the energy consumption of a MEC system while providing
a comparable task service delay. We also show that our method can provide a more
stable service delay by reducing the variation in the length of the task queue in a MECS.

The remainder of this paper is organized as follows. In Section 2, we discuss energy-
saving issues in a MEC system. We explain the system model in Section 3 and present our
bio-inspired MECS sleep-control strategy in Section 4. In Section 5, we verify our method
through simulations. We conclude the study by discussing future research directions in
Section 6. Before we proceed, in Table 1, we present the notations used in this paper.
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Table 1. Notations used.

Notations Meaning

Ni A set of neighboring MECSs of a MECS i
bi Task service rate of a MECS i

Qi(t) The length of a task queue in a MECS i at the beginning of a time slot t
ai(t) The number of tasks received by a MECS i during a time slot t
ei(t) The amount of energy consumed by a MECS i during a time slot t
µi(t) Utilization of a MECS i during a time slot t.
βi(t) Operation mode of a MECS i during a time slot t
di(t) Delta activation level of a MECS i during a time slot t
ni(t) Notch activation level of a MECS i during a time slot t
f (x) A function determining the production rate of the Notch activation level
g(x) A function determining the production rate of the Delta activation level

ηi,j(t) Proportion of tasks transferred from a sleeping MECS i to its neighbor j

2. Related Works
2.1. Resource Management in a MEC System

To satisfy the quality of service requirements of the tasks offloaded to a MEC system
in a resource-efficient manner, various methods have been proposed for diverse problems.
The authors in [11] investigate a DNN model splitting problem in a hybrid mobile edge en-
vironment. They formulate a utility maximization problem with SLA, priority, and fairness
constraints. After transforming the optimization problem into the multi-choice knapsack
problem, they propose a feasible algorithm called HiTDL to solve the transformed problem.
HiTDL achieves an optimal system throughput by making an informed decision on DNN
model splitting and resource allocation while achieving SLA, priority, and fairness goals.

In [12], the demand response problem in edge cloud is explored. After deriving the
operational costs of the cloudlet operator and the service providers, the authors formulate
a long-term social cost minimization problem. Then, they propose an online auction
algorithm called EdgeDR for performing the power emergency demand response and the
computing demand response at the edge cloud.

The network selection and service placement problem are inspected in [13]. By incor-
porating the queuing delay, switching cost, and communication delay, an offline network
selection and service placement optimization problem is formulated. The authors de-
compose the long-term optimization problem into a series of one-shot subproblems. A
two-phase algorithm based on the matching game and the coalitional game is proposed
to solve the subproblems. The proposed algorithm improves the QoS by balancing the
queuing delay, communication delay, and service switching cost.

The authors in [14] tackle the multi-task transfer learning problem on the edge. They
propose a task importance metric that measures the contribution of a task to the improve-
ment of the decision-making performance. Then, they formulate the task allocation problem
for the multi-task transfer learning on the edge by considering the task importance, the
execution time, and resource limitations. To solve the formulated problem, a data-driven
cooperative task allocation (DCTA) method is proposed by using reinforcement learning.
DCTA reduces the processing time and saves energy consumption.

In [15], the authors probe into the container caching problem in a MEC system. By
considering the startup delay of a container, service latency cost, and container retention
cost, they formulate a system cost minimization problem as a linear integer problem. To
resolve the problem, they propose an online algorithm named O-RDC. To reduce the system
cost, O-RDC opportunistically distributes requests by considering the resource capacities
and network delays between edge nodes.

An admission control policy for time-sensitive services is investigated in [16]. To max-
imize the revenue for the service provider while guaranteeing QoS for the accepted service
requests, a service throughput maximization problem is formulated. A threshold structure
is carefully defined and an optimal admission control mechanism called OA2 is devised
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by taking the advantage of the strategic queuing approach. Through simulation studies
using both synthetic traces and real-world service request traces, OA2 is verified to achieve
maximal revenue while providing QoS guarantee in expectation for the accepted requests.

In [17], a fine-grained warm water cooling system is proposed to relieve the multiple-
level hotspots and save the cooling energy of high-density and heterogeneous edge data
centers. The authors remove the hardware-level hotspots by well designing a water
circulation method. They also disperse the chip-level hotspots without manual intervention
by developing new cold plates with vapor chambers.

The authors in [18] scrutinize the VNF chain deployment problem with the latency
guarantee and the resource efficiency. They formulate the problem as a mixed integer
linear programming problem. To resolve the formulated problem, they devise a two-stage
latency-aware VNF deployment method. In the first stage, paths are selected and VNFs
are assigned in the second stage. By considering the VNF instance reuse and the latency
requirements, the proposed method jointly optimizes the computing resources of the edge
servers and the bandwidth resources of the physical links.

In [19], a cost-efficient edge resource management platform for the NFV network
called Finedge is proposed. To devise Finedge, the authors derived useful insights into the
influence of the network function’s flow-level characteristics and CPU allocation on the
performances through empirical experiments. Using these insights, they designed Finedge,
which can automatically assign the most suitable CPU core and the most cost-efficient
CPU quota for each network function by taking its flow-level characteristics and QoS
requirements into account.

2.2. Energy Saving in a MEC System

Various technical approaches have been adopted to reduce the energy consumption
of MEC systems. The authors of [5] proposed a method that minimizes the long-term
energy consumption of a backhaul network connecting MECSs. To achieve this, they
adopted the Lyapunov-based approach and periodically decided whether to migrate tasks
from one MECS to another. The Lyapunov optimization approach was also adopted
in [7] to incorporate a MEC system into dense cellular networks. However, the authors
considered only the task offloading between MECSs and a cloud server when they made
joint computation offloading and MECS sleep decisions.

Deep reinforcement learning (DRL)-based methods were developed in [20,21]. The au-
thors in [20] formulated an optimization problem that minimizes the energy consumption
required to process all tasks imposed on a MEC system while satisfying the delay con-
straints of each UE. They presented conventional decomposition and deep Q-learning-based
methods that solved the formulated problem by determining the offloading ratio of each UE
and the optimal frequency of a central processing unit that a MECS should allocate to each
UE. However, they considered only a simple environment, in which multiple UEs offload
their tasks to a single MECS. In [21], the authors considered a NOMA-based MEC system
that allows the use of computational resources of idle devices through machine-to-machine
(M2M) task-offloading. They formulated an optimization problem for minimizing the
energy consumption of the system under task-delay constraints and proposed a DRL-based
sleep scheduling method for M2M devices.

In [22], the authors investigated the effectiveness of a queuing model compatible with
the dynamics of traffic flow over a long-time scale. They employed the Mx/D/N queuing
system and derived the minimum number of active processing units that can guarantee the
desired upper bound on the average queuing delay. Through simulation studies using real-
world traffic traces, they demonstrated that the queuing model underestimates the delay
and imparts aggressiveness to the sleeping strategy with respect to energy consumption.

The authors in [23] defined network cost by determining operational cost and a
response delay. They subsequently proposed path selection and sleep scheduling methods
by adopting a game-theoretic approach to minimize the network cost. However, acquiring
the information needed to determine the path from an AP to a MECS is difficult. These
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include the aggregate load on each router and each MECS in the system and the edges in the
selected path. In addition, multiple iterations are required between the central coordinator
and all APs. In [24], minority game theory was used to devise a server activation scheme
that can support the requirements associated with the quality of experience of users in
an energy-efficient manner. However, the authors assumed that the task arrival pattern
follows a Poisson distribution, which may not reflect real-world scenarios.

In [25], the Bayesian learning automatan was used for a MEC server to make au-
tonomous sleep decisions. The reputation of a MECS is developed according to the service
quality evaluation presented by the users. However, a MECS is required to obtain feedback
from the MEC environment regarding its decisions. More specifically, global information
should be shared among the MEC servers to make sleep decisions. Additionally, their
method requires a human-based evaluation function that is subjective for the computing
system. Furthermore, MEC servers are assumed to be synchronized in terms of decision
time and information shared among them.

In [6], the authors formulated a joint optimization problem to minimize the energy
consumption of mobile-edge computing and caching (MECC)-enabled software-defined
mobile networks. To resolve the problem, they decomposed the original problem into
content source selection and bandwidth provisioning problems using dual decomposition.
Subsequently, they solved the subproblems using the alternating direction method of
multipliers in a distributed manner. In [26], a multi-state stochastic problem was formulated
to model the energy-aware application placement problem in a MEC system. A parallel
sample average approximation (SAA) algorithm was proposed to solve the formulated
problem. Because SAA approximates the recourse function based on the sample average,
SAA experiences a tradeoff between the complexity and accuracy of the algorithm.

In this study, we devised a MECS sleep control method that can reduce the total energy
consumption of a MEC system. We followed a bio-inspired approach and devised the
lightweight microscopic behavior of each MECS that can result in a globally desirable
system property. This property is the energy saving of a MEC system that can be achieved
if each MECS repeats the microscopic behavior using the local information obtained by
interactions with only the local neighboring MECSs.

2.3. Bio-Inspired Networking

Bio-inspired methods exhibit inherent adaptability in nature and exploit inherent
features to design a scalable, robust, and adaptive system that is capable of simple local
interactions between the entities comprising the system. Biological design approaches have
been applied to various fields in the communication and networking domains, including
MAC design, resource allocation, routing, and security [27–29]. These bio-inspired methods
demonstrated that the system reaches a globally optimal state, in which a system-wide op-
timization objective is accomplished even though each node comprising the large complex
system repeatedly performs a simple operation with limited local information.

Among the bio-inspired models, we adopted the Delta–Notch inter-cell signaling
model to design a MECS sleep control scheme. The Delta–Notch lateral inhibition process
determines the fate of endothelial cells during sprouting angiogenesis using the levels of
Delta and Notch proteins in a cell. The Delta and Notch levels of a cell are regulated in
response to the average Delta level of neighboring cells. This lateral inhibition process is
modeled using the following coupled ordinary differential equations [30,31]:

∂ni
∂t

= f (d̄i)− ni (1)

∂di
∂t

= ν(g(ni)− di), (2)

where ni is the Notch level in cell i and di is the Delta level. Additionally, d̄i is the average
Delta level surrounding cell i and ν is a positive constant. Functions f and g represent the
production rates of the Notch and Delta levels, respectively. These are expressed as
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f (x) =
xk

a + xk

g(x) =
1

1 + bxh ,

where a, b > 0 and k, h ≥ 1.

3. System Model

We consider a MEC system composed of a set N of MECSs. A MECS j is said to be a
neighbor of a MECS i if they exchange their local information. Each MECS i is configured
to have a set Ni of neighboring MECSs. The neighboring MECSs are connected by a
backhaul network. we denote the communication bandwidth between a MECS i and the
neighboring MECS j ∈ Ni as bi,j. The control time is divided into discrete time slots of
length τ. Each MECS possesses a task queue to accommodate the tasks it receives. There
can be different types of tasks and they can have different QoS requirements. A MECS
can accommodate them by maintaining a separate task queue for each task type. Because
multiple queues share the computational resources of a MECS, optimally scheduling them
affects the resource efficiency and energy consumption of a MECS. The task service time
scheduling problem in a MECS is investigated in [10]. Thus, in the work, we assume that
tasks are homogeneous.

We denote the length of the task queue in a MECS i at the beginning of a time slot t as
Qi(t). We also denote the task service rate of a MECS i as bi. The number of tasks arriving
at a MECS i during a time slot t is denoted by ai(t). Since the stochastic characteristic of
ai(t) is not known and varies in time and space, we do not make any assumption about
the task arrival process. Instead, we measure ai(t) at each time slot and devise a sleep
control mechanism by using the measured ai(t)s. ai(t) can be subdivided into two groups.
The first group is composed of the tasks offloaded directly from the devices to a MECS.
We denote the number of tasks in the first group as a1,i(t). The second group of tasks is
composed of the tasks migrated from the neighboring MECSs that decide to sleep. We
denote the number of tasks in the second group by a2,i(t). Then, ai(t) = a1,i(t) + a2,i(t).
We assume a MECS serves the tasks in its tasks queue in a FIFO manner. Since the control
time is divided into a time slot, tasks are migrated at the end of a time slot. Thus, the tasks
in the second group are stored after the tasks in the first group.

3.1. Service Delay

If tasks are offloaded to a MECS i during a time slot t and they are served by i, the
service delays of these tasks are less than slo(t) = Qi(t− 1) + a1,i(t)/bi. When a MECS
i decides to sleep at the end of a time slot, it must transfer the tasks in its task queue to
the neighboring MECSs that are active. If we denote the proportion of tasks transferred
from a MECS i to a MECS j ∈ Ni as ηi,j, the communication delay between i and j becomes
di,j(t) = ηi,jQi(t)/bi,j. Then, the maximum service delay of the tasks transferred from a
MECS i to a MECS j during a time slot t becomes str(t) = ηi,jQi(t)/bi,j + (Qj(t) + aj(t))/bj.

3.2. MECS Energy Consumption

In [23], measurements have revealed that the power consumption of a server is com-
posed of idle power and active power that varies according to the workload of the server.
Based on these results, an energy consumption model was proposed in [5]. By following
this load-dependent energy consumption model, we express the energy consumed by an
active MECS as

ep
i (t) = αPm + (1− α)Pmµi(t), (3)

where Pm is the maximum power that a MECS i consumes when it is fully utilized, α is the
proportion of the power that determines the energy consumption of a MECS i in an idle
state, and µi(t) = min{Qi(t) + ai(t), τbi}/τbi is the utilization of a MECS i during a time
slot t.
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When a MECS i decides to sleep, it has to distribute the tasks in Qi(t) to its neighbors.
If we denote by εtr the energy consumed to transfer a task from a MECS to its neighbor, the
energy consumed by a MECS i to transfer the tasks in its task queue becomes

etr
i (t) = εtrQi(t). (4)

Then, the energy consumed by a MECS i during a time slot t is given as

ei(t) = βi(t)e
p
i (t) + (1− βi(t))etr

i (t), (5)

where βi(t) is an indicator function that represents the operational mode of a MECS i
during a time slot t. More specifically, βi(t) = 1 indicates that a MECS i is in an active state
during a time slot t. By contrast, βi(t) = 0 indicates that a MECS i is in a sleep state during
a time slot t.

3.3. Problem Formulation

A MEC system must provide a reasonable service level in terms of the task service
delay. Specifically, we aim to restrain the maximum task service delay of the tasks accom-
modated by a MEC system in each time slot below a given threshold. Therefore, our sleep
control problem related to a MECS involves determining an optimal sleep control vector
~β∗(t) = {β∗1(t), . . . , β∗|N|(t)} while maintaining max{slo(t), str(t)} below a predetermined
threshold value sth. Thus, the MECS sleep control problem can be expressed as follows:

~β∗(t) = arg min
~β(t)

∑
i∈N

βi(t)e
p
i (t) + (1− βi(t))etr

i (t)

s.t. max{slo(t), str(t)} ≤ sth, ∀i ∈ N, ∀t. (6)

The optimization problem in Equation (6) is a binary integer programming prob-
lem, which is one of Karf’s NP-complete problems. Therefore, in this study, we adopt a
bio-inspired approach and devise a lightweight heuristic algorithm that can resolve this
problem in a distributed manner.

3.4. Overview of Sleep Control Mechanism

A MECS sleep control method has to decide both when to sleep and when to wake up
sleeping MECSs. When a MECS i decides to sleep, a sleep control method has to determine
the way to process the tasks in Qi. When a MECS i decides to wake up sleeping neighbors,
it has to determine the set of neighbors to be woken up and the way to distribute the tasks
in Qi to the woken-up neighbors.

In Figure 1, we illustrate an overview of our sleep control mechanism. Figure 1a
shows a sleep decision procedure. Each MECS i periodically exchanges its utilization
(µi(t)) and the Delta activation level (di(t)) with its active neighboring MECSs j and k. By
incorporating the relative utilization and the relative Delta activation level in the Delta–
Notch inter-cell signaling model, a MECS i determines its sleep probability. The sleep
probability increases as the relative utilization of a MECS becomes smaller. Therefore, it is
likely that a relatively underutilized MECS decides to sleep. When a MECS i decides to
sleep (i.e., βi = 0), the tasks in Qi are transferred to all its active MECSs j and k in inverse
proportion to their utilizations to avoid the situation where an active MECS becomes
overloaded by accommodating the tasks transferred from the MECSs that decide to sleep.

In Figure 1b, we depict a wake-up procedure. The task service delay increases with the
length of the task queue in a MECS. Thus, when an active MECS i detects that Qi is larger
than a predefined threshold, it wakes up all its sleeping neighbors j and k and distributes a
fraction of the tasks in its task queue to them to decrease its service delay.
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(a) (b)

Figure 1. An overview of the sleep control mechanism. (a) Sleep example; (b) Wake-up example.

4. Bio-Inspired MECS Sleep Control Method
4.1. Sleep Decision by a MECS

We use the lateral inhibition model to enable each MECS to autonomously determine
its operational mode during a time slot. Lateral inhibition is a differentiation process
among neighboring cells using Delta–Notch activation levels. We regard the sleep decision
problem as a differentiation process because a MECS attempts to differentiate the operating
mode (sleep or active) from the neighboring MECSs according to the utilization level.
The Delta activation level of a cell represents the amount of inhibitory power exerted on
neighboring cells. Therefore, we use the Delta activation level as the sleep probability of a
MECS by ensuring that it is inversely proportional to the relative utilization to the local
average utilization of the neighboring MECSs. We present the sleep decision algorithm of a
MECS in Algorithm 1.

The Notch activation level of a MECS i at the beginning of a time slot t is denoted
as ni(t). Additionally, we denote the Delta activation level of MECS i at the beginning
of time slot t as di(t). At the beginning of each time slot, each MECS i calculates its
utilization µi(t) =

min{Qi(t)+τai(t),τbi}
τbi

and exchanges µi(t) and di(t) with the neighboring
MECSs (∀j ∈ Ni) and calculates the average local utilization (µ̄i(t)) and average local Delta
level (d̄i(t)).

µ̄i(t) =
1
|Ni| ∑

j∈Ni

µj(t). (7)

d̄i(t) =
1
|Ni| ∑

j∈Ni

dj(t). (8)

Subsequently, a MECS i updates ni(t) and di(t) K times or until convergence, whichever
comes first (Lines 7–11). That is, for each iteration k, the Delta and Notch activation levels
(d′i(k) and n′i(k), respectively) are updated as follows:

n′i(k + 1) = (1− ln)n′i(k) + ln f (d̄i(t)),

d′i(k + 1) = (1− ld)d′i(k) + ldg
(

n′i(k + 1)
µi(t)
µ̄i(t)

)
where ln and ld are the learning rates of the Notch and Delta activation levels, respectively.
According to [30], the functions f (·) and g(·) are given by
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f (x) =
xk

a + xk

g(x) =
1

1 + bxh ,

where a = 0.01, b = 100, and k = h = 2.

Algorithm 1 Bio-Inspired Sleep Decision Algorithm

1: At the beginning of time slot t:
2: MECS i collects µj(t)s and dj(t)s from all j ∈ Ni.
3: µ̄i(t) = 1

|Ni | ∑j∈Ni
µj(t).

4: d̄i(t) = 1
|Ni | ∑j∈Ni

dj(t).

5: k = 0, εd = 10−4.
6: n′i(k) = ni(t), d′i(k) = di(t), δd = εd + 1.
7: while k < K || δd > εd do
8: n′i(k + 1) = (1− ln)n′i(k) + ln f (d̄i(t)).

9: d′i(k + 1) = (1− ld)d′i(k) + ldg
(

n′i(k + 1) µi(t)
µ̄i(t)

)
.

10: δd = d′i(k + 1)− d′i(k)
11: k ++.
12: ni(t) = n′i(k− 1).
13: di(t) = d′i(k− 1).
14: Draw a random number from a uniform distribution: ps = U[0, 1].
15: if ps ≤ di(t) then
16: Set βi(t) = 0.
17: Transfer tasks in Qi(t) to other MECSs by calling task_transfer() in Algorithm 2.
18: else
19: Set βi(t) = 1.
20: Send βi(t) to neighboring MECS j, ∀j ∈ Ni.

After acquiring an updated Delta activation level di(t) (line 13), a MECS i stochastically
determines whether to sleep during time slot t (Lines 14–20). After making a sleep decision,
MECS i sends βi(t) to the neighboring MECSs.

When MECS i decides to sleep, it transfers the tasks in Qi(t) to the neighboring MECSs.
The task transfer process is presented in Algorithm 2. As reported in [32], unnecessary
task transfers ensue after a load of a server is transferred to the least-loaded neighbor
because this neighbor may become overloaded by accommodating too much load from its
neighbors. To avoid such an adverse situation, the tasks in MECS i must be distributed to
each neighboring MECS that decides to be active, and the number of tasks transferred from
MECS i to MECS j should be determined to be inversely proportional to the utilization of
MECS j. Among the neighboring MECSs of MECS i, we denote the set of MECSs that are
active during time slot t as NON

i (t). MECS i determines the proportion of tasks that will be
transferred to MECS j ∈ NON

i (t) as follows:

ηi,j(t) =
1/µj(t)

∑k∈NON
i (t) 1/µk(t)

. (9)

Subsequently, MECS i transfers ηi,j(t)Qi(t) number of tasks to MECS j. When MECS
j receives tasks from MECS i, the length of the queue increases from Qj(t) to Qj(t) +
ηi,j(t)Qi(t). If Qj(t) + ηi,j(t)Qi(t) ≥ qth, the optimization constraints are violated. There-
fore, in this case, MECS j informs MECS i of the situation by sending a negative notification
to i to force MECS i to remain active during time slot t.
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Algorithm 2 Task transfer algorithm

1: At the beginning of a time slot t:
2: MECS i collects β j(t)s from all j ∈ Ni.
3: Determine NON

i (t) = {j : j ∈ Ni ∧ β j(t) = 1}.
4: while j ∈ NON

i (t) do

5: ηi,j(t) =
1/µj(t)

∑k∈NON
i (t)

1/µk(t)
.

6: Send ηi,j(t)Qi(t) amount of tasks to a MECS j.
7: if Receive a negative notification from j then
8: Remain active (βi(t) = 1).

Our sleep decision algorithm converges the sleep-control vector to a stable point. This
is attributed to the fact that this algorithm can regulate the number of sleeping MECSs
even though it operates in a distributed manner. More specifically, MECS j (deciding to be
active) prevents MECS i, which decides to sleep from going to sleep when the length of the
queue of MECS j becomes larger than qth (if it accommodates the tasks from MECS i).

4.2. MECS Activation Process

The workload imposed on active MECSs increases with the increase in the number
of sleeping MECSs, which increases the task queue of the active MECS. Therefore, if an
active MECS is likely to violate the constraint associated with the task service delay, the
MECS must wake up the neighboring MECSs that are in the sleep state. The task arrival
process is stochastic, the dynamics of which are unknown in advance. Therefore, to reduce
unnecessary wake-up, we assign a threshold value qon

th to an active MECS to determine
whether to wake up sleeping MECSs. Let us denote the maximum task queue size of a
MECS i as Qmax

i . Then, if Qi(t)/Qmax
i > qon

th at the start of time slot t, an active MECS i
considers that it is highly likely to violate the task service latency during a time slot. Thus,
an active MECS starts the wake-up process when the following condition is satisfied at the
beginning of a time slot.

Qi(t)
Qmax

i
> qon

th . (10)

The threshold value qon
th is an operational parameter that can be configured by a MEC

system operator. This value results in a trade-off between the amount of energy saved and
the possibility of quality of service (QoS) violation. As qon

th increases, the sleeping time of a
MECS increases because the time at which an active MECS wakes up a sleeping MECS is
suspended. Therefore, the amount of energy saved increases with the increase in qon

th while
the possibility of QoS violation increases as qon

th increases.
In this study, we adopt a conservative approach to the MECS activation process. We

assume that a MEC system operator satisfying the QoS constraint (i.e., the length of the
task queue) is more important than the amount of saved energy. Therefore, when an active
MECS decides to begin the activation process, it wakes up all the sleeping neighbors and
distributes the tasks in its task queue fairly to all the MECSs that were woken up to reduce
the risk of QoS violation. Specifically, if a MECS i wakes up nw

i = |Ni − NON
i (t)| sleeping

neighbors, the MEC transfers Qi(t)/(nw
i + 1) number of tasks to the MECSs that were

woken-up.

4.3. Algorithm Complexity

The time complexity of our bio-inspired sleep decision algorithm presented in Al-
gorithm 1 is analyzed as follows. At the beginning of each time slot, a MECS i collects
µj and dj for all j ∈ Ni and calculates their averages (line 3 and line 4). Thus, the time
complexity of the averaging operation becomes O(|Ni|). The lines from 7 to 11 determine
the Delta activation level. Since it takes at most K iterations before the Delta activation level
is decided, its time complexity is less than or equal to O(K). In [33], it is shown that the
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Delta–Notch signaling model converges to a stable state after a few rounds. To investigate
the temporal behavior, we measure δd = d′i(k + 1)− d′i(k) (line 10) for different MECSs
at different time slots under the default simulation environment presented in Section 5.
We depict the result in Figure 2. We can observe that the Delta activation level converges
(i.e., δd ≈ 0) exponentially fast (i.e., after 3 iterations). This behavior is consistent with that
in [21] in that the Delta–Notch model stabilizes exponentially.

Figure 2. Convergence property of the Delta activation level (the time slots t1 and t2 are randomly
selected and t1 6= t2).

We also note that K is a constant and not related to a system size such as the number
of MECSs and the number of tasks. Since K can be configured as a small positive integer,
we can say that the worst-case time complexity of the operation determining the Delta
activation level (lines 7–11) is O(K) = O(1). The other lines in Algorithm 1 are assignment
operations or comparison operations whose time complexity is O(1). Therefore, the worst-
case time complexity of our bio-inspired sleep decision algorithm presented in Algorithm 1
is O(|Ni|).

In our task transfer algorithm presented in Algorithm 2, NON
i is determined by ex-

amining β js sent from all the neighboring MECSs (j ∈ Ni). Therefore, its time complexity
becomes O(|Ni|). In lines 4 to 8 in Algorithm 2, tasks are transferred from a MECS de-
ciding to sleep to its active neighbors. Therefore, its time complexity is O(|NON

i |). Since
NON

i ⊆ Ni, the worst-case time complexity of our task transfer algorithm becomes O(|Ni|).
In our MECS activation process, an active MECS compares its queue length with

a given threshold to determine whether to wake up its sleeping neighbors or not. This
comparison operation takes O(1). Once a MECS i decides to wake up its sleeping neighbors,
it wakes up all of the sleeping neighbors and fairly distributes the tasks in its task queue
to each sleeping neighbor. If we denote the set of sleeping neighbors of an active MECS i
as Ns

i , the task distribution operation takes O(|Ns
i |). Since Ns

i ⊆ Ni, the worst-case time
complexity of our MECS activation algorithm becomes O(|Ni|). Therefore, the worst-case
time complexity of our sleep control mechanisms is O(|Ni|).

5. Performance Evaluation

In this section, we analyze the performance of the proposed method through sim-
ulation studies. The default parameter values are as follows, if not specified otherwise.
We deploy |N| = 10 MECSs randomly. We set |Ni| = 6 and select randomly the member
of each Ni from N. We set Qmax = 100, qON

th = 0.7, Pm = 20 Watt, and α = 0.5. We also
configure bi,j = bi = 300 Mbps. We vary the workload (ρ) imposed on a MEC system.
The workload is defined as a proportion of the total system capacity ∑i∈N bi during each
time slot. Given ρ, a1,i(t) is configured randomly as 1

|N| ∑i∈N biρU[0, 1], where U[0, 1] is the
Uniform distribution.
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5.1. Performance Comparison

We compared the performance of the proposed method with those of [7] which use
Lyapunov optimization framework. Henceforth, we name the method in [7] as REJO.

In Figure 3, we compare the total energy consumption of a MEC system for different
workloads. As the workload imposed on a system increases, the total energy consumed by
MECSs increases. However, we observe in the figure that our method can reduce the total
energy consumption for all the workloads. For example, when ρ = 1.0 and |N| = 10, our
method reduces the total energy consumption by more than 13%.

(a) (b)

Figure 3. Comparison of energy consumption in a MEC system. (a) 10 MECSs; (b) 20 MECSs.

In Figure 4, we compare the average service delay of our method with that of REJO.
The task service delay obtained by our method is longer than that when REJO is used.
However, when we examine the y-axis, the difference is marginal. We also show the
standard deviation of the service delay in Figure 4. We observe that our method reduces
the standard deviation compared with REJO. For example, when ρ = 1.0 and |N| = 10, our
method reduces the variations in the service delay by more than 35%.

(a) (b)

Figure 4. Comparison of service delays. (a) 10 MECSs; (b) 20 MECSs.

To inspect the reason, we investigate the distribution of each Qi (i ∈ N) when ρ = 1.0
and |N| = 10. We show the result in Figure 5. To make the comparison easier, we purposely
configure the range of the y-axis in Figure 5a to be the same as that in Figure 5b.

Since our method makes a sleep decision by using the relative load level, our method
reduces the first to the third quartile values of each MECS’s Qi. Our method also reduces
the number of outliers in each Qi. By reducing the variation in Qi, a MEC system can
provide a more stable service delay when our method is used than when REJO is used.
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(a) (b)

Figure 5. Distribution of the tasks queue length (|N| = 10, ρ = 1.0). (a) REJO; (b) Proposed.

5.2. Impact of Backhaul Network

In this section, we inspect the influence of the backhaul network bandwidth (i.e., bi,j)
on the performance of the sleep control mechanism. We set bi = 300 Mbps and vary bi,j.
In Figure 6, we show the total energy consumed in a MEC system for various bi,js (300,
600, and 1000 Mbps). We can observe in the figure that the effect of bi,j on the total energy
consumed in a MEC system is not so significant. The energy consumed by a MECS is
subdivided into the energy consumed for processing tasks (ep

i ) and the energy to transfer
tasks to other MECSs (etr

i ). etr
i is influenced by the number of tasks transferred from a

MECS to its neighbors, which does not depend on bi,j. In the case of ep
i , it increases with

the utilization of a MECS and µi is affected by ai = a1,i + a2,i. The tasks transferred among
MECSs affect a2,i. However, even though tasks are distributed among the MECSs in an
uneven manner, the total number of tasks imposed on a system does not change. Therefore,
the total energy consumed in a MEC system is not affected by bi,j.

(a) (b)

Figure 6. Impact of the backhaul network bandwidth on the total energy consumption. (a) 10 MECSs;
(b) 20 MECSs.

Figure 7 shows the impact of bi,j on the average task service delay. As can be seen
in the figure, the average task service delay decreases as the bandwidth of a backhaul
network increases. The tasks service delay incurred by a MECS i during a time slot t is
dp

i (t) = (Qi(t) + ai(t))/bi. When a MECS i decides to sleep, it transfers the tasks in its
task queue to its active neighbors, which causes a task transfer delay dtr

i = ηi,jQi/bi,j. As
bi,j increases, dtr

i decreases. Therefore, the average task service delay in a MEC system
decreases as the communication bandwidth of a backhaul network increases.
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(a) (b)

Figure 7. Impact of network bandwidth on the task service delay. (a) 10 MECSs; (b) 20 MECSs.

5.3. Parameter Effect

In this subsection, we present the performance of our sleep control mechanisms in
various N,|Ni|, ρ, and qON

th when the bandwidth of a backhaul network is much higher than
the computing capability of a MECS (i.e., bi,j >> bi). In Figure 8, we display the total energy
consumption in a scenario, in which all MECSs can directly communicate with each other.
The workload rate of the system varied from 0.6 to 1.5. We used ten and twenty MECSs
in the system. The results revealed that the proposed method reduced the total energy
consumption by approximately 31%, on average, compared with the case where no sleep
control is used. However, the variance in the energy consumed was larger than that when
sleep control was not used. This is because the difference in energy consumption between
the active and the sleeping MECSs increased when sleep control was activated. In the
figure, sleep ctrl with a 50% threshold and sleep ctrl with a 70% threshold indicate that qON

th is set
to 50% and 70% of Qmax, respectively. In our experiments, we set Qmax to 100. We observed
that the energy consumed in the network with different values of qON

th were similar.

(a) (b)

Figure 8. Total energy consumed when all MECSs were able to directly communicate with each other.
(a) when the number of MECSs is 10; (b) when the number of MECSs is 20.

In Figures 9 and 10, we display the total energy consumed in the system when
|Ni| ≤ |N|. In these figures, we configure qON

th as 0.5 or 0.7. When the range of the
neighborhoods (i.e., |Ni|) changes, the average and the standard deviation of the energy
consumption do not differ significantly. A similar pattern is observed when the number
of MECSs increases. The standard deviation of the energy consumption becomes larger
as qON

th increases. This is attributed to that qON
th determines the time when an active MECS

wakes up sleeping neighbors.
In Figures 11 and 12, we compare the Qis under different workloads for a neighbor-

hood range of four and six. In the figures, qON
th is set to 0.5 or 0.7 for the MECS under
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sleep control. With each qON
th , we measure the length of the queue of each MECS when the

workload is 1.0 or 1.5. The first to the third quartile values of each Qi are located below
50% or 70% of Qmax. As the workload increases, the sleeping MECS numbers decrease, and
the non-sleeping MECS loads become relatively even. When qON

th is 0.7, the sleeping MECS
numbers decrease with respect to the case in which qON

th = 0.5, and the standard deviation
of the queue length decreases.

(a) (b)

Figure 9. Total energy consumption when the neighborhood range varies and qth = 0.5. (a) The
number of MECSs is 10; (b) The number of MECSs is 20.

(a) (b)

Figure 10. Total energy consumption when the neighborhood range varies and qth = 0.7. (a) The
number of MECSs is 10; (b) The number of MECSs is 20.

(a)

Figure 11. Cont.
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(b)

Figure 11. Length of the queue per server for 10 MECSs with workload rate = 1.0. (a) The neighbor-
hood range is 4 (qth = 0.5 or 0.7); (b) The neighborhood range is 6 (qth = 0.5 or 0.7).

(a)

(b)

Figure 12. Length of the queue per server for 10 MECSs with workload rate = 1.5. (a) The neighbor-
hood range is 4 (qth = 0.5 or 0.7); (b) The neighborhood range is 6 (qth = 0.5 or 0.7).

6. Conclusions and Future Work

In this study, we addressed the sleep control problem pertaining to MECS in a multi-
access edge computing system to reduce energy consumption while maintaining task
service delay at a reasonable level. To reduce the complexity of the optimization-based algo-
rithms, we adopted the Delta–Notch inter-cell signaling model as a lightweight distributed
approach. We evaluated the performance of the proposed approach and analyzed the im-
pact of parameters, such as the range of the neighborhood, workload rate, and threshold to
determine the activation of sleep control. The experimental results revealed that compared
with a conventional method, the proposed method reduces energy consumption in a MEC
system by more than 13% while providing a comparable service delay. In addition, our
method reduces the variations in the service delay by more than 35%.

As our future works, we will investigate the optimal wake-up policy that determines
the set of MECSs to be woken up and the number of tasks to be transferred to the woken-up
MECSs. In addition, we will scrutinize the impact of heterogeneous types of tasks with
different QoS requirements on our sleep control mechanism.
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