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Abstract

:

Cloud computing plays a vital role in healthcare as it can store a large amount of data known as big data. In the current emerging era of computing technology, big data analysis and prediction is a challenging task in the healthcare industry. Healthcare data are very crucial for the patient as well as for the respective healthcare services provider. Several healthcare industries adopted cloud computing for data storage and analysis. Incredible progress has been achieved in making combined health records available to data scientists and clinicians for healthcare research. However, big data in health cloud informatics demand more robust and scalable solutions to accurately analyze it. The increasing number of patients is putting high pressure on healthcare services worldwide. At this stage, fast, accurate, and early clinical assessment of the disease severity is vital. Predicting mortality among patients with a variety of symptoms and complications is difficult, resulting inaccurate and slow prediction of the disease. This article presents a deep learning based model for the prediction of patient mortality using the Medical Information Mart for Intensive Care III (MIMIC-III) dataset. Different parameters are used to analyze the proposed model, i.e., accuracy, F1 score, recall, precision, and execution time. The results obtained are compared with state-of-the-art models to test and validate the proposed model. Moreover, this research suggests a simple and operable decision rule to quickly predict patients at the highest risk, allowing them to be prioritized and potentially reducing the mortality rate.
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1. Introduction


Healthcare data are increasing at a rapid rate, which leads to the generation of big data. The healthcare data are crucial for patient, as well as for the respective healthcare services provider. The analysis of big data is a challenging issue for the healthcare industry [1]. Several healthcare industries opted for cloud computing to store and analyze healthcare data. Incredible progress has been achieved in making combined health records available to data scientists and clinicians for the activities of healthcare research [2]. An accurate model for the prediction of mortality in Intensive Care Unit (ICU) is an important challenge. Prediction of mortality has been carried out using many machine learning algorithms, including Decision Trees (DT), Random Forest (RF), Support Vector Machine (SVM), Logistic Regression (LR), Discriminant Analysis (DA), Naive Bayes (NB), and Neural Networks (NN). These methods can predict the mortality risk on early basis [3,4].



Many techniques have been developed and used for predicting the risk of ICU mortality in the past decade [5]. In these techniques, the data of different intervals of the patients was used and these theoretical data were documented manually by expert personnel [6]. The approaches of machine learning can acquire the data of the patient for the purpose of mortality prediction. These methods result in better analysis of the data in a cost effective way [7]. The development of such systems can lead to self-organized networks that leads to service continuity in distributed systems. Realtime data analysis can be used to trigger different events and lead to Service Oriented Networks (SONs) [8].



This research presents an efficient framework for the prediction of mortality rate for cloud health informatics. The study aims to provide crucial information to the physician at an early stage so that the physician can understand the critical condition of the patient and can take timely action. The required data are dynamically accessed and updated from the electronic health care record with short intervals. Machine learning algorithms are used for mortality prediction. For this purpose, different machine learning methods are employed, including Random Forest (RF), Decision Tree (DT), Logistic Regression (LR), Support Vector Machine (SVM), Neural Network (NN), and Gradient Boosting (GB). MIMIC III data are used for training and testing of the proposed model. The models are evaluated using different parameters including accuracy, precision, recall, F-Score, and execution time. The deep neural network model with coefficient correlation matrix yields better results as compared to other models used.



The paper is organized as follows. Section 2 presents literature review with a detailed discussion of state-of-the-art methods. Section 3 presents materials and methods with a detailed discussion of the dataset, features selection, and other steps of the proposed algorithm. Section 4 presents results and discussion, followed by the conclusion section.




2. Literature Review


Machine learning techniques are successfully employed in many domains, including network security [9], resource utilization prediction [10], data compression [11], healthcare [12,13,14], and many more. There exist review articles covering the use of machine learning in healthcare and other applications [15,16,17]. Some articles also cover feature selection and feature dimensionality reduction, and weighting [18,19,20,21]. This section presents more related works to the proposed model. A comparative analysis of different methods is also presented.



Different techniques have been developed and used for predicting the risk of ICU mortality in the past decade. ICU is a critical care unit that is equipped with advanced technology medical machinery for monitoring patients continuously. The increasing need for these electronic devices creates an opportunity for the approaches of machine learning for the prediction of mortality.



Authors in [22] used machine learning and cloud computing to develop a system for monitoring the health status of heart patients. Different machine learning models are evaluated to obtain the most accurate model while targeting the Quality of Service (QoS) parameters. To validate the selected model, cross-validation methods are used using different parameters, including accuracy, sensitivity, specificity, latency, memory usage, and execution time. The proposed algorithm along with a mobile application is also tested on cloud platform with different input datasets. A lightweight authentication protocol for IoT devices in cloud computing environments is proposed in [23]. The proposed protocol consists of three layers, i.e., IoT devices, trust center at the edge layer, and cloud datacenter. The trust center is used to authenticate and authorize the device to access the services provided by the cloud service provider. An algorithm for the prediction of mortality of heart failure is proposed in [24]. Various machine learning models are applied to heart disease datasets to predict the mortality of patients from heart failure. Different performance measures, including accuracy, precession, and recall, are used to compare different machine learning models. Ensemble learning is used to predict mortality based on the accuracy achieved during the validation. Authors in [25] use a deep reinforcement learning approach for computation offloading and auto-scaling in mobile fog computing. In the proposed approach, first, a greedy approach is used to evaluate the fog device locally. In the next step, deep reinforcement learning is used to find the best destination for the execution of the module. The approach considers the trade-off between power consumption and execution time during the module selection phase. Comparative experimental results are presented to validate the proposed approach.



Another model for heart disease prediction with the integration of IoT and Fog computing using cascaded deep learning model is presented in [26]. In the initial phase, data are collected from the patients using hardware components. In the next phase, features related to heart diseases are extracted. The selected features are then used to predict the disease using a cascaded convolutional neural network. Galactic swarm optimization is used to optimize the hyperparameters. Comparative experimental results are shown to validate the proposed model. Authors in [27] used different machine learning models to predict patient mortality in the ICU. The MIMIC-III dataset is used to develop machine learning models. The authors employed RM, the Least Absolute Shrinkage and Selection Operator (LASSO), LR, and GB for prediction. The performance of the model is evaluated with different parameters.An efficient CNN-based model for the prediction of coronary heart disease is presented in [28]. The proposed model targets the problem of data imbalance to achieve accurate results. The proposed model is based on two steps, i.e., first LASSO is used for features weights assessment followed by identification of important features with majority voting-based identification. Fully connected layer is used to homogenize the important features. Comparative results are presented to validate the proposed model. Authors in [29] present the concept of e-health cloud with emphasis on many components including the architecture for e-healthcare. Different new opportunities and challenges are discussed. The challenges of privacy and security of e-health cloud are discussed which are the solution of some addressed challenges of e-health cloud. Choi et al. [30] proposed Graph-based Attention Model (GRAM), which uses various leveled data characteristics of clinical ontologies. Experiments on various machine learning algorithms. The proposed model achieved higher accuracy as compared to traditional machine learning models.



A Multilevel Medical Embedding (MiME) system is presented in [31]. The proposed system learns the multilevel embedding of health data and performs predictions. Heart disease prediction and sequential disease prediction are targeted. The method outperforms the baseline methods in different evaluation tests. In ref. [32], the architecture of fog computing and service-oriented computing is proposed which calculates and authenticates the data of healthcare through the Internet of Medical Things (IoMT). In this method, resource-constrained devices are used for analysis and data mining. In recent years, with the emerging field of technology, IoT takes a big part in the lives of people. As IoT has evolved in many fields and provides ease to users including the field of healthcare. Different techniques contain specialized devices that can monitor the condition of the patient continuously and generate big data. Moreover, numerous available IoT devices and portable devices, for example, Electrocardiogram (ECG), Electromyography (EMG) can measure specific parameters, such as the rate of heart, rate of respiration, blood pressure, and many others with a single click. A mortality prediction system in clinical traumatic patients is proposed in [33]. Different machine-learning techniques are used in the proposed system. Supervised learning techniques are constructed with ten-fold cross-validation. Parameters, including accuracy, specificity, precession, recall, F-Score, and AUC, are used to validate the proposed model. Authors in [34] presented a model applying machine learning techniques to the data of the clinic from a large group of patients. The patient suffering from COVID-19 are being treated at the health system of Mount Sinai in New York City, NY, USA, for mortality prediction of the patient. The prediction model is based on the characteristics of the patients and clinical features for mortality prediction with the help of datasets developed. The proposed model is evaluated using AUC scores.



Authors in [35] developed a deep learning structure for mortality prediction for specific patients. Several machine learning models are compared using two sepsis screening tools, including the systemic inflammatory response syndrome (SIRS) and quick sepsis-related organ failure assessment (qSOFA). Different parameters are used to validate the proposed model. To identify crucial predictive biomarkers of disease mortality a model is presented in [36]. Machine learning tools are employed to implement the model using three biomarkers. Different parameters are used to validate the proposed model. In ref. [37], the authors present the results with benchmarking for prediction of clinical activities for example patients mortality prediction, prediction of time or interval of stay, etc., deep learning models. The MIMI-III (v1.4) dataset is used for prediction. The results show that the proposed model performs well as compared to other methods specifically when the raw data of clinical time series is used as input features to the models. In ref. [38], the authors develop and test a random forest-based prediction system to effectively predict all-cause mortality in patients. Various parameters are used to test the proposed model. The results show that the model outperformed the existing models. Table 1 show the theoretical comparison of different methods used for mortality prediction. The comparison is based on the methods used, targeted parameters, and the datasets used for validation.




3. Methods and Material


This section presents the details of the proposed framework. To build the model for mortality prediction machine learning algorithms are used. The MIMIC-III dataset is used for validation. Initially, pre-processing is performed on the data then the dataset is reduced to normalized form. The missing values are replaced with the mean value. Under-sampling is performed on the discharge and deceased record after which the BMI is calculated. Based on these steps and with the required vital features the death rate and the live patients are calculated. After this, the training and testing are performed on the data with the ratio of 20/80. The different algorithms of machine learning are used to find out the evaluation metrics and the results of various algorithms of machine learning are compared to find out the best accuracy and efficient time performance. The steps involved in the proposed prediction model are shown in Figure 1. Figure 2 shows the sequence of activities involved in the proposed model.



3.1. Dataset


MIMIC-III is a publicly available dataset [39]. Data were gathered from a variety of sources, including critical care information system archives, databases of electronic medical records in hospitals, death master file of the social security administration. This is a huge, centralized database containing patient’s related information admitted to the special care center. The dataset has vital signs, medications, laboratory measurements, observations and notes that are recorded by physicians, fluid balance, codes of procedure, codes of diagnosis, reports in the form of images, the interval of staying in hospital, data for survival, etc.




3.2. Features Selection from Data


The selection of features from the dataset is performed on the available dataset. The features in the first 6 h of ICU admission, the average maximum and minimum values of the selected features were calculated and selected as features for prediction. After the stay in ICU, if the patient has died in the hospital, the mortality of the hospital is used as the response variable. Even though the size of the sample is relatively huge, the selection of features is vital for the elimination of extremely associated values. Filter methods pick up the intrinsic properties of the features measured via univariant statistics instead of cross-validation performance. These methods are faster and computationally less expensive than wrapper methods. When dealing with high-dimensional data, it is computationally better to use filter methods.



The flow of the feature selection process is shown in Figure 3. Correlation is a measure of the linear relationship between two or more variables. Through correlation, we can predict one variable from the other. The logic behind using correlation for feature selection is the good variables that are highly related to the target. Furthermore, variables should be correlated with the target but should be uncorrelated among themselves. If two variables are correlated, we can predict one from the other. Therefore, if two features are correlated, the model only needs one of them, as the second one does not add additional information. In this work, we use Pearson Correlation. Absolute value, 0.7 as the threshold for selecting the variables was used. The predictor variables are correlated among themselves. Variables that have a lower correlation coefficient value with the target variable were dropped out. We also compute multiple correlation coefficients to check whether more than two variables are correlated. Even though the size of the sample is relatively huge, the selection of features is significant for reducing the extremely interconnected variables. As an association matrix for the interconnected values is constructed as shown in Figure 4. There are extremely associated values in the dataset. The heat map in Figure 4, uses the intensity of color to show the interconnected variables between the features (light color indicates the negatively related values and darker color indicates the positively related values). This is used to categorize redundantly and even recurrent tests of the laboratory. A total of 138 features were retained for further analysis.




3.3. Missing Values from Data


The percentage of the omitted values of the variables for every feature by the category of response variables i.e., deceased, discharged was computed. Within the first 6 h, all lab tests are not measured for all patients. For every patient who is considered normal, it is expected that there will be missing data. If the record of any patient has multiple misplaced values, it may be expected that they were considered as suffering from minor sickness hence they were not prescribed for the lab test. In the same way, if any patient dies before all the lab tests were performed. By setting up a threshold at two levels raw and features levels, misplaced values were handled. Some features are dropped those which are having more than 60% of missing values and are insignificant clinically. After excluding the features having more missing values, 90 features are remaining in the dataset. Some tests, such as urine analysis and stool test, are not tested in the first six hours of admission, hence, these features are dropped. 11 out of the 90 features are attributes related to admission, such as length of hospital and ICU stay, time of admission, and severity scores. Records with at most 40% missing values are kept in the dataset which results in a total of 40,246 records. Values that are misplaced in the feature matrix were attributed to the column means.




3.4. Balancing the Data


After addressing the missing values of the variables, the data show that only 18% of the patients died during the hospital stay. This generates classes of imbalance as the ratio between the two classes, i.e., passed away during the hospital stay to discharge from the hospital, is the ratio of 12/88. The use of imbalanced data for training models, generates biased results towards the majority class. The technique of under-sampling is used for data balancing. Even though the broadly used technique is up-sampling, as the data are relatively large and generating an additional class of the alternative (deceased) was not essential. Therefore, model choice algorithms that permit arbitrarily choosing an equivalent number of records from the majority (discharged) class was used for the stability of data. After the under-sampling of data, the aggregate number of records retained was 4861 with a class ratio of 50:50.




3.5. Scaling and Standardization


Continuous values, such as weight, age, and measures of the laboratory were scaled to a range of 0 to 1, as shown in Equation (1).


   x s  =    x i  − m i n  ( x )    m a x ( x ) − m i n ( x )    



(1)




where   x s   denotes a scaled value,   x i   represents the original value, and min and max are the minimum and maximum values of a particular feature. Scaling prevents variables from over-dominating in the supervised learning algorithms.




3.6. Data Splitting


After addressing missing values, balancing the data, and normalization, data splitting is performed. From the whole dataset of 40,246 records, the remaining 80 features were available to use for the development of the model. For the development of the model, the appendix lists are used for the use of features. Finally, the dataset is split into 20/80 splits, i.e., 20% is used for the training purpose and 80% of the data are used for testing. We used sklearn package with model selection and train test split. The splitting is performed to ensure that there is enough data in the training dataset for the model to learn an effective mapping of inputs to outputs. There will also be enough data in the test set to effectively evaluate the model performance in terms of computation and time.





4. Model Training


We select the model parameters using a set of validation with the best model of performance. While the set of testing evaluates the performance of the model and evaluation of results. Training of the model is performed by the training set. For performing these experimentations, the vital predictors from the MIMIC dataset are used to predict the mortality rate with better accuracy. These vital input predictors are   i c u s t a  y i  d  ,   i c u s t a  y s  e q  ,   l o  s h  o s p i t a l  ,   l o  s i  c u  , oasis,   o a s i  s p  r o b  , sapsii,   s a p s i  i p  r o b  , intime,   h a d  m i  d  , specimen, gender, and intubated on which the prediction is performed. Different algorithms of machine learning are used for prediction based on the evaluation metrics selected. The experiments have been completed with various arrangements of batch sizes, and the number of epochs to select the best parameters and hyper-parameters for the proposed model. We have applied sigmoid and Relu activation functions in the experiments. Linear activation has been used in the output layer while sigmoid is used in the hidden layer.



Model Configuration


The proposed prediction model was implemented using TensorFlow, a widely used python library for DNN. LR is implemented using scikit-learn python package for comparative analysis. The number of binary features is set equal to the number of possible unique values of categorical features. This approach was utilized for the age variable in the proposed model. The batch size was set to 1600, init was used as uniform, and the number of epochs was 60. The number of neurons in the hidden layer was selected using hyperparameter optimization. We used the activation function of Relu and Sigmoid. We also used Adam as the algorithm for first-order gradient-based optimization of stochastic objective functions, based on adaptive estimates of lower-order moments to train the neural networks. The architecture of DNN is shown in Figure 5. Figure 6 shows architecture of the proposed model consisting of different components and activities.





5. Results and Discussion


This section presents the detailed results and comparative analysis of mortality prediction based on various machine learning models. All models were applied to selected features, i.e., vibrant signs, medications, different tests of laboratory, observations, and notes charted by a doctor or a physician, balance of fluid, codes of procedure, codes of diagnostic, imaging-based reports, length of stay, data of survival, etc. A simple layer of multilayer perceptron (MLP) of NN to do a binary classification task with prediction probability is used. The dataset has an input dimension of 78. The hidden layers are followed by the output layer. Furthermore, the number of neurons is set as uniform. The number of neurons range is set as 78. The activation functions of Sigmoid and Relu are used in layers. For compiling the layers of NN, Adam optimizer is used. As the optimizer is responsible to change the learning rate and weights of neurons in the NN to reach the minimum loss function. Epocs are set to 60. For making the learning process fast, batch size of 500 was used. All the models were applied to the pre-processed dataset and evaluated by evaluation metrics presented in the following subsection.



Evaluation Measures


Evaluation metrics are used to evaluate the performance of the prediction model. Accuracy, precision, recall, and F-score are used to evaluate the performance of different models. The term accuracy refers to how much close the produced results are to the true values. For uniform datasets it is a useful evaluation parameter. Accuracy is calculated using Equation (2).


  Accuracy =  TP  TP + TN + FP + FN    



(2)







Precision shows how close two or more quantities are to each other. High precision is associated with a low false-positive rate. Precision is calculated with Equation (3).


  Precision =  TP  TP + FP    



(3)







Recall is the division of the related data that are retrieved successfully. It is the number of results that are correct and divided by the number of results that should be returned, as shown in Equation (4).


  Recall =  TP  TP + FN    



(4)







F-score is a measure of the accuracy of a model on a dataset. It is calculated as the normalized average of precision and recall including both false positives and false negatives. F-score is calculated as shown in Equation (5).


  F − Score = 2 ×  PR  ( P + R )    



(5)







Comparative results are presented in Table 2. Results analysis show that DNN outperforms the other frameworks by achieving accuracy of 80% followed by gradient boosting with 78% accuracy. The DT gives the lowest accuracy rate of 70% on the extracted features of the dataset used. In terms of precession, DNN achieved a precision of 86% which is higher as compared to other algorithms. DNN is followed by gradient boosting with 80% precision. While the decision tree gives the lowest precision of 72%. DNN achieved recall score of 79% followed by gradient boosting with a 78% recall score. While decision tree and SVM linear give the lowest recall score of 70%. In terms of F1-score, DNN achieved an F1-score of 80% followed by gradient boosting with a 78% F1-score. While LR and SVM linear give the lowest F1-score of 70% on the extracted features of the dataset used.



According to the results shown in Table 2, DNN obtained 6.67% improvement over RR and SVM-linear, 14.28% improvement over DT, 5.26% improvement gain over SVM-rfb and RF, 3.89% improvement over NN, and 2.56% improvement gain over GB in terms of accuracy. The results show that in terms of precision, DNN obtained 17.18, 19.44, 13.25, 10.25, and 7.5 percent improvement gain in comparison to DT, LR, SVM-linear, SVM-rfb, RF, NN, and GB, respectively. The results show that the percent improvement gain attained by DNN in terms of recall over LR is 2.59 and 12.89 percent over SVM linear. The improvement gain over both SVM-rfb and RF is 5.33 percent. In comparison to GB and NN, DNN attained improvement gain of 3.94 percent. In comparison to SVM-linear and DT, the proposed framework yields 12.85 percent improvement gain. The results analysis shows that DNN obtained 5.26 percent improvement over LR, SVM linear, and NN. DNN yields 2.56 percent improvement over DT, 3.89 percent improvement over SVM-rfb, and 6.66 percent improvement gain over RF in terms of F1-score. The objective of the proposed study is to predict mortality using machine learning techniques. All these methods are parametric, i.e., based on probability distribution that ensures that the results are statistically significant.





6. Conclusions


Patient mortality prediction is a challenging task due to the huge amount of data and missing values. To achieve better performance and accuracy, we propose a model based on machine learning. In the layer of prediction, we used DNN. We input the data in the pre-processed form given to the model for building an optimum model with hidden layers, neurons, activation functions optimizers, and epochs. The proposed approach highlights certain significant features that may need to be observed further to estimate their effect on mortality of the patient. Various machine learning models are tested, and evaluation metrics are measured. The best performance is obtained from DNN as compared to the other learning algorithms. Overall, DNN performs best and gives the best performance based on measured parameters, i.e., accuracy, precision, recall, and F1-score.



The execution time of the proposed model is higher as compared to other methods. In future, additional measurement parameters, i.e., time and space complexity need to be considered to justify their significance in the mortality prediction. Moreover, feature selection with other features selection methods can also lead to better results. The model can be tested on other datasets, particularly large-scale datasets to ensure that the model achieves similar results. The proposed model needs to be tested in an IoT-integrated environment to ensure the applicability and validation of the results. The model also needs to be tested in integration with other applications to build a service-oriented architecture for healthcare industry.
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Figure 1. Architecture of the proposed prediction model. 
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Figure 2. Sequence diagram of the proposed prediction model. 
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Figure 3. Flow of features selection process. 
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Figure 4. Correlation matrix of all variables selected for experiments. 
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Figure 5. Architecture of DNN. 
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Figure 6. Architecture of the proposed model. 
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Table 1. Theoretical comparison of different methods.
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	Ref.
	Methods
	Parameters
	Dataset





	[22]
	SVM, NN, KNN, GB
	Accuracy, Sensitivity, Specificity, AUC Score
	Cleveland Heart Disease dataset



	[24]
	SVM, NN, ensemble learning
	accuracy, precision, recall
	Manually gathered dataset



	[26]
	OCCNN and Galactic Swarm Optimization
	Accuracy, Sensitivity, Specificity
	Manually gathered dataset



	[27]
	LASSO, RF, GB, LR
	AUROC, Sensitivity, Specificity
	MIMIC-III



	[28]
	LASSO, CNN
	Accuracy, Recall, Specificity, AUC
	Data from NHANES



	[33]
	LR, NN, SMO, JRip, RF
	Accuracy, specificity, precision, recall, F-measure, and AUC
	RETRAUCI database



	[34]
	RF, LR, SVM, XGBoost
	AUC Score
	Patients with COVID-19 treated at the Mount Sinai Health System in New York City



	[35]
	CNN, KNN, SVM, RF
	AUC Score
	Manually gathered dataset



	[37]
	LSTM-based NN
	Accuracy, AUC-ROC
	MIMIC-III
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Table 2. Comparative analysis of ML algorithms in terms of accuracy, precision, recall, F1 score, and execution time (ET).
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	Method
	Accuracy
	Precession
	Recall
	F1-Value
	ET (Training)
	ET (Testing)





	LR
	0.75
	0.73
	0.77
	0.76
	1.89
	0.33



	DT
	0.70
	0.72
	0.70
	0.78
	1.42
	0.17



	SVM-L
	0.75
	0.76
	0.70
	0.76
	28.08
	13.06



	SVM-RBF
	0.76
	0.78
	0.75
	0.77
	33.79
	16.67



	RF
	0.76
	0.78
	0.75
	0.75
	1.99
	0.82



	NN
	0.77
	0.78
	0.76
	0.76
	8.06
	4.33



	GB
	0.78
	0.80
	0.76
	0.78
	1.16
	0.84



	[28]
	0.78
	0.81
	0.78
	0.78
	31.3
	14.71



	[27]
	0.78
	0.82
	0.77
	0.78
	25.62
	13.14



	DNN
	0.80
	0.86
	0.79
	0.80
	44.2
	22.31
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