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Abstract: Sentiment analysis is considered one of the significant trends of the recent few years.
Due to the high importance and increasing use of social media and electronic services, the need
for reviewing and enhancing the provided services has become crucial. Revising the user services
is based mainly on sentiment analysis methodologies for analyzing users’ polarities to different
products and applications. Sentiment analysis for Arabic reviews is a major concern due to high
morphological linguistics and complex polarity terms expressed in the reviews. In addition, the users
can present their orientation towards a service or a product by using a hybrid or mix of polarity
terms related to slang and standard terminologies. This paper provides a comprehensive review
of recent sentiment analysis methods based on lexicon or machine learning (ML). The comparison
provides a clear vision of the number of classes, the used dialect, the annotated algorithms, and
their performance. The proposed methodology is based on cross-validation of Arabic data using
a k-fold mechanism that splits the dataset into training and testing folds; subsequently, the data
preprocessing is executed to clean sentiments from unwanted terms that can affect data analysis.
A vectorization of the dataset is then applied using TF–IDF for counting word and polarity terms.
Furthermore, a feature selection stage is processed using Pearson, Chi2, and Random Forest (RF)
methods for mapping the compatibility between input and target features. This paper also proposed
an algorithm called the forward fusion feature for sentiment analysis (FFF-SA) to provide a feature
selection that applied different machine learning (ML) classification models for each chunk of k
features and accumulative features on the Arabic dataset. The experimental results measured and
scored all accuracies between the feature importance method and ML models. The best accuracy is
recorded with the Naïve Bayes (NB) model with the RF method.

Keywords: sentiment analysis; machine learning; cross-validation; vectorization; feature importance

1. Introduction

Sentiment analysis is considered a natural language processing (NLP) method for
analyzing users’ orientations toward services and topics under consideration. The goal
of sentiment analysis mechanisms is to differentiate between subjective and objective
sentiments. Objective sentiment is used to express general facts, while subjective sentiment
is based on polarity terms that express user reviews or opinions. Objective sentences are
excluded during the analysis of sentiments, whereas subjective sentiments can be classified
into positive, negative, or neutral polarities.

Most peoples’ and users’ feelings towards different topics are reflected on social
media reviews and sites [1]. Social media allow users to share their views, opinions, and
emotions to classify the main service and enhance its specifications in the future. The Arabic
language is widely applied on most social media platforms, such as Twitter and Facebook.
The Arabic language is considered the official language of Middle East countries and North
Africa, comprising 27 countries in addition to the other countries that consider the Arabic
language one of its popularly used dialects. It has recently attracted more attention due to
the increasing use of Arabic in social media platforms [2].

Appl. Sci. 2023, 13, 2074. https://doi.org/10.3390/app13042074 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app13042074
https://doi.org/10.3390/app13042074
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-8951-4096
https://orcid.org/0000-0002-6472-6025
https://orcid.org/0000-0001-8571-8828
https://doi.org/10.3390/app13042074
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app13042074?type=check_update&version=2


Appl. Sci. 2023, 13, 2074 2 of 22

In addition, the Arabic language contains different dialects with high morpholog-
ical meanings that can be categorized as standard Arabic and colloquial. Most Twitter
users, especially those writing and speaking in English, can express their opinions using
traditional or colloquial sentences. They can also use mixed terms that make the pre-
processing and analysis processes more complex [3]. Since the Arabic language contains
a vast number of linguistics and terminology that are challenging to clean and analyze,
sentiment analysis has recently attracted a lot of attention. In addition, sentiment analysis
and prediction become more difficult with free writing on social media, particularly in the
Arabic language [4].

Few research methodologies are conducted to analyze Arabic sentiments on social
media due to the high morphological linguistics in each Arabic sentence that is difficult
to classify and analyze. Arabic Social Media Analysis for Arabic (ASAD) aims to fill an
important gap in analyzing social media in the Arabic language [5]. Marketing analysis of
services or products and public responses to events, persons, and pandemics are considered
major examples of the dire need to analyze Arabic sentiments efficiently and accurately,
especially when the dataset is new and has not been trained earlier [6]. Recent research
methodologies of sentiment analysis depend mainly on collecting datasets from social
media such as Facebook and Twitter that provide expressive sentiments from several
domains. Twitter users create huge volumes of text to convey their views [7] with a wide
range of terms, fields, services, and products [8–10]. Twitter datasets are collected from
different sources and categories for classifying public events, pandemics, and product
marketing [11–13]. The analysis of sentiments on the Twitter dataset has gained more
interest as large companies and institutions depend mainly on user reviews to enhance and
upgrade their business services. In addition, the simplicity of the Twitter platform makes
it one of the most powerful social networks in the world, with a high volume of daily-
generated sentiments [14]. Sentiment analysis methodologies concentrate on mining texts
and sentences that can explore deep visions and insights into users’ attitudes and opinions.

The main analysis strategy is extracting, classifying, and analyzing the sentiments
related to several categories, such as emotional, cognition, social, and theoretical, and
analyzing complex texts. Furthermore, most retrieved texts from the Twitter dataset
contain unstructured texts that need more preprocessing steps to become more concise
and clearer. This can increase the complexity of the selected analysis methodology [15].
In addition to the extracted user text, user-generated data is another additional direction
for retrieving data. These data can reduce the users’ uncertainty towards business or
E-commerce products, which helps analyze user opinions and polarity sentiments for
applying decision-making strategies [16]. Whenever a machine learning (ML) technique is
applied to analyze polarity sentiments, there must be a set baseline and accuracy parameters
to follow. The first step in analyzing sentiments is to remove stop words, elongation terms,
symbols, and irony terms that can affect the accuracy and performance of the analysis
process [17]. The training phase performs a feature extraction applied to the ML technique.
In contrast, the testing or prediction phase applies the features to the classifier models to
determine the term polarity. The contribution of the paper is presented as follows:

1. Presenting a current perspective of the primary strategies and algorithms for Arabic
sentiment analysis with a thorough examination of applicable dialects, binary and
multi-classification, and annotation algorithms.

2. Providing a multi-stage methodology for feature generation and selection of Arabic
terms using TF–IDF.

3. Proposing a model using the FFF-SA algorithm that adopts a forward filter for the
feature selection method for scoring and registering the accuracy of each k-chunk
feature of Arabic terms and the subsequent accumulative features.

4. Measuring and scoring the accuracy for each conducted result, proving the high
performance of the NB model with the RF method.

The paper sections are organized as follows. Section 2 explains the main sentiment
analysis mechanisms that are conducted to predict user opinions. Section 3 highlights
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the comparative analysis of recent annotation algorithms with their applied dialects and
performance. Section 4 explores the proposed methodology for cross-validation, feature
generation, and feature selection of data. Section 5 provides the proposed FFF-SA algorithm
for sorting, selecting, and filtering polarity term features. The experimental results are
explained in Section 6, and the conclusion and future works conclude the paper in Section 7.

2. Sentiment Analysis Mechanisms

The sentiment analysis mechanism is based on text analysis and natural language
processing (NLP), which aims to identify, extract, and analyze the polarity of sentiments
from different sources and languages. The first process for identifying the sentiments is
to discriminate between subjective and objective sentences. Subjective sentiments con-
tain polarity terms that reflect the users’ attitudes in social media reviews. In contrast,
objective sentiments are based on general facts or information that do not reflect the
user’s orientation.

The sentiment polarity can be verified based on several weights and scales. Most
research methods depend mainly on analyzing the sentiments, whether they are positive,
negative, or neutral. Positive polarities express the positive orientation of the users towards
a service or a topic under consideration. In contrast, negative polarities denote the opposite
meaning to express the user’s negative orientation towards the service. Neutral orientations
mean that the detected positive and negative polarities are equal; therefore, the user
orientation towards a topic or a service is fair. In addition, the sentiment classified as neutral
may contain neither positive nor negative terms to be detected. In Figure 1, the overall
sentiment analysis mechanism is explained. The main process for analyzing user reviews
and tweets centrally depends on lexicon-based and machine-learning (ML) approaches.
Each approach has its advantage, methodology for implementation, and methods for
dealing with input data and user reviews. In addition, each conducted approach must
be measured based on data processing, accuracy, and performance. The methodology’s
performance can also be changed according to the level of analysis of the polarity terms.
There are three main analysis levels: aspect, sentence, and document. In addition, analyzing
Arabic sentiments with highly complex terms with different linguistics is considered a
challenging process.
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2.1. Lexicon-Based Approach

The lexicon-based approach aims to score every extracted polarity term from the senti-
ment sentences, and then the overall polarity of the sentence is calculated. To explain the
mechanism of the lexicon-based approach, the polarity weight is first defined to distribute
and score each detected polarity term according to its meaning and orientation. Second, the
number of detected positive and negative terms is calculated according to their predefined
weight score in the sentence. Therefore, the main sentence polarity is defined, and the
whole document polarity is analyzed accordingly.

The lexicon-based approach has two main categories: dictionary-based and corpus-
based. The dictionary-based stores initial word terms from different sources, and then the
dictionary is extended by incorporating additional synonym terms using automated and
manual annotations. Therefore, the performance of the dictionary method is constantly
changing according to the size of the stored word and polarity terms. The corpus-based
method is based on building a corpus that can store different Arabic dialects along with
their meaning and orientations. Building a corpus is considered very time-consuming,
especially for the Arabic language, which requires adding each term with its corresponding
meanings from different dialects.

Arabic is a rich language with additional linguistic terms and several meanings in
different dialects. For example, the term “ñÊg” which means “Good” has several synonyms

in different Arabic dialects. The Egyptian and Sudanese dialects use “��
ñ»”, the Saudi

dialect uses “ 	áK

	P”, while some North African dialects use “ù



ëAK.” or “I. J
£”. All terms reflect

the same meaning of “Good” but with different Arabic dialects.
The creation of the corpus depends mainly on statistical or semantic methods. The

statistical method measures the behavior of the detected polarity terms in each sentence. If the
orientation of the terms is positive, then the sentence polarity will be positive and vice versa.
On the other hand, the semantic method assigns a score value to each word term. Words with
similar or closer intensified meaning to the word term will have the same score value.

One of the recent methods for managing sentiment sentences was presented in [18],
where a mechanism was proposed to embed words to reduce the length of the sentiment.
By performing word embedding, each word was converted to its embedded word to reduce
its dimension. The dimension reduction can help increase the prediction of sentiment
orientation. Therefore, the mapping between predicted and actual polarity scores showed
high results. Another enhanced sentiment analysis framework for normalizing the mor-
phological terms of the Arabic language was proposed in [19]. The authors considered two
main methods based on the aspect level of sentiments. The two methods were based on
the orientation of both category and term polarities, where the normalization of text was
executed after the classification. In addition, the authors built a word encoder and decoder
to match the word term and polarity term for the given sentiment with their corresponding
target meaning in another Arabic dialect.

The process of handling the Arabic language based on its dialects and idioms is
considered another major concern. Many social media users and followers use different
expressions and idioms based on aphorisms, wisdom, and popular proverbs that can highly
affect the analysis performance. The authors of [20] proposed an algorithm for handling
this issue. The algorithm’s objective was to store the root of the polarity word with the
emotions in the sentence that can guide the possible orientation of the sentence.

The authors of [17] built a corpus for measuring the sample percentage with its
accuracy and error rate to explore the major concerns that affect the analysis of the Arabic
dataset. The authors performed manual, mixed, double-check, and non-check experiments
and compared the efficiency of the analysis process. As proposed in [21], a lexicon-based
mechanism was presented for analyzing Arabic polarity terms from a Twitter dataset. The
proposed method applied a mechanism for distributing different multi-weight polarities
based on the number of detected polarity terms in the same sentiment. Therefore, if the
number of detected terms increases, the weight polarity will increase due to the diversity
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and orientation of polarity terms. As presented in [22,23], a set of positive and negative
sentences were assigned based on Arabic tweets, where a hybrid strategy was proposed to
combine different machine learning approaches. The Lexical-based classifier applied this
method to label the training data.

As presented in [24], an automatic sentiment analysis based on supervised classifi-
cation on the Arabic dataset was proposed. Most sentiment analysis methods verify the
sentiments based on their polarity. When the negation term in the sentiment is detected
immediately before the polarity term, the sentiment polarity is converted to its reverse po-
larity. The authors in this paper proposed a methodology for detecting negation terms even
if they do not precede the polarity term. Another enhanced sentiment analysis mechanism
for analyzing Arabic reviews was proposed in [25], where a lexicon-based analyzer was
constructed to analyze polarity terms with different weights to increase efficiency.

Aspect-based sentiment analysis was proposed in [26], where a model was provided
for estimating the polarity of user reviews. A lexicon was constructed for acquiring tweets
from Twitter, and the dataset was preprocessed to remove any stop words and non-English
words. The subjective sentences were processed using Senti-Word-Net to apply a score
for each sentence. Based on the provided score, the aspect of each sentence was verified.
Another recent research for applying aspect and content analysis of sentiments is presented
in [27]. The authors provided a framework for collecting marketing and customer service
information from reviews of different universities. The published or posted content of each
university was classified into links, photos, videos, and statuses and then the frequency of
each content was defined and scored.

The authors of [28] provided a framework for analyzing sentiment opinions during
the COVID-19 outbreak. The dataset was collected, classified based on seven clusters, and
categorized based on five annotators. The positive, negative, and neutral polarities were
determined in each cluster, and the polarity score for each cluster was defined. Another
methodology for analyzing sentiments during COVID-19 was proposed in [29]. The authors
aimed to examine and measure the influencing factors that affect the orientation of people
during the epidemic. The dataset was collected from different social media forums. Based
on the proposed influencing factors, the dataset was classified, and the sentiments were
analyzed to explore their polarities. The authors of [30] proposed another method of NLP
for analyzing user sentiments during the COVID-19 epidemic. A framework was proposed
to measure the performance of a set of relevant word terms from different aspects such as
economy, social, and health to view the major orientation of the reviews that explained a
neutral polarity orientation.

2.2. Machine Learning-Based Approach

Machine learning-based (ML) approaches provide powerful methods for analyzing
polarity sentiments from different domains. The ML methods are adapted to learn from
the input dataset and then provide the prediction from the hidden patterns. Learning and
prediction are considered the two major steps in all ML algorithms. As proposed in Figure 1,
ML has two major approaches for handling input data for training. These approaches
are supervised and unsupervised. In the supervised approach, the input data must be
trained first before applying the testing dataset, as the ML algorithms can perform the
prediction based on previous experience. Therefore, different classification and regression
algorithms are applied to measure the relationship between input and target features [31],
and then the accuracy of the prediction is explored. The unsupervised approach depends
on an unlabeled dataset where the patterns are discovered by performing complex tasks
using clustering algorithms that can group the dataset and learn from unknown patterns.
In addition to supervised and unsupervised approaches, the semi-supervised methods
can perform the training and prediction with a less labeled dataset that is linked with the
unlabeled dataset to produce the result.

Recent research methodologies for applying machine learning (ML) algorithms on
sentiment analysis from social media datasets have been proposed. As presented in [32],
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a sentiment analysis mechanism based on machine learning was applied to Russian and
Kazakh languages. The applied dataset was categorized into positive, negative, and neu-
tral. To increase their efficiency, different resampling techniques were used to resample
the unbalanced datasets. Another enhanced mechanism for analyzing sentiments from
the Twitter dataset was proposed in [33], where different classifiers of machine learning
were adopted using the TF–IDF algorithm for extracting features. The sentiments were
collected from multi-classes emotion data, and the accuracy was tested. Another sentiment
analysis approach was presented in [34] for classifying tweets based on learning models.
The research aimed to analyze a large number of social media tweets from Twitter using
the Apache Spark model. The experiments were conducted to measure the time consumed
using Apache Spark compared with other classifier models. As presented in [35], a ma-
chine learning-based approach was applied to analyzing Arabic sentiments. Different ML
classifiers were used on the cleaned dataset to remove stop words and word elongation.

As shown in [36], ML classification algorithms were applied to multi-language datasets
based on predefined Key Performance Indicators (KPIs). The idea was to group a set of
opinions from the leaders of a company and then analyze the comments about the company
and distribute these comments over the predefined KPIs. Analyzing and enhancing the ac-
curacy of sentiment analysis can be proposed based on the semantic knowledge and content
analysis of the sentiment polarities. This method is called aspect-based sentiment analysis.
As presented in [37], aspect-based sentiment analysis was provided to identify sentiment
polarities based on different attributes or aspects. The authors applied a framework for
extracting aspects from Twitter datasets, and sentiment analysis was applied based on
machine learning methods. One of the recent research methodologies for analyzing Arabic
user opinions was presented in [38]. The research focused on analyzing Saudi citizens’ and
residents’ opinions about the downloaded programs from Google Play and App Store.

Different machine learning classifiers were provided to measure the dataset’s accuracy,
classified into negative, positive, neutral, unique, and stem words. Another interactive
methodology for analyzing Arabic Twitter sentiments was proposed in [39]. The authors
of this research focused on a new topic related to detecting depression terms in Arabic
sentiments from Twitter. The authors created three lexicons for storing depression terms and
counted the number of tweets for each symptom. Different machine-learning algorithms
were deployed to measure the accuracy of the results. Another interactive method for
classifying sentiments is shown in [40], where teaching-learning-based optimizers were
applied to a Twitter dataset. Different preprocessing steps were executed to remove stop
words and symbols before applying four text-processing models. A feature selection
algorithm was proposed to classify polarity features into positive and negative polarities,
and finally, the results of the models were listed.

As proposed in [41], machine-learning-based algorithms have been applied to different
polarity languages. The dataset was collected from Twitter, where each tweet was converted
and counted to an integer. The integer was converted to its TF–IDF score value, and finally,
the score was applied to ML classifiers for prediction. The authors of [42] proposed another
aspect-based sentiment analysis methodology by providing an automatic annotation of
datasets from YouTube songs. These songs were extracted and applied based on the
number of views and reviews and then an aspect filtration was provided based on five
aspect categories. The overall reviews were optimized again based on the predefined
aspects to determine the most important aspect category.

Sentiment analysis of users’ orientations is also conducted in health sectors to improve
the users’ feedback and provide deep insight into the provided services. As presented
in [43], a sentiment analysis tool was provided for measuring people’s attitudes in smart
cities during the COVID-19 epidemic. The dataset was tested five times to measure the
average accuracy of the classified instances. As shown in [44], sentiment analysis of user
polarities based on natural language processing (NLP) was proposed to explore the attitudes
of Gulf countries during COVID-19. The goal of the paper was to check whether there were
mixed emotions among people or not. The dataset was extracted from Twitter API, and the
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polarities were classified in different countries. The authors stated that most Gulf people’s
attitude toward the epidemic was neutral. In addition to previous research, the authors
of [45] provided an approach based on semi-supervised machine learning that measured
the analyses of datasets collected from different social networks about several epidemics.
The first analysis clustered the data from Word-2-Vec and Fast-Text and then explored the
sentiment orientation based on the applied classification algorithms. The authors of [46]
measured the sentiment analysis of public health but from the financial aspect. The dataset
was collected from financial news and then the reviews were grouped based on four polarity
attributes to view the overall orientation. Furthermore, different classification algorithms
were applied to learn from the polarity attributes and explore sentiment accuracy.

In addition to lexicon-based and ML-based methodologies, different deep learning and
transfer learning methods can be applied to Arabic sentiment analysis. As presented in [47],
a deep learning model for multitasking was applied for classifying Arabic sentiments. The
research aimed to enhance the performance as the Arabic language has low resources and
contains high morphological and linguistic terms. The authors proposed a long short-term
memory (LSTM) deep learning model that explored the relationship between three and
five sentiment polarities into a private layer. This layer contained an encoder for words to
add flexibility to the features. The authors of [48] proposed a deep transfer-learning model
for manipulating Arabic text. The Convolutional Neural Network (CNN) training was
conducted to classify the sentiments based on a pre-annotated dataset. The authors collected
different classes of the dataset and performed augmentation of data to enhance the accuracy.
Another deep learning model for manipulating Arabic sentiments was presented in [49],
where the data was collected based on three classes and then classified using the LSTM
model to explore the results. One of the recent methods for extracting and detecting Arabic
polarity text was proposed in [50], where transfer learning (TL) techniques were applied to
aspect-based Arabic text. The authors proposed an architecture using the BERT model on
the HAAD dataset to measure the approach’s effectiveness, which showed high results.

Arabic is considered among the richest languages worldwide with many linguistic
terms. Arabic sentiment analysis has not been studied as highly as other languages. The
Arabic language suffers from a lack of high-quality terms and large-scale training data with
the difficulty of manipulating ironic and slang expressions [47]. The Arabic language is
considered an unstructured language with many inconsistencies in the spelling of terms
and difficulties in identifying key features. Furthermore, using Arabic tweets in social
networks cause many word elongations and repetition of terms to convey the user’s feelings.
This paper proposes a novel algorithm based on a forward fusion feature selection for
sentiment analysis using different models such as Pearson, Chi2, and RF, and then different
ML classification models for each chunk of k features and accumulative features on the
Arabic dataset to explore the winning model with high accuracy.

3. Comparative Analysis with Annotation Algorithms of Sentiment Analysis

The analysis of sentiments depends mainly on the extraction of subjective sentences
from different social media streams. The customers and users reflect and express their
attitudes and opinions towards different services and products using several languages
and linguistics with a different number of classes. As presented in Tables 1 and 2, a com-
prehensive review of recent sentiment analysis researches is conducted. As explained, only
positive and negative polarities will be predicted if two classes are applied for classification.
The use of three classes for classification adds neutral sentiments where the number of
positive and negative sentiments are equal or the overall orientation of the sentiment is fair.
Arabic is considered one of the most languages in the world in the context of linguistics and
terms that are difficult to identify and analyze. Two main annotation methods are applied
for analyzing and predicting sentiments: machine learning (ML) and lexicon-based. The
ML-based method applies different algorithms for measuring the accuracy of predicting
the sentiments’ orientations. In contrast, the lexicon method is based on building a corpus
for storing Arabic dialects with their polarities or weight scores.
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Table 1. Comparison of lexicon-based methods with their performance.

Ref Dataset Size No. of Classes Dialect Language No. of Annotators Performance

[17]
30K Pos.–Neg. Single Arabic 2

77%

8K 86%

[19]
16.9K Pos.–Neg. Single Arabic 2

76.89%

18.9K 76.48%

[21] 5k
Pos.–Neg. Single Arabic

2 Senti. Score

Pos.–Neut.–Neg. 3 Senti. Score

[22] 100K Pos.–Neut.–Neg. Single Arabic 3 66%

[23] 1.1K Pos.–Neg. Single Arabic 2 84%

[24] 3.4K Pos.–Neut.–Neg. Single Arabic 3 Senti. Score

[25] 6.3K
High Pos.–Pos.

Neut.
Neg.–High Neg.

Single Arabic 5 Senti. Score

[26] 6K Pos.–Neut.–Neg. Single English 3 Senti. Score

[27] 3.9K Pos.–Neut.–Neg. Single English 3 Senti. Score

[28] 12.5K
High Pos.–Pos.

Neut.
Neg.–High Neg.

Single English 5 46.4%

[29] 22.5K Pos.–Neut.–Neg. Single English 3 86.2%

Table 2. Comparison of ML-based models with their performance.

Ref Dataset Size No. of Classes Dialect Language No. of Annotators Performance

[1] 20K Pos.–Neut.–Neg. Single Arabic 3 79%

[5] 21K Pos.–Neut.–Neg. Single Arabic 3 75.1%

[31] 24K Pos.–Neut.–Neg. Single Turkish 3 91.57%

[32]
80.8K Pos.–Neut.–Neg. Multi

Russian
3 77%

15.9K Kazakh

[33] 39.8K Pos.–Neut.–Neg. Single English 3 89.92%

[34] 10K Pos.–Neut.–Neg. Single Arabic 3 83%

[36] 685 Pos.–Neg. Multi Eng. Spa. Ita.
Ger. Fre. 2 88.17%

[37] 6.7K Pos.–Neut.–Neg. Single English 3 78.76%

[38] 8K Pos.–Neut.–Neg. Single Arabic 3 78.46%

[39] 4.5K Pos.–Neut.–Neg. Single Arabic 3 82.39%

[40] 14.6K Pos.–Neg. Single English 2 76.9%

[41] 11K Pos.–Neg. Multi
Urdu

2
84%

Roman Urdu 85%

English 77%

[43] 0.5K Pos.–Neut.–Neg. Single English 3 89.4%

4. Proposed Sentiment Analysis Methodology

As discussed in the previous sections, recent sentiment analysis mechanisms depend
mainly on different aspects. Firstly, the applied language or dialect contains users’ reviews
and comments. Secondly, the data preprocessing mechanism for cleaning and adapting
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datasets and corpus documents for sentiment analysis. Thirdly, the implemented lexicon-
based or ML-based methods for manipulating datasets. Finally, the proposed methodology
and algorithm for exploring and enhancing the analysis of user polarity is based on word
terms and polarity terms.

The methodology of this paper is based on applying ML-based sentiment analysis
algorithms on Arabic datasets from [1,51]. The Arabic language is a difficult language in
the ramifications of its terminology as it contains many dialects and huge linguistic and
morphological terms, which makes analyzing user sentiments a great challenge. The Arabic
language has low resources and contains high morphological and linguistic terms [47].
Therefore, the analysis and classification of polarity terms is considered a challenging
process. In addition, the Arabic sentiment analysis has not been studied at a level as high
as other languages, such as English, Chinese, and French.

Furthermore, the user reviews that use the Arabic language to express their views
and orientations can use multi-dialect in the same comment, which causes an additional
overhead during the data preprocessing and analysis. As presented in Figure 2, the
proposed mechanism depends on interactive multi-level processes for splitting the dataset
into training and testing and then performing a 10-fold cross-validation for interchanging
the k folds. The next step is data preprocessing, where several stages are applied to clean the
polarity sentiments from unwanted terms and particles to increase the analysis efficiency.
The next feature generation stage transforms the tweets into a set of feature vectors with
an encoder that will be applied to the training and testing dataset. The vectorization of
features is executed using the Term Frequency—Inverse Document Frequency (TF–IDF)
mechanism that generates the features from the overall corpus of documents and sentiment
analysis documents with their word and polarity terms. The generated features are selected
using a filter method that divides the input features into different feature vectors related
to the target feature. The correlation is executed using three methods: Person, Chi2, and
Random Forest (RF). The correlated features are sorted according to their relevance to the
target features where the best k features are ranked and selected. The next k features are
added until all the features are processed. The final stage is based on modeling the selected
features using differing ML algorithms, where the best accuracy for each correlation method
with the ML modeling algorithm is recorded.
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4.1. Cross Validation

The preprocessing stage should be in the correct position during the cross-validation
process. Preprocessing steps are intended to be created using training data folds (pre-
processing adaptors), and then the procedure is repeated using test data folds (using
preprocessing adaptors for transformation). This ensures that the model is only exposed to
preprocessed training data during the training phase. This approach aids in avoiding “data
leakage,” which occurs when the model is exposed to information from the test set during
training, resulting in overfitting.

The cross-validation process is applied based on the k-fold mechanism. The main
objective of k-fold cross-validation is to divide or split the dataset into a set of K groups [52].
Each group is treated as a validation unit to evaluate the overall model. In this paper, a
10-fold cross-validation on the dataset is executed randomly where k = 10. A number of
k− 1 folds are used for dataset training while the remaining i fold is used for testing. On
the next splitting process, another i fold is used for testing while the remaining k− 1 folds
are used for dataset training. The 10-fold cross-validation continues until the i testing fold
is applied on all splitting stages, where the final model is validated on each i testing fold.
Equation (1) summarizes the overall 10-fold process as follows:

∀ i ⊆ k 3 i = 1 & k− 1 < 10 (1)

4.2. Data Preprocessing

After performing cross-validation on the sentiment analysis dataset, data prepro-
cessing is executed to eliminate and clean the sentiments and their polarity terms from
incorrect or unwanted terms that may affect the accuracy of the analysis process. As pre-
sented in Figure 3, data preprocessing depends on a set of sequential steps for removing
inconsistent terms from the sentences. The stemming process is applied to the overall
dataset to reduce the polarity term length so that the polarity term returns to its root. Stop
words and tokenization are eliminated from the sentiment analysis dataset, where the stop
words are terms that do not affect the sentence’s overall meaning. For example, the stop

word terms such as “ð


@–ú




	
¯–úÎ«–B–ð–ÉJ.

�
¯–YªK.” that mean “or–in–on–not–and–before–after”,

respectively, are removed from the preprocessed data. Tokenization is separating polar-
ity terms using a space or a unique character to be analyzed more efficiently during the

machine learning mechanism. For example, the sentence “!
�
éJ


	
¯A

	
�@




�
éÓY

	
g ø






@

�
�J
J.¢

�
JË @ ÐY

�
®K
 ÕË”

that means “The application does not provide any additional service!” is separated into
individual terms to increase the machine learning ability to understand the whole senti-
ment. Due to the use of the Arabic dataset in our paper, some words that contain “Tashkeel”
are also eliminated. The term “Tashkeel” means a set of special characters added to the
formation of the words to change the word pronunciation. For example, the sentence
“

�
@
�
Yg.�

��
é
�

JJ
¢

�
�.

�
H
�

A
�
Ó

�
Y

	
m�
Ì'@

�	áº�

�
Ë YJ
�

�
k.

��
�J
J.¢

��
JË @” that means “The application is good but the services

are very slow” contains many special characters to set the word terms. After removing
the “Tashkeel” characters, the new sentence becomes “ @Yg.

�
é


JJ
¢�.

�
HAÓY

	
mÌ'@ 	áºË YJ
k.

�
�J
J.¢

�
JË @”.

The English words, punctuation, and repetition of the terms are also removed during data
preprocessing to reduce the sentence length during the sentiment analysis process. Emojis
are also removed from the sentences as they can contain different ironical or emotional
terms that can affect the orientation of the overall sentences from positive to negative and
vice versa. Finally, the word elongation is also removed from the sentiments to eliminate
any repetition of letters. For example, the polarity term “ÉJ
J
�
J
Ô

g
.
” is processed to be “ÉJ
Ô

g
.
”

that means “nice” or “beautiful”.
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The foundation of the classification models is based on data segmentation. The
imbalanced dataset uses one chunk of data that contains a large portion, which is called the
majority class, while the remaining chunk of data represents the minority class. As a result,
an imbalanced dataset is one in which one class has a higher number of occurrences or
sentences than the other class. Equal or almost equal numbers of occurrences or sentences
from each class are presented in the balanced dataset.

As presented in Table 3, the imbalanced dataset contains 16.7K sentiments that has
approximately positive sentiments as 17%, negative sentiments as 16.5%, and neutral
sentiments as 66.5%. The dataset was balanced into which two classes of dataset, positive
and negative, are selected with 5451 sentiments.

Table 3. Balanced dataset with binary classification.

Dataset
Polarity

Positive Negative Neutral Total

Imbalanced 2843 2751 11,129 16,723
% 17% 16.5% 66.5% 100%

Balanced with 2 Classes 2725 2726 - 5451
% 50% 50% - 100%

4.3. Feature Generation

In this research, the tweets are manually annotated using a unigram model that offers
a reasonable coverage degree for the dataset. In order to extract the most important features
from the training dataset, data preprocessing and feature generation are executed to convert
the tweets into a feature vector. An encoder is generated from the vectorization process of
the training dataset to be applied to the testing dataset. The generated encoder converts
the tweets into a set of feature vectors that are applied on the training and testing datasets.
Text and tweets are applied as vectors using the TF–IDF technique that converts the given
text into finite feature vectors. The term frequency (TF) computes the number of times the
selected term is repeated in a given document. In contrast, the inverse document frequency
(IDF) computes the number of times the selected term is repeated in the overall dataset
or corpus.
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The TF–IDF method has a linear computational complexity regarding the number
of text lines and words per line. In contrast, the RF feature selection algorithm has a
computational complexity of O(n estimators × m × log(n)), where n is the number of
samples, m is the number of features, and log is the base-2 logarithm. Finally, the NB
classifier is a simple and computationally efficient algorithm with O(n× d) computational
complexity, where n is the number of samples and d is the number of features.

The corpus data contains different sentiment analysis documents with different word
and polarity terms. The documents are collected from Twitter to analyze users’ orientation
and attitudes based on their positive or negative polarity. As presented in Equations (2)–(4),
the overall vectorization of the dataset is explained:

TF (pt , sd) =
∑n

i=1 pti ∈ wt

∑m
j=1 wtj ∈ sd

(2)

DF (pt , cd) = log
(

N
Count (sd ∈ cd : pt ∈ sd)

)
(3)

TF− IDF (pt , sd , cd) = TF (pt , sd)× IDF (pt , cd) (4)

where:
wt : word terms.
pt : polarity terms.
sd : sentiment analysis documents.
cd : corpus data for all documents.

The corpus data cd contain different documents of sentiment analysis sd from different
domains and sources that reflect the users’ opinions about different services. Each sentiment
analysis document sd contains a large number of sentences with word terms wt that contain
polarity terms pt that explores users’ orientations. As shown in Equation (4), TF− IDF is
calculated by measuring the resulting score of the multiplication between TF and IDF.
The higher the resulting score, the more relevant the polarity term in the sentiment analysis
documents sd.

4.4. Feature Selection

The feature selection stage aims to reduce the input parameters or features to predict
the target values efficiently. In addition, some predictive models contain many variables
that can affect the efficiency of the memory or can reduce the system performance due to the
incompatibility between the input and the target features. Supervised and unsupervised
methods are the main key features for predicting target features. The selection process
in unsupervised methods removes redundant features and eliminates the target variable,
while supervised methods focus on the target features by removing any insignificant
input features.

Other feature selection methods, such as wrapper and filter methods, can be applied by
evaluating the model performance on the corpus data cd and sentiment analysis documents.
Regarding the wrapper method for feature selection, the input features are divided into
different subsets. The method applies several models on the subsets to select the best
model that achieves the highest performance. The filter method for feature selection applies
several statistical techniques to estimate the relationship between input and target features.
In addition, the filter method scores each resulting value between the input and the output
features and then filters the best models based on the recorded scores.

This paper applied the filter method for feature selection by dividing the input features
into a different subset of feature vectors and then selecting the subsets that are highly
associated or related to the target features. The correlation and selection of the subsets are
applied using three feature importance methods: Pearson correlation, Chi2, and Random
Forest (RF).

The Pearson method explores the correlation score between the input and target
features, where the score ranges from −1 to +1. If the correlation score is close to +1, then
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the relationship to the target is high and vice versa. Firstly, the covariance between each
word term feature wt and the target feature of the expected polarity term pt is calculated,
and then the Person correlation is measured by dividing the covariance value in Equation
(5) by the multiplication of the standard deviation of both word term feature wt and polarity
term features pt as explained in Equation (6).

Cov (wt, pt) =
1
n
×∑n

i=1((wti − wt)× (pti − pt) ) (5)

where:
wti: each input word term feature in the vector.
wt: the mean of the overall word term features.
pti: each target polarity term feature.
pt: the mean of the overall polarity term features.
n: the length of the word terms and polarity terms.

PC (wt, pt) =
Cov (wt, pt)

sdwt × sdpt
(6)

where:
sdwt: the standard deviation of word terms.
sdpt: the standard deviation of polarity terms.

The Chi2 method for feature selection is used to measure the independence degree
between the observed values of the word term features wt and the expected values of the
polarity term features pt. Therefore, the Chi2 method selects the features of both word
terms and polarity terms that are highly correlated as shown in Equation (7).

Chi2 = ∑ (wti − pti )
2

pti
(7)

The RF is considered a predictive method with high performance and low overfitting
value. In addition, the RF combines both filter and wrapper methods and contains several
decision trees. Each tree is based on a random extraction of the word term features wt and
a random extraction of the polarity term features pt. Each tree cannot trace all the word
term features and polarity term features to reduce the overfitting.

5. FFF-SA Algorithm

The filter methods for feature selection measure one input feature at a time with the
target feature. Therefore, there is no interaction between the input features. To overcome
this issue, this paper proposed an algorithm called the innovative forward fusion-based
for feature selection (I-FFF). This algorithm performs a forward chain feature selection by
calculating the input feature importance with the target value using Pearson correlation,
Chi2, and RF. The Pearson method is applied to numerical variables, while the Chi2 method
is applied to categorical variables. The RF method is applied to both numerical and
categorical variables. The FFF-SA algorithm is based on three main stages for selecting the
best correlation between the input and the target features.

The first stage is based on sorting the feature vectors based on their importance and
association to the target. The second stage starts by selecting the best k batch of features and
then measures its score during the tuning and validation of data using different modeling
approaches of machine learning (ML). The third stage adds a new k batch of features one at
a time until all batches of features are added.

After performing the feature selection for all input features of word terms wt and
target features of polarity terms pt, different machine learning models are implemented
to predict the labels of the input word terms. In addition, the trained dataset is tuned to
maximize the models’ performance without overfitting data. The tuning process is based on
hyper-parameters that can control the trained dataset. In this modeling stage, eight machine-
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learning algorithms are applied, where some algorithms have unique hyper-parameters
while others have similar hyper-parameters. These algorithms are Logistic Regression
(LR) [53], Linear Discriminant Analysis (LDA) [54], K-Nearest Neighbor (KNN) [55], Deci-
sion Tree (DT) [56], Naïve Bayes (NB) [57], Support Vector Machine (SVM) [58], Random
Forest (RF) [59], and Gradient Boost (XGB) [60]. The overall FFF-SA algorithm is explained
as follows:

The proposed FFF-SA algorithm starts by defining the full feature set FF, the maxi-
mum size of features M, the k features for each experiment, and the n number of execution
times during the experiment. Each experiment is conducted using the three correlation
features, Pearson, Chi2, and RF features, and by dividing the input features to a different
subset of feature vectors and then selecting the subsets that are highly associated or related
to the target features. The first correlation feature of Pearson is initialized, where the first
k features is applied on the experiment, and then the eight ML algorithms are used as
models to train the selected k features and then score the accuracy using the testing fold
to measure the similarity and correlation between the training and target features. Each
time, the first ML algorithm selects the k features and then registers the score. The next
AccumF + k features are added to the previous features as accumulative features to model
and score the accuracy on the accumulative features. The process continues until the M
features are reached, which represents the maximum size of the features. The second ML
algorithm repeats the experiments for the k features and then registers the score at each
accumulative feature until all ML algorithms record their accuracy results for the Pearson
correlation method. The next experiments are conducted with the Chi2 and RF correlation
methods to score and record the accuracy.

FFF-SA Algorithm

1 Input : FF , M , k , n

2 Output : Sentiment Analysis Accuracy

3 Initialize n ← 1

4 FOR EACH CorrF in
[
Pearson , Chi2, RF

]
DO

5 FFCor = CorrFi (FF)

6 FOR n = 1 to t DO

7 ChunkF = k

8 AccumF = n× k

9 WHILE (AccumF < M) DO

10 FSELECT = Extract Ranked Set (FFCor, AccumF)

11 FOR EACH Algi in [ LR, LDA, KNN, DT, NB, SVM, RF, XGB ]

12 Model = Train (Algi , FSELECT [ Train k f old ])

13 Score = Evaluate ( Model , FSELECT [ Test k f old ] )

14 RegisterScore = (Algi , AccumF , Score)

15 AccumF = AccumF + k

6. Experimental Results

The experimental results based on the proposed FFF-SA algorithm are tested, where
the three correlation coefficient methods, Pearson, Chi2, and RF, are used as primary
coefficients to measure the accuracy and efficiency of sentiment analysis classification. The
hyper-parameters are parameters the user sets rather than learns from the data. Some
common hyper-parameters used during the feature selection include the number of selected
features, the criteria for selecting features (RF, Chi2, and Person), the feature selection
threshold, and finally, the number of iterations for forward feature selection.
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As explained before, the collected dataset is based on the Arabic language that contains
high and complex morphological sentiments and terms that can affect the performance
of the experiments. The Arabic language is rich in many linguistic terms that indicate
more than one meaning and orientation. In order to obtain a higher degree of accuracy,
the sentiment analysis process depends on many stages to effectively purify and analyze
the sentiment analysis documents and terms. In addition, splitting and training the data
depends on several steps to find the relationship between the input feature vectors and
the target features. The following sections explore the applied feature selection correlation
mechanisms with different ML models.

6.1. Experiment 1: Feature Importance Using RF

In this experiment, the RF feature selection method is applied to the eight ML algo-
rithms: LR, LDA, KNN, DT, NB, SVM, RF, and XGB. For each conducted ML algorithm,
the experiment starts with the first k = 100 features where the model is evaluated and the
score accuracy is recorded. Based on the FFF-SA algorithm, the experiment is continued
by increasing an additional k + 1 = 100 to the previous k fold to obtain k = 200 as an
accumulative feature and then the model is executed again to find the highest accuracy.
As explained in Figure 4, the highest accuracy is recorded on the accumulative feature
k = 2400 with the NB algorithm that achieved an accuracy of 84.4%. The second highest
accuracy is recorded on the accumulative feature k = 2300 with the same algorithm of NB
that achieved an accuracy of 84.17%.
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As stated, the four ML algorithms, NB, LR, SVM, and LDA, start the experiments with
a linear increase but the results of the LDA algorithm start decreasing at the accumulative
feature k = 1800. The NB, LR, and SVM score the best results when compared to the
remaining ML algorithms where the highest scored accuracy is recorded with NB algorithm.
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6.2. Experiment 2: Feature Importance Using Chi2

In this experiment, the Chi2 feature selection method is applied to the eight ML
algorithms. The experiments are conducted again based on the FFF-SA algorithm where
each experiment starts by modeling the ML algorithm with the accumulative set of features
k. As explained in Figure 5, the experimental results show dispersed results from most
ML algorithms except the NB and SVM algorithms that achieved the best results. The NB
algorithm recorded the best accuracy of 83.76% with the accumulative feature k = 2300.
With the accumulative feature k = 2400, the accuracy decreased very slightly and recorded
83.62%. The remaining accumulative k features continued in slight decreases, forming a
straight line to the end of the accumulative feature with k = 4900 that recorded 82.91%.
The second-best results are achieved on the SVM algorithm with the accumulative feature
k = 2200 that recorded an accuracy of 81.49%. On the accumulative feature s k = 2100 and
k = 2300, the SVM recorded accuracies of 81.21% and 80.98%, respectively.
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6.3. Experiment 3: Feature Importance Using Pearson Correlation

As presented in Figure 6, the experimental results are executed again using the Pearson
coefficient for measuring the correlation between the input features and the target features.
As explained, all conducted ML algorithms achieved low results, and both LR and SVM
algorithms achieved an accuracy of 58.73% on the accumulative feature k = 700. Starting
from k = 700 to the end of the accumulative features where k = 4900, the accuracy remains
the same score, forming a straight line. The LDA algorithm achieved the second-best results
of 58.51% with the accumulative feature k = 700, and the stated results continued in a
straight line to the end of the accumulative features where k = 4900. As noticed from the
figure, most ML algorithms start increasing with k =100 until the accumulative feature
k = 700, where the results remain without change to the end of the features.
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6.4. Feature Importance Comparison Analysis

Based on the previous experimental results, the FFF-SA algorithm is based on a
forward chain of processes for performing a feature selection on the split features. As
mentioned before, the sentiment analysis documents and sentiments are divided into k
features for training and testing. The correlation methods are applied with different ML
models for measuring and scoring each set of k features. On the subsequent stages, the
features are accumulated with additional k features, while the ML models perform the
scoring at each step. Table 4 presents a summary of the performance analysis for each
feature importance method with its corresponding ML models. The table showed that the
highest accuracy on all experiments and feature importance stages recorded 84.4% for the
RF method with the NB algorithm. The second-best accuracy with the NB algorithm was
83.8% for the Chi2 method. The SVM algorithm also achieved good results, with 82.6% and
81.5% on RF and Chi2, respectively. The provided accuracy provides promising results
based on the challenge of pure Arabic sentiment analysis documents and terms collected
from different domains [1,51].

Table 4. Analysis of accuracy for different feature importance methods with ML models.

RF

NB SVM LR LDA RF KNN CART XGB

84.4% 82.6% 80.2% 76.9% 74.3% 70.8% 69.6% 61.6%

Chi2

NB SVM LR LDA RF KNN CART XGB

83.3% 81.5% 78.7% 76.8% 72.7% 69% 68.7% 62.5%

Pearson

NB SVM LR LDA RF KNN CART XGB

54.6% 58.7% 58.7% 58.5% 52.4% 49.5% 49.4% 49.6%

In Table 5, the number of features and experiments that are conducted on the dataset
with different feature selection methods are explained. The table shows more than 3 million
extracted features during the testing of data with about 4423 experiments on all feature
selection methods.
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Table 5. Analysis for the number of features and experiments.

Feature Selection
Experiment

No of Features No of Experiments

RF 1,073,700 1455
Chi2 1,012,800 1596

Pearson 980,000 1372
Total 3,066,500 4423

In Table 6, the top 10 accuracies for the experimental results that are executed on
all feature importance methods with ML models are provided. The explanation of these
results was intended to study the efficiency for feature importance models in all sentiment
analysis documents and terms. For each feature k = 100, the orientation of polarities were
mapped into two classes whether they were positive or negative. The feature importance
method was applied to score the accuracy for detecting positive or negative polarities using
different ML models. After scoring the first batch of k features, an additional k + 1 feature
is added to form an accumulative feature where the FFF-SA algorithm is executed again.
As stated in the table, the top 10 accuracies are recorded with the NB model with both RF
and Chi2 feature importance methods. The best seven results are recorded with the RF
method with a different number of accumulative k features. Based on these experiments, it
is clear that the NB model with the RF feature importance method scored the best results
on Arabic sentiment analysis terms.

Table 6. Top 10 accuracies for feature importance methods.

No. Vectorization Feature
Importance

No. of
Features Classes ML Model Accuracy

1 TF–IDF: ngram_range (1,1) RF 2400 Pos.–Neg. NB 84.40%

2 TF–IDF: ngram_range (1,1) RF 2300 Pos.–Neg. NB 84.17%

3 TF–IDF: ngram_range (1,1) RF 2500 Pos.–Neg. NB 83.89%

4 TF–IDF: ngram_range (1,1) RF 2900 Pos.–Neg. NB 83.81%

5 TF–IDF: ngram_range (1,1) RF 2600 Pos.–Neg. NB 83.78%

6 TF–IDF: ngram_range (1,1) RF 2800 Pos.–Neg. NB 83.76%

7 TF–IDF: ngram_range (1,1) RF 3000 Pos.–Neg. NB 83.76%

8 TF–IDF: ngram_range (1,1) Chi2 2300 Pos.–Neg. NB 83.76%

9 TF–IDF: ngram_range (1,1) RF 2700 Pos.–Neg. NB 83.73%

10 TF–IDF: ngram_range (1,1) Chi2 2400 Pos.–Neg. NB 83.62%

The conducted results in this paper showed promising results on Arabic sentiment
analysis documents and terms that are considered a challenge in data preprocessing, feature
extraction, and identification of sentiment polarities. In addition, the Arabic language
contains several linguistic terms and colloquial terminologies that are difficult to preprocess
and analyze. Figure 7 shows the confusion matrix measured for the last experiments for
the final winning model.

In Table 7, a comparison is performed with recent methodologies and frameworks
conducted on the Arabic dataset to measure the performance of each model and the
annotated algorithm. Furthermore, the research methodologies are applied using ML
algorithms or lexicon-based that have different methods for processing and analyzing
sentiment polarities with binary classification. As shown, the proposed FFF-SA shows high
results compared to related papers.
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Table 7. Comparison with recent sentiment analysis performance.

Ref Year No. of Classes Dialect Language Annotation
Algorithm Performance

[17] 2020
Pos.–Neg. Single Arabic Lexicon-based 77%

Pos.–Neg. Single Arabic Lexicon-based 86%

[19] 2022 Pos.–Neg. Single Arabic Lexicon-based 76.48%

[21] 2023 Pos.–Neg. Single Arabic Lexicon-based Senti. Score

[23] 2016 Pos.–Neg. Single Arabic Lexicon-based 84%

[40] 2021 Pos.–Neg. Single Arabic ML-based 76.9%

Proposed FFF-SA
Algorithm Pos.–Neg. Single Arabic ML-based 84.4%

7. Conclusions and Future Works

Due to the continuous and increasing use of social networks and E-commerce sites,
many platforms depend on the analysis of user opinions to improve the provided services
and measure customer satisfaction. One of sentiment analysis’s most common problems is
the language customers use to express their opinions. The Arabic language is considered
one of the most difficult languages in the world because it contains complex linguistic terms
and many different dialects that may be used in the same comment or review, making
the analysis process more difficult. This paper provides a clear view of recent sentiment
analysis approaches and algorithms that depend mainly on ML and lexicon approaches
for storing and analyzing a dataset. A comparison of recent research strategies is also
provided to compare different methodologies with applied language, including the Arabic
language, and their achieved performance. An advanced methodology is proposed using
cross-validation that divides the sentiment analysis documents and terms into k-folds for
training and testing. Data vectorization is applied using the TF–IDF algorithm for counting
polarity terms, and an encoder is generated from the training dataset to be applied to the
testing dataset. Furthermore, the paper provided an algorithm called FFF-SA based on a
forward filter of feature selection that measures and scores the accuracy for each k-chuck
feature and the following accumulative features. The scoring is processed by executing
three feature importance methods, Pearson, Chi2, and RF, with eight ML models where
each feature importance is executed with each ML model. Each experiment measures and
scores the recorded accuracy for each k-chunk feature and then adds accumulative feature
to measure the accuracy again. The results proved that the best accuracy is recorded with
RF feature importance with the NB model. Future research directions will be directed to
apply the same methodology and algorithm on additional Arabic datasets and apply deep
learning models to measure the performance and accuracy.
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