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Abstract: With the booming proliferation of user requests in the Internet of Things (IoT) network,
Edge Computing (EC) is emerging as a promising paradigm for the provision of flexible and reliable
services. Considering the resource constraints of IoT devices, for some delay-aware user requests, a
heavy-workload IoT device may not respond on time. EC has sparked a popular wave of offloading
user requests to edge servers at the edge of the network. The orchestration of user-requested of-
floading schemes creates a remarkable challenge regarding the delay in user requests and the energy
consumption of IoT devices in edge networks. To solve this challenge, we propose a dynamic com-
putation offloading strategy consisting of the following: (i) we propose the concept of intermediate
nodes, which can minimize the delay in user requests and the energy consumption of the current tasks
handled by IoT devices by dynamically combining task-offloading and service migration strategies;
(ii) based on the workload of the current network, the intermediate node selection problem is modeled
as a multi-dimensional Markov Decision Process (MDP) space, and a deep reinforcement learning
algorithm is implemented to reduce the large MDP space and make a fast decision. Experimental
results show that this strategy is superior to the existing baseline methods to reduce delays in user
requests and the energy consumption of IoT devices.

Keywords: computation offloading; service migration; deep reinforcement learning

1. Introduction

With the booming development of the Internet of Things (IoT), millions of sensors
and devices are being deployed at the network’s edge [1], generating vast amounts of data.
Due to the limited storage and computing resources, these IoT devices face significant
challenges [2] in storing and processing the data. An effective solution is to offload complex
tasks to the remote cloud. By making use of the rich computing resources of the cloud-
computing platform, the task response time and energy consumption of IoT devices can be
reduced. However, for some delay-sensitive applications, such as real-time video stream-
ing [3] and real-time face recognition [4], cloud computing may not be able to respond in
time, due to the high communication overhead and limited network bandwidth. To resolve
the above contradictions, CISCO proposed an Edge Computing (EC) paradigm [5]. In the
EC paradigm, spatially distributed resource servers, called edge servers, form a large-scale
computing network [6]. Using these edge servers, data storage and processing is carried
out outside the data generation device, reducing the storage and data processing overhead.
Thus, the EC paradigm efficiently increases the network capacity [7] and reduces the energy
consumption of IoT devices. Moreover, geographically, due to the edge server’s proximity
to the users, the EC paradigm significantly improves the Quality of Service (QoS). However,
due to the proliferation of computation-intensive tasks and edge servers’ limited resources,
the edge server cannot process all task requests in a timely manner. Thus, computation
offloading was proposed to relieve the heavy workload of the edge servers.

Many researches are focused on reducing network energy consumption and service
response delays by computation offloading. For example, an alternating minimizing
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algorithm is proposed to achieve energy-optimal computation offloading [8]. To minimize
the overall offloading time, the authors designed a delay-dependent, priority-aware, task-
offloading strategy in [9], which assigns priority to each task according to its deadline. These
papers concentrate on partial offloading strategies or the joint optimization of offloading
decisions and resource allocation [10–14]. However, most of the related research only
focuses on task offloading to tackle the problems of service response latency and the limited
energy consumption of IoT devices, ignoring the fact that the users’ service requests are
highly dynamic in practice. Edge servers may not configure the services required by the
task, which will constrain the task offloading strategy. Service migration from the cloud
to the network’s edge is introduced in [15] to resolve the conflict between the diversity
of service requests and the limited number of services on the edge server. However, the
communication time and energy cost regarding communication between cloud servers
and edge servers are high. As a result, the frequent migration of services from the cloud
to edge servers will lead to an increased user response latency and increased energy
consumption by IoT devices. One possible solution to this problem is to migrate services
between edge servers, bringing available services closer to the user devices, and thereby
reducing the service migration’s extra cost [16]. To achieve the best balance between QoS
and migration costs, and bring services closer to users, when and where [17] to migrate
services must be determined. These works aim to achieve low-latency service migration
and seamless computation in a dynamic traffic environment in [18–21]. An autonomous
bandwidth allocation approach is proposed to suppor low-latency service migration [22].
The authors used an algorithm based on decision theory to find an optimal service migration
path [23]. Most of the existing works concentrated on finding an optimal algorithm to
lower the delay in task offloading or service migration. However, the decision time of
the algorithm itself is ignored. For delay-sensitive applications and the unstable network
environments, the complexity and robustness of decision-making algorithms are key to
fast decision-making [24]. In general, the problem of task-offloading and service migration
can be expressed as a Markov Decision Process (MDP) [25]. The use of reinforcement
learning algorithms to find the optimal MDP strategy [26] is a great choice. Among the
various reinforcement learning algorithms, the Q-learning algorithm has the advantage of
allowing for fast decision-making [27]. Nevertheless, for large sets of states and actions, the
traditional Q-learning algorithm cannot solve large-scale MDP problems. Deep learning
can use Deep Neural Networks (DNNs) to learn very complex functions and deal with
high-dimensional data samples. By combining q-learning with deep learning, a Deep
Q-leaning Network (DQN) reinforcement learning model is proposed, which inspired our
work [28]. Collaboration among edge servers, such as task offloading and service migration,
essentially improves the QoS and reduces energy consumption in the EC paradigm. Most of
the related works consider the two collaboration strategies separately, and do not efficiently
combine the two strategies.

To meet this challenge, this paper proposes an effective computational offloading strat-
egy, which minimizes the task-processing cost by dynamically combining task-offloading
and service migration strategies. Our main contributions can be summarized as follows:

• We propose a novel dynamic computation offloading strategy, where the computation
offloading and service migration are combined to select intermediate nodes with suffi-
cient resources. This strategy can minimize the cost of task processing user requests.

• We model this kind of optimal intermediate node selection problem as an MDP and
implement deep reinforcement learning algorithms to reduce the large MDP space
and achieve fast decision-making.

• A large number of simulations are carried out to verify the effectiveness of this strategy
in reducing both the delay and the energy consumption.

The rest of this paper is organized as follows. Section 2 reviews and discusses relevant
works. Section 3 presents the three-tier system model, delay model, energy consumption
model and problem formulation. Section 4 presents a detailed description of our dynamic
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computation strategy and deep reinforcement learning-based algorithm. Section 5 conducts
extensive simulations to validate this algorithm’s efficiency. Section 6 concludes this work.

2. Related Work

With the growth of computation-intensive tasks and the diversification of service
requests, computation offloading and service migration in EC have attracted increased
attention. Many researchers are committed to designing effective algorithms to improve
QoS and reduce costs. The relevant algorithms and models are discussed in the following.

2.1. Task Offloading in Edge Computing (EC)

The decision-making factor in task offloading plays a key role in edge networks. Plenty
of works have designed efficient algorithms or models. The authors of [8] designed an
Energy-optimal Dynamic Computation Offloading (EDCO) scheme by jointly optimizing
various parameters. The research has proposed a novel Delay-dependent Priority-aware
Task-Offloading (DPTO) strategy for task scheduling [9]. A socially aware dynamic com-
putation offloading scheme was proposed in [10]. Some researchers considered each fog
node’s time–energy-efficiency and priority to propose a task-offloading scheme called
Fair Task-Offloading (FTO) [11]. Some studies have focused on the partial offloading
approach to achieve a trade-off between the energy consumption of IoT devices [12] and
task-processing delays [13,14]. The authors introduced a new dynamic edge-computing
model and designed an online primal-dual algorithm to offload the task when it arrives [29].
In reference [30], a new optimization model to maximize the expected unloading rate of
agents is proposed, using the game-theory method. A novel task-offloading method
based on meta-reinforcement learning is proposed to improve the generalization ability
of the offloading algorithm [31]. Based on a fog resource, a Fog Resource-aware Adaptive
Task-Offloading (FRATO) framework is proposed to flexibly select the optimal offloading
policy [32]. The authors proposed a computation offloading and resource allocation strat-
egy named Deep Deterministic Policy Gradient (DDPG), based on the deep reinforcement
learning presented in [33].

However, these works did not consider the service that was requested by users, and
may not be configured on the execution node. In this work, we introduce a dynamic
computation offloading strategy, which takes the intermediate nodes with rich computing
resources as the execution nodes in the task. If the execution node does not configure
the corresponding service, the service migration process will occur in parallel. The deep
reinforcement learning algorithm is used to help the optimal intermediate node make a
quick decision.

2.2. Service Migration in Edge Computing (EC)

The limited services of edge servers and the users’ mobility bring more challenges
to the EC paradigm. Service migration between edge servies has attracted attention as a
means of achieving low-latency and seamless computation. A service migration strategy
based on user mobility was proposed [34]. As the user device moves, the service migrates
to another edge server. The literature [35] developed an optimal iterative relaxation-
and-rounding-based solution approach to minimize the migration cost. Considering the
high mobility of vehicles, the authors transform the service migration problem into an
uncertain decision optimization problem and designed a Latency-aware Service Migration
method with Decision theory (LSMD) [23]. However, it is difficult to achieve fast algorithm
convergence due to the traditional heuristic algorithm’s high time complexity. The decision
process of service migration is modeled as a one-dimensional MDP [36]. Therefore, it is
appropriate to use the reinforcement learning algorithm for service migration decisions.
Reinforcement learning is emerging as a promising approach to optimize service migration
strategies in academics. The migration strategy was optimized based on reinforcement
learning, with the service migration delay as the objective function [37]. In addition, some
researchers proposed a novel service migration algorithm and architecture to support
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mobility tasks based on reinforcement learning, which can efficiently reduce the extra
delay and energy costs of the migration process [38]. The literature [39] modeled the
service migration problem as a complex optimization and implemented deep reinforcement
learning to approximate the optimal policy.

Our work also adopted deep reinforcement learning to achieve quick decision-making,
and we dynamically combined the service migration with the task-offloading. Decisions
regarding when and where to migrate the task’s corresponding service were related to our
dynamic computation offloading strategy.

3. Modeling And Problem Formulation
3.1. System Model

As shown in Figure 1, the system’s architecture has three layers: the user layer, edge
server layer, and the cloud layer [40]. The user layer includes IoT devices. IoT devices
collect the data needed for various services and transmit them to the nearest edge server
through wireless communication for further processing. These IoT devices can send service
requests and broadcast them to all edge servers. These service requests will be received and
processed by the nearest edge server. They can also be offloaded to other idle edge servers
via access networks [41]. In the edge server layer, a service can respond to requests from
multiple IoT devices. Each task generated by devices is served by a corresponding service,
which shares its physical resources with other services on the same edge server [42]. Edge
servers not only provide computational resources for task processing, but also determine
the computation offloading strategy [43]. The cloud layer is far from IoT devices and
edge servers. The cloud is mainly responsible for data replication and load-balancing,
not computing.

Migration

Edge server

Task data

Service

Data flow

IoT device

Figure 1. System architecture.

Based on the system model described above, we present some of the notations used
in this paper. F = {F1, F2, . . . , Fn}, representing the set of edge servers described by the
following attributes: the unique identifier of each server Fi.id, the geographic location
Fi.loc = (Lx, Ly), the processing capacity of edge server Fi.cap, the list of services currently
hosted by the edge server Fi.hostLst, and the list of tasks currently being processed by the
edge server Fi.pt. The main purpose of this paper is to find a better way to reduce the
delays in task processing and the energy consumption of the edge networks, instead of
studying the edge server heterogeneity. Therefore, we assume that all edge servers have the
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same physical resources, which include CPU processing capacity, bandwidth, memory, and
storage. In the realistic setting, services are highly diverse. Without loss of generality, we
assume that the edge server layer includes m types of services for simplicity, labeled as a set
H = {H1, H2, . . . , Hm}, which is described as having the following attributes: the unique
identifier of the service Hi.id; the service capacity Hi.bytes. Dividing the time period T
evenly into time slots, the time slot set can be represented by T = {T1, T2, . . . , Tt}. In each
time slot, the IoT devices at the user layer are assumed to issue k task requests, labelled
as C = {C1, C2, . . . , Ck}, which can be described by the following attributes: the unique
identifier of the task Ci.id, the geographic location Ci.loc = (Lx, Ly), the service type of the
task Ci.Hj, the capacity of the task data Ci.bytes and the number of CPU cycles required for
task processing Ci.cir.

3.2. Delay Model

In this paper, the delay model includes the task-offloading delay, the task queuing
delay, the task processing delay and the service migration delay. Detailed definitions and
formulas for these involved delay models are as follows.

3.2.1. Task-Offloading Delay

The task-offloading delay is defined as the time taken for data transmission between
the local edge server and target edge server. The time needed for task offloading is related
to the data capacity and the transmission speed. Therefore, the data transmission delay
from user Ci to the edge server Fj at time slot Tt can be expressed as follows:

di,j,t
to =

Ci.bytes

Vi,j,t
tr

(1)

where Ci.bytes is the capacity of the task data; Vi,j,t
tr is the data transmission speed and can

be defined as:

Vi,j,t
tr = Blog2(1 +

Pi
txGi,j,t

Nnoise
) (2)

where B represents the channel bandwidth; Pi
tx represents the transmission power of user

device Ci; Gi,j,t represents the channel gain between the user device Ci and edge server Fj;
Nnoise is the background noise.

3.2.2. Task Processing Delay

The task request needs to process on the edge server, which requires computing re-
sources. Therefore, the processing delay is mainly related to the edge server’s computation
speed. In the scenario in this article, the physical resources of all edge servers are the same
as those for simplicity. Therefore, the processing delay in the task request can be formulated
as follows:

di,j,t
pr =

Ci.cir
Fj.cap

(3)

where Ci.cir represents the number of CPU cycles required for the task and Fj.cap is the
CPU frequency that denotes the edge server’s processing capacity.

3.2.3. Task Queuing Delay

If the edge serve is idle when the task arrives, it will immediately start processing the
task. Otherwise, the task will be added to the queue. After all the queue tasks are processed,
the edge server loads the corresponding service to process the current task. Therefore, the
queuing time is the wait time from when the task arrives at the node to the moment it starts
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to be processed. If we assume that K tasks precede the current task, then, from Equation (3),
we can obtain:

di,j,t
tq =

K

∑
k=1

Ck.cir
Fj.cap

(4)

3.2.4. Service Migration Delay

The delay in service migration is similar to the delay in task offloading. This is
mainly related to the service capacity and the transmission speed. The migration decision
time is negligible compared to the transmission delay [44]. The migration delay can be
expressed as:

di,t
cm =

Hi.bytes

V j,j′ ,t
tr

+ dr (5)

where Hi.bytes is the service capacity, V j,j′ ,t
tr is the transmission speed between original edge

server j to the migration target edge server j′ , and dr is the service reconfiguration time.

3.3. Energy Consumption Model

Various energy consumption models were proposed for the IoT scenarios. The First-
Order Ratio Model (FORM) [45] is more widely used. In this paper, the model is adopted
and simplified to make it more suitable for the application scenario in this problem. Our
energy consumption model includes task transmission consumption, service migration
consumption and task processing consumption. The detailed definitions and formulas of
these energy consumption rates are as follows.

3.3.1. Data Transmission Energy Consumption

The data transmission energy consumption consists of two parts: the task-offloading
energy consumption, and the migration energy consumption. These are both, essentially,
the energy consumed by data transmission, so their formula definitions are the same.
Based on FORM, the task transmission energy consumption ei,j,t

to and the migration energy

consumption ej,j′ ,t
cm can be expressed as follows:

ei,j,t
to = eTx(k, d) + eRx(k) i ∈ C, j ∈ F (6)

ej,j′ ,t
cm = eTx(k, d) + eRx(k) j ∈ F, j ∈ F (7)

eTx(k, d) = eelec × k + εamp × k× dn (8)

eRx(k) = eelec × k (9)

where eTx(k, d) is the energy consumed to increase data capacity k to an edge server at
distance d; eRx(k) represents the energy that is required to receive k bits of data. The
environment strongly influences the value of the propagation fading index n. If there is
no building obstruction, the value of n can be set to 2 when transmitting data between
user devices and edge servers. Otherwise, it can be 3, 4, or 5, depending on the specific
environment. eelec and εamp represent the energy consumption constant of the transmission
and receiver electronics and the energy consumption constant of the transmit amplifier,
respectively.

3.3.2. Processing Energy Consumption

The energy consumption of an edge server is determined by a combination of storage,
memory and CPU usage. Since the CPU dominates these factors, this is the main focus of
our work. A model based on DVFS technology [46] is described as follows. An edge server
handles K computational tasks. The k-th task needs Ci.cir CPU cycles, and the CPU cycle
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frequency is Fi.cap. The total energy consumed by the CPU on the edge server, denoted by
epr, can be expressed as:

epr =
K

∑
k=1

kCi.cirFi.cap2 (10)

3.4. Problem Formulation

Our algorithm aims to reduce the delays in user requests and the energy consumption
of IoT devices in the edge networks. Based on the delay model and energy consumption
model mentioned above, from user i at time slot t, we can present the total time delay
equation and energy consumption equation as:

di,t
total = di,t

to + di,t
pr + di,t

tq + di,t
cm (11)

ei,t
total = ei,t

to + ei,t
cm + ei,t

pr (12)

Generally, the network’s delay in user requests and the energy consumption of IoT devices
can be defined as a weighted sum of all tasks’ energy consumption and delays. Hence, the
optimizing variables C can be denoted as:

C = ω1

n

∑
i=1

di,t
total + ω2

n

∑
i=1

ei,t
total ω1 ∈ (0, 1], ω2 ∈ (0, 1] (13)

where ω1 and ω2 denote the weights of dtotal and etotal in the objective function, respectively.
By adjusting the values of ω1 and ω2, the degree of influence that delays in user requests and
the energy consumption of IoT devices have on the total cost can be adjusted accordingly.
The optimization objective of this paper is to minimize the value of C.

4. Algorithm

To minimize the total cost C given in Equation (13), we proposed a novel Dynamic Com-
putation Offloading Strategy (DCOS) based on deep reinforcement learning. In Section 4.1,
we present a detailed description of this strategy. The algorithm formulation of this strategy,
based on deep reinforcement learning, is given in Section 4.2.

4.1. Dynamic Computation Offloading Strategy

Task offloading and service migration are promising strategies to meet the stringent
requirements regarding the delay in user requests and the energy consumption of IoT
devices in edge networks. There are two main causes of the task offloading strategy:

• The workload on the local edge server is heavy, which significantly increases the task
processing delay, leading to QoS reductions.

• The corresponding service for the task request is not configured on the local edge
server.

In both cases, tasks need to be offloaded to other edge servers and configured with the
related services.

In the service migration strategy, if the local edge server does not have the relevant
service, it is necessary to migrate the service from the cloud or other edge servers configured
by the service to the local edge server to process the task.

As shown in Figure 2, the processing of a single task can be split into three parts: the
transmission process, the queuing process, and the computing process. The transmission
processes in the two abovementioned strategies are the offloading and migration process,
respectively. We can also see that the tasks can only be processed at the local edge server
or the other edge servers that are configured with the related service, whether offloading
or migration tasks. These two schemes limit the processing location of the tasks to certain
network servers and do not fully exploit the potential of collaboration between edge servers.
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Offload

Migrate

Migration delay

Queuing delay

Processing delay
Time

Offloading delay

Queuing delay

Processing delay

Time

Edge server

Task data

Service

Computing process

Queue

Data flow

1

2

3

Figure 2. Task processing for migration and offloading strategies.

In our strategy, the task-processing location is extended to any server in the edge
network. More specifically, when an edge server receives a task request, if the local
workload is heavy or the corresponding service is not configured, the task will be offloaded
to another intermediate node with sufficient computing resources. It is worth noting that
the intermediate node may not be configured with the corresponding service. Therefore, it
is necessary to migrate the related service from the neighboring nodes to the intermediate
node. It is worth mentioning that this migration process is executed in parallel with the
offloading process.

As Figure 3 shows, at time slot T3, F1 receives a task request from a user. The heavy
workload of F1 means that the task has a long queuing time, and no related service is
configured at F1. Therefore, the task is offloaded to the intermediate node F2, which has
sufficient computing resources. Meanwhile, the service corresponding to the task migrates
from F3 to F2. It can be observed that the queuing time is eliminated by its execution on F2
because it is idle. Moreover, since the location of F2 is between F1 and F3, the transmission
distances for both offloading and migration are correspondingly reduced compared to the
offloading and migration process between F1 and F3 in Figure 2. Thus, the transmission
delay is reduced for both. Furthermore, since both transmission processes are executed in
parallel, there is some overlap between the offloading delay and migration delay.

Offload Migrate

Migration delay

Offloading delay

Queuing delay

Processing delay

Time

1

2

3

Edge server

Task data

Service

Computing process

Queue

Data flow

Figure 3. Task processing for dynamic computation offloading strategy.

It is worth noting that the intermediate node mentioned above is not a necessary
geographic intermediate. Our strategy is based on edge servers’ computing resources; even



Appl. Sci. 2023, 13, 2010 9 of 20

if a node is far from the local node, we can still target it as the processing node for the task
because it has sufficient computing resources, and can more efficiently process the task.

Based on the above description, we can classify our strategy’s transmission process in
the following three cases:

• Service migration process: the total transmission delay is the migration delay dcm.
• Task offloading process: the total transmission delay is the offloading delay dto.
• Parallel service migration process and task offloading process: the total transmission

delay is max(dcm, dto).

Therefore, we can rewrite the Equation (11) as follows:

di,t
total = max(di,t

to , di,t
cm) + di,t

pr + di,t
tq (14)

From this formula, a combination of task-offloading with service migration can effectively
reduce the transmission delay. In addition, because the strategy is based on computing
resources, processing tasks on the intermediate node can reduce the processing delay in
these tasks. Overall, this dynamic computation-offloading strategy can significantly reduce
the total delay in task processing.

As one aim is to reduce the cost C of the network, selecting the optimal intermediate
node is a key problem in this strategy. Moreover, the selection of optimal intermediate
nodes is a sequential decision-making process with no memory. Therefore, it is appropriate
to use reinforcement learning to solve this problem. In the next section, we describe the
dynamic computation-offloading algorithm based on deep reinforcement learning in.

4.2. DQN-Based Computation Offloading Algorithm
4.2.1. Reinforcement Learning Settings

For each time slot Ti in the reinforcement learning algorithm, the agent receives the
system state si and computes the reward ri−1 for the last time slot. Then, the agent selects
the action ai according to a predefined policy. After implementing this action, the system
moves to the new state, si+1, and into the next time slot. Similarly, the agent computes the
reward ri and selects the new action ai+1 according to si+1.

State: In our work, the system state is formulated by the edge servers’ operation status
Frt, edge servers’ deployed service list FhostLst , the nearest edge server Fnear to the current
task, and the service type Hservice which the current task requires. Therefore, we use the
state si during Ti as

si = {Frt, FhostLst, Fnear, Hservice} ∈ S (15)

The edge servers’ operation status Frt refers to the time cost t before the current task, which
is processed on edge server Fi(i ∈ n). Since our strategy is based on computing resources,
the time cost t is related to the decision node. If the decision node is not the nearest
edge server Fnear, then the task needs to be offloaded to the decision node. The related
service needs to migrate from a neighboring server if the decision node does not have the
corresponding service. It is noteworthy that we use one-hot coding to formulate the Fnear
and Hservice. S denotes the space of the system states.

Action: The selected action during Ti is ai = {Fdecision} ∈ A, where Fdecision is the
task’s execution node, as determined by our algorithm, and A is the set of all possible
edge servers. In DQN, DNN outputs Q-values of all actions in action space A based on the
input state si, and the execution node is the output action. The action selection is based
on the ε-greedy algorithm, a threshold ε is set in advance, and a random number φ is
generated each time. If ε > φ, the output action is the best action corresponding to the
optimal Q-value in all outputs. Otherwise, the action is randomly selected to remove local
optimization.

Reward: Since our algorithm focuses on minimizing the total cost C, if the system
completes the task and there is a reduction in cost, the reward will be positive. If the cost of
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the task is greater than the cost of performing the task locally, the action will face a negative
reward. Therefore, the reward during Ti can be expressed as:

ri = M−
CTi

local
CTi (si, ai)

(16)

where M is a constant value; CTi
local is the local execution cost at the time Ti; CTi (si, ai) is the

total cost, obtained by choosing the action ai at the state si.
In the Q-learning algorithm [27], the large scale of S and A lead to the large scale

of the Q-table. However, because the dimension of the state space S is very large, the
Q-table cannot efficiently store these states. To tackle this issue, we adopted the DQN
algorithm [28] in our work. DQN combines q-learning and deep learning, and uses a
Q-network composed of a DNN with weights θ instead of Q-table, to effectively store
Q-value information. The detailed algorithm steps of DQN are shown in Algorithm 1.

Algorithm 1 Deep Q-Learning

Input: θ
Output: ai

1: for episode = 1, N do
2: Observe s0
3: for i = 1, t do
4: /*Action Selection*/
5: Select ai according pre-defined policy
6: Observe si+1
7: Calculate ri by Equation (16)
8: /*Q-network Update*/
9: Output ai

10: end for
11: end for

4.2.2. Q-Network Update

Traditional Q-learning is a model-free reinforcement learning that solves the Bellman
equation using asynchronous iterations. In Q-learning, Q(s, a) represents the Q-value of a
state–action pair (s, a). The value of Q(s, a) can be considered as the expected payoff of the
task, which takes action at state s, i.e., an edge server is chosen as the execution location for
that task. At state s, the optimal policy can be formulated as:

π∗(s) = arg max
a∈A

Q∗(s, a) (17)

where Q∗(s, a) is the optimal Q-value of the state–action pair (s, a). Therefore, to obtain the
optimal policy for current state s, we need to calculate the Q-value for all actions a ∈ A. In
the Q-learning algorithm, each Q(s, a) can be updated with the following learning rule:

Q(s, a)=Q(s, a) + α
(

R(s, a) + γ max
a′∈A

Q
(
s′, a′

)
−Q(s, a)

)
(18)

where α ∈ (0, 1] is the learning rate and γ is the discount parameter. Meanwhile, in the
deep Q-learning algorithm, the Q-values are abstractly stored in the DNN. The system’s
state changes in each time slot, and the DNN must be adaptively updated.

Therefore, an essential part of the deep Q-learning algorithm is the DNN training
based on the historical information stored in the experience replay memoryM [47]. In the
t-th time slot, we randomly selected a batch of training data samples fromM. The DNN
with weights θ was updated by applying the Adam algorithm [48] to reduce the averaged
cross-entropy loss, as
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L(θt)=−
1
|M|∑

M
τ

(
(a∗τ)

ᵀ log fθt (sτ)+(1− a∗τ)
ᵀ log

(
1− fθt (sτ)

))
(19)

where |M| denotes the size of M. For simplicity, the detailed update procedure of the
Adam algorithm is omitted. The use of historical data can reduce the variance in θt, while
the random sampling approach reduces the correlation among the training data, thus
accelerating the convergence of L(θ). Meanwhile, as size of |M| is fixed and the memory
spaceM is updated in each iteration, the DNN learns from the latest data samples generated
by the recent strategies, which constantly improve the algorithm’s decision. Overall, the
detailed algorithm steps for the Q-network update are shown in Algorithm 2.

Algorithm 2 Q-Network Update

Input: sτ , aτ , rτ , sτ+1,M
Output: θ

1: Store (sτ , aτ , rτ , sτ+1) inM[i mod |M|]
2: SampleM� ⊂M
3: for (s(j)

τ−1, a(j)
τ−1, r(j)

τ−1, s(j)
τ ) inM� do

4: Calculate Q(s(j)
τ , a(j)

τ ; θ
′
)

5: Calculate target network’s Q-value Qtarget

6: Compute the error between Q(s(j)
τ , a(j)

τ ; θ
′
) and Qtarget

7: end for
8: θ = argminθ L(θ)
9: Occasionally reset θ

′
= θ

10: Return θ

Based on the reinforcement settings and Q-network update, we present our deep
reinforcement-learning-based dynamic computation-offloading strategy (DCOS) in the
next section.

4.2.3. DCOS

The DQN-based dynamic computation offloading algorithm DCOS is proposed in
Algorithm 3. Algorithm 3 includes two parts, reinforcement settings and Q-network
updates. A detailed description of the reinforcement settings and Q-network update is
given in Algorithms 1 and 2.

Algorithm 3 DCOS

Input: θ,M
Output: ai

1: for episode = 1, N do
2: Observe s0
3: M = ∅
4: InitializeM
5: for i = 1, t do
6: /*Action Selection*/
7: Select ai according pre-defined policy
8: Observe si+1
9: Calculate ri by Equation (16)

10: /*Call Algorithm 2*/
11: θ = QNetworkUpdate(si, ai, ri, si+1,M)
12: Output ai
13: end for
14: end for

In view of the computational complexity of Algorithm 3, the basic elements of the
network model are defined in Section 3.1: the network contains n edge servers and m
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types of services, and k task requests are issued in each time slot. The time complexity
of Algorithm 3 mainly focuses on reinforcement learning settings and the Q-network
update. As shown in Section 4.2.1, the main steps in reinforcement learning settings include
obtaining the system status, action selection and reward calculation. For obtaining system,
the time complexity is related to the size of the state, which is O(2n + 3m). The time
complexity of reward calculation is O(n + m + k). Regarding the choice of actions, there
are two cases, according to the value of φ. Considering these two cases simultaneously, the
time complexity is O(n). In the Q-network update, the time complexity is related to the
size of the experience replay memoryM, which depends on the size of the state space S
and action space A. Therefore, the time complexity of this step is approximately O(n2). All
steps are executed sequentially, so Algorithm 3 has polynomial time complexity.

5. Experiments

In this section, we first introduce relevant settings for the experiments in Section 5.1.
The simulation experiments for the dynamic computation offloading algorithm proposed
in this paper will be performed in Section 5.2.

5.1. Experimental Settings

In system model simulation settings, to illustrate the performance of the proposed
strategy, we set an area of 500× 500 m2, which includes 50 randomly deployed edge servers.
The time slot value was random in 20–30 ms, and the IoT device issue k task requests at
each time slot. For all simulation parameters, we simplified some parameters, but kept
key parameters directly involved in our algorithm’s decision-making process. The key
parameters are described in Table 1.

Table 1. Simulation parameters.

Parameters Simulation Value Description
F.cap 2 GHz The processing capability of edge server

Ti random in [20, 30] ms The i-th time slot
n 50 The number of edge servers
k 30 The max number of task requests at each time slot
m 50 The number of service classes

H.bytes random in [0.2, 5] MB The capacity of service
C.cir uniform in [2, 12] cycles/bit The number of CPU circles required by the task

C.bytes random in [0.5, 5] MB The task capacity
B 500 MHz The channel bandwidth

Nnoise −100 dBm The background noise
ω1 0.8 Weight of delay in total cost C
ω2 0.2 Weight of energy consumption in total cost C

εamp 0.1 nJ/(bit ×m2) The energy consumption constant of the transmit amplifier
eelec 50nj/bit The energy consumption constant of the transmission and receiver electronics

In the DQN algorithm, a deep neural network structure will significantly affect the
efficiency of the algorithm. Our work shows that a simple four-layer network architecture,
with one input layer, two hidden layers and one output layer, can achieve a better con-
vergence performance. There were 100 and 60 hidden neurons, respectively, in these two
hidden layers. The hidden layer used Relu as the activation function, and the sigmoid acti-
vation function was employed in the output layer to output the optimal action. The DQN
parameters were configured as follows. The learning rate α equalled 0.01, the discount
parameter γ was set to 0.9, and the training batch size and the size of experience replay
memory were set to 100 and 200, respectively.

To illustrate and validate the effectiveness of our proposed DCOS algorithm, we focus
on the following two metrics.

• The time delay for task-offloading, service migration, and task-processing.
• The energy consumption for task-offloading, service migration and task-processing.
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To show the superiority of the proposed DCOS algorithm in terms of its delay and
energy metrics, we compare it with two baseline schemes, as follows:

• Deep Deterministic Policy Gradient (DDPG) [33]: Task scheduling is only based on
the task-offloading strategy, and the optimal offloading target node is output by the
DQN network.

• Extensive Service Migration Model (ESM) [39]: The task is processed on the local node.
If the node has not configured the related service, the system model performs the
service migration according to the optimal policy related to the migration costs.

5.2. Performance Evaluation

In this section, to evaluate the effectiveness of the DCOS algorithm, we evaluate
the algorithm’s performance in terms of both task density and number of services. With
the change in task density, Section 5.2.1 analyzes the performance of user request delays,
device energy consumption and total consumption. As the number of services changes,
Section 5.2.2 analyzes the performance of user request delays, device energy consumption
and total consumption.

5.2.1. Influence of Task Density

We ran our experiments on several task densities—10, 25, 40, 55 tasks each second—to
analyze the influence of different task densities on different algorithms. The task density
varied from 10 to 55, representing a range from a low- to high-workload network state. In
Figures 4 and 5, we plot a comparison of the energy consumption and delay for several
task densities. A comparison of the total cost is shown in Figure 6.
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Figure 4. Delay comparison on different task densities.

As shown in Figure 4, when the task density is 15, due to the low task density, the
current task is processed before the next task reaches the edge server. The computing
resources of a single edge server can satisfy most of the task requests, and the necessity of
collaboration is greatly reduced. Hence, the gap in the delay between the three collaboration
strategies is not large. When the task density is 25, the computing resources of a single
edge server cannot meet the requirements of the task requests. A collaboration strategy
is needed to reduce the processing delay in tasks at this situation. We can observe that
the performance of DCOS and ESM are closer because the ESM algorithm restricts the
task execution location to local execution. In the long-term, the workload of each edge
server is balanced, so there is little difference in the performance of the two algorithms
under a low workload. The performance of the DDPG algorithm is worse because it cannot
dynamically reconfigure the service. With the increase in task density and workload, the
difference between the the time costs of both DDPG and ESM algorithms and those of
DCOS gradually increases. When the network reaches saturation, the DCOS algorithm can
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offload tasks to intermediate nodes with sufficient computing resources to reduce queuing
delays. The parallel migration and offloading process enables the algorithm to complete
the transmission of tasks and services at the most considerable time cost. When the task
density reaches 55, the performance of DCOS clearly improves. Compared with DDPG,
the delays in user requests decrease by 32.18%.The relative ESM delay in user requests is
reduced by 27.16%.
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Figure 5. Energy consumption comparison for different task densities.
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Figure 6. Total cost comparison for different task densities.

As shown in Figure 5, the energy consumption of the three algorithms increases
with the increase in task density in a near-linear correlation, which is because all three
algorithms inevitably need to transmit data, and the energy consumed by the transmission
is independent of the operating status of the edge servers. It is worth mentioning that
the task-processing delay is related to the operating status of the edge servers. When the
workload of the edge network is over-saturated, the task-processing appears congested,
so the delay is greater than the increase in energy consumption. In addition, since most
of the tasks in this experiment are data-intensive, the amount of data transmitted during
task offloading is larger than that during service migration, so the energy consumption of
DDPG is larger than that of ESM. The DCOS algorithm combines the advantages of both
algorithms and can flexibly adjust the decision according to the cost. Therefore it performs
better than DDPG and ESM in terms of energy consumption. When the task density reaches
40, the energy consumption performance of DCOS is significantly improved compared
with that of ESM, decreasing by 18.67%. When the task density reaches 40, the energy
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consumption performance of DCOS is significantly improved compared with that of DDPG,
decreasing by 28.21%.

The observation made in Figure 6 shows that the DDPG and ESM algorithms perform
only within a very small range of task densities. However, our proposed DCOS algorithm
remains stable when the task density increases. The results demonstrate that the DCOS
algorithm can perform cost-effective computation-offloading in various situations. Due to
the weight of the heavy delays in user requests, the trend in the data in Figures 4 and 6 is
basically the same. The higher the task density, the better the DCOS performance.

5.2.2. Influence of Number of Services

On the edge networks, the types of services requested by tasks are diverse. However,
due to the restricted resources of edge servers, only a limited number of services can be
hosted. Therefore, we ran our experiments on several service numbers—10, 40, 70, 100—to
analyze the influence of the different number of services on different algorithms. In this
experiment, we set the task density to 55 to diversify the types of services requested by the
task. In Figures 7 and 8, we plotted a comparison of the energy consumption and delay for
several service numbers. A comparison of the total cost is shown in Figure 9.
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Figure 7. Comparison of delays in different service numbers.
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Figure 8. Comparison of energy consumption of different service numbers.
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Figure 9. Total cost comparison for different service numbers.

As shown in Figure 7, the increase in the number of services results in a reduction in
the probability of configuring the corresponding services in adjacent servers. This means
that services need to be transmitted from a more distant server, and the increase in the
transmission distance leads to an increase in the delay in user requests. When the service
types are 10 and 40, the edge network can configure that number of services, so there is
little difference in the delay between the three algorithms. When the number of services
is 70, the probability that the neighboring servers are configured with the related services
further decreases; therefore, the increase in delay becomes larger. When the number of
services is 100, not all services can be fully configured, due to the resource constraints of the
edge servers. When the service requested by the task is not configured in the edge network,
the task cannot be processed, i.e., an off-target situation occurs, leading to a spike in delays.
However, benefiting from our strategy, we are able to significantly reduce the delay when
collaborating among edge servers, so the delay in the performance of user requests is still
better than that of the other two algorithms.

As shown in Figure 8, when the number of services is 10 and 40, the performance of
the three algorithms in terms of the energy consumption of IoT devices is similar to that of
the delay performance. However, with the increase in the number of services, because the
decision of the DCOS algorithm pays more attention to the reduction in delay, the increase
in the energy consumption of IoT devices is more significant than the increase in user
request delays. Our strategy can efficiently reduce the delay, but the energy consumption
of offloading tasks and the migration of services to intermediate nodes is inevitable. In
terms of energy consumption, our strategy is not significantly better than that of DDPG
and ESM.

Limited by the resources of the edge servers, the edge network can only host a certain
number of services; if the number of services exceeds the threshold, this will lead to off-
target situations, which cause delays in user requests and the energy consumption of IoT
devices to become larger. Through Figure 9, we can observe that the DCOS algorithm still
outperforms DDPG and ESM in terms of the total cost, because our algorithm is more
concerned with reducing textcolorbluethe delays in user requests, and can make flexible
decisions that allow for better collaboration between edge servers, reducing the total cost.
This demonstrates the effectiveness and flexibility of the DCOS algorithm.

6. Conclusions and Future Works

This paper mainly studies the problem of computation offloading in edge networks. To
fully exploit the potential of collaboration edge servers, a dynamic computation offloading
strategy based on deep reinforcement learning is proposed. By selecting intermediate nodes
with sufficient computing resources as task execution locations, the processing delays in
the task are significantly reduced and data transmission is completed at the lowest possible
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cost through parallel migration and offloading processes. Then, we designed an algorithm
based on deep reinforcement learning to efficiently select the optimal intermediate nodes.
Simulation experiments show that our approach can fully utilize the computing resources
of edge servers, allowing them to make better decisions, and leading to a lower energy
consumption by IoT devices and delays in user requests under the same experimental
settings. In addition, the stability and flexibility of our algorithm are demonstrated by
comparison with two baseline algorithms. However, there is still a challenge that needs to
be overcome in future work. Since our algorithm pays more attention to reducing the the
delay in user requests, it does not perform well in terms of the energy consumption of IoT
devices. In particular, when deviations from the target occur in the network, our algorithm
does not significantly reduce the delay in user requests or the energy consumption of IoT
devices. To overcome this challenge, our next work will focus on how to initialize the
service configuration of the network to further improve the effectiveness of the algorithm.
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Notations

Symbol Description
F Edge server set
n Number of edge servers
Fi.id The unique identifier of edge server i
Fi.loc The location of edge server i
Fi.cap The processing capability of edge server i
Fi.pt The task list processed on edge server
H Service set
m Number of service classes
Hi.id The unique identifier of service i
Hi.bytes The capacity of service i
T Time period
Ti The i-th time slot in T
C Task request set
k Number of task requests
Ci.id The unique identifier of task i
Ci.loc The location of task i
Ci.bytes The capacity of task i
Ci.Hj The service type required by the task i
Ci.cir The number of CPU circles required by the task i.
B Channel bandwidth
Nnoise The background noise
eelec The energy consumption constant of the transmission and receiver electronics
εamp The energy consumption constant of the transmit amplifier
dtotal Total delay
etotal Total energy consumption
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C Total cost
ω1 Weight of delay in C
ω2 Weight of energy consumption in C
si System state during Ti
ai The best action to output after observing state si
ri Reward during Ti
S State space
A Action space
Q(s, a) The Q-value of state-action pair (s, a)
M Experience replay memory space
α Learning rate
γ Discount parameter
L(θ) Loss function of the DNN
θ Weights of the DNN
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