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Abstract: Accurate expression interpretation occupies a huge proportion of human-to-human com-
munication. The control of expressions can facilitate more convenient communication between
people. Expression recognition technology has also been transformed from relatively mature
laboratory-controlled research to natural scenes research. In this paper, we design a multi-channel
attention network based on channel weighting for expression analysis in natural scenes. The network
mainly consists of three parts: Multi-branch expression recognition feature extraction network, which
combines residual network ResNet18 and ConvNeXt network ideas to improve feature extraction
and uses adaptive feature fusion to build a complete network; Adaptive Channel Weighting, which
designs adaptive weights in the auxiliary network for feature extraction, performs channel weighting,
and highlights key information areas; and Attention module, which designs and modifies the spatial
attention mechanism and increases the proportion of feature information to accelerate the acquisition
of important expression feature information areas. The experimental results show that the proposed
method achieves better recognition efficiency than existing algorithms on the dataset FER2013 under
uncontrolled conditions, reaching 73.81%, and also achieves good recognition accuracy of 89.65% and
85.24% on the Oulu_CASIA and RAF-DB datasets, respectively.

Keywords: facial expression recognition; convolution neural network; deep learning

1. Introduction

Facial expressions are an important way for humans to express their emotional states.
By analyzing and processing learners’ facial expressions, the emotional states of learners
can be identified [1]. With the improvement of computer computing power and the
advancement of neural networks, machine translation, behavior recognition and other
technologies, artificial intelligence has made positive progress, starting from simple vision
and hearing, and has now entered the stage of human–computer interaction [2]. The
automatic recognition of human emotional states is an important issue in human–computer
interactions [3,4], and the research on emotional computing has also entered a new journey.

Eye-tracking technology is a research aspect in affective computing that has significant
implications for fatigue detection in the security domain. Li et al. [5] used wearable
eye-tracking technology to assess the impact of mental fatigue on the operator’s hazard
detection ability and the corresponding visual attention allocation pattern. Deng et al. [6]
proposed a system called DriCare, which uses video images to detect the driver’s fatigue
state as well as yawning, blinking and eye closing duration. Combining eye-tracking
technology with facial expression recognition can also make a difference. Zhan et al. [7]
built an intelligent Agent-based emotional and cognitive recognition model for distance
learners, coupling eye tracking and expression-monitoring iterative recognition, emotion
and cognitive recognition processes in order to improve the recognition accuracy of the
distance learner’s state and the Agent’s emotional and cognitive support to the learner. In
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addition, AR/VR technology has also made great progress, especially in the animation
industry. AR technology can be used for interactive signing sessions, and a group photo
with the movie image [8] through AR technology can be used for immersive experience,
which can greatly improve the development of the animation industry.

Emotional computing is inseparable from image recognition, and face tracking and
facial feature extraction are the focus of image recognition. Li et al. [9] introduced a multi-
target face real-time detection and tracking recognition algorithm which included three
methods of fast tracking, fast detection and fast recognition. Zheng et al. [10], proposed
an efficient deep learning-based face detection and tracking framework for accurate track-
ing of faces in video sequences; these include SENResNet face detection and Regression
Network-based Face Tracking (RNFT) models. In terms of feature extraction, extracting key
features that can summarize facial feature changes can improve the recognition ability of
the classifier. Therefore, feature extraction is of great significance to facial expression recog-
nition in the entire recognition and classification process [11]. As long as the features are
extracted, the sum and labels are input into the classifier, and a trained classifier is obtained,
then the remaining data without labels is classified. According to the different features of
expressions, facial expression images can be divided into static image features and dynamic
sequence image features. Expression recognition based on static images can extract, classify
and recognize facial expression feature information, while dynamic sequence facial expres-
sion images contain dynamic information of continuous changes in expressions, which can
reflect the changing process of facial expressions [12]. The two different entry methods
of static and dynamic have different emphases on the extraction of expression feature
information. With the gradual application of convolutional neural networks (CNNs) in the
field of image recognition, many scholars use CNN in the field of expression recognition,
and continuously adjust the network structure to make facial expression extraction more
effective [13]. Facial expression recognition technology has also been further developed in
terms of flexibility, artificial dependence, and natural environment.

With the development and deepening of facial expression research, expression recog-
nition methods are becoming more and more diverse. For feature extraction and expression
recognition research in uncontrolled environments, scholars have proposed many superior
network frameworks. Paleari et al. [14] proposed a multimodal emotion recognition frame-
work based on different possible fusion methods. Cheng et al. [15] studied the expression
recognition network in the case of partial face occlusion: In this approach, the image Gabor
wavelet features are extracted first, and then the Deep Belief Network (DBN) is used for
training and recognition. Expression images are pre-processed with partial occlusion (the
occlusion range does not exceed 50%). At the same time, the Gabor wavelet is used to
extract features in multiple directions and scales to increase the number of training samples
and prevent the network from overfitting. Lv et al. [16] considered that different faces and
different parts of the face express different degrees of expression, and used some active
expression regions to train a multi-channel deep belief network: First, the face is detected
through the sliding window, and then the facial features are detected in turn; then the
HOG features of each small area [17] are calculated using the deep belief network for deep
learningand the trained features are used as detection components for the Gabor feature
fusion. Finally, the network is trained by sparse self-encoding, and the recognition result is
obtained. In this way, the redundancy between the expression information can be removed
without prior alignment or other preprocessing of the face image. On the facial expression
recognition data set, it has obtained a superior recognition effect. Chieh et al. [18] designed
a multimodal emotion recognition technique that automatically learns the weighted sum
of decision parameters for each modality. Guo [19] and others believe that there is a large
amount of redundant information in the facial expression sequence. By calculating the
change of the key information points of the face during the expression change process, the
face image with the peak expression was selected to determine the peak expression in the
face position to improve the accuracy of facial expression recognition.
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To solve the problem of facial expression feature recognition with uncertainty, Wang et al. [20]
proposed a self-cured network (SCN) where the attention mechanism is added to the classi-
fication branch in the network structure, and the idea of regularization sorting is added
to reduce the importance of uncertain samples. Finally, in order to further improve the
network mechanism, a re-labeling module is added to modify the uncertain sample data.
Guo et al. [21] proposed an efficient self-cured network (ESCN) model. A feature weighting
network is used to receive facial expression picture video frames and generate class recog-
nition capabilities. then, a multi-scale attention mechanism feature fusion network is used
to capture and weight facial expression regions, and finally linear aggregation classification
is used for re-label correction.

In summary, the current deep facial expression recognition system has the following problems:

1. Issues such as illumination, occlusion, and large face poses cause certain uncertainty
in expression labels under uncontrolled conditions, which affects the accuracy of
expression recognition;

2. The database of reliable facial expression recognition is small in scale and poor in
quality, which affects the recognition performance;

3. Deep learning involves many hyperparameters, building an expression recognition
model takes a long time to train, and the model is large.

Aiming at the above problems, this paper designs and constructs an adaptive expres-
sion recognition network based on channel weighting, as shown in Figure 1. The main
contributions of this paper are as follows:

1. Design a multi-channel feature extraction network MFE, and construct an expression
recognition network in terms of scale, information integrity and fusion methods;

2. Design and use a channel-weighted module ACW, and in the auxiliary branch of
MFE, assigns weights to small features from small convolutions to help improve
recognition accuracy;

3. Design and modify the spatial attention module and integrate the ACW mechanism
to obtain an adaptive spatial attention module ASA, which assists in optimizing the
overall network structure to improve the final expression recognition accuracy.

2. Materials and Methods

The main frame of the algorithm proposed in this paper is shown in Figure 1. Specifi-
cally, this includes: a Feature extraction network, which builds a multi-channel expression
recognition network (MFE) and combines residual network and ConvNeXt [22] network
ideas to improve feature extraction; an Adaptive channel weighting module (ACW), which
designs adaptive weights in the feature extraction auxiliary network and then performs a
Hadamard product with the feature map to weight the channels; and a Self-attention mod-
ule (ASA), which modifies the spatial attention module and integrates the ACW mechanism
to capture key information on facial expressions. Details will be explained below.

Appl. Sci. 2023, 13, 1968 4 of 15 
 

 
Figure 1. Overall network architecture of MAWNet 

2.1. Multi-Channel Expression Recognition Network 
As shown in Figure 1, the overall network consists of the feature extraction backbone 

network—MainNet—and the feature extraction auxiliary branch—AuxBranch. 

2.1.1. MainNet 
The backbone of MainNet is built according to ResNet18 [23] and integrates the Con-

vNext Block. At the same time, considering the large amount of network parameters, the 
deep structure of ResNet18 is replaced by the Ghost [24] module to complete the main 
feature extraction network construction. Finally, in order to obtain more complete facial 
features, feature fusion is performed again using the ASFF [25] structure. The fusion pro-
cess is shown in Figure 2. 

 
Figure 2. MainNet structure 

Input

Layer1-64

Layer2-128

Layer3-256

Layer4-512

Ghost

Level0-512

Level1-256

Level2-128

ASFF0

ConvNeXt Block

ConvNeXt Block

Res_ConvX

Figure 1. Overall network architecture of MAWNet.



Appl. Sci. 2023, 13, 1968 4 of 14

2.1. Multi-Channel Expression Recognition Network

As shown in Figure 1, the overall network consists of the feature extraction backbone
network—MainNet—and the feature extraction auxiliary branch—AuxBranch.

2.1.1. MainNet

The backbone of MainNet is built according to ResNet18 [23] and integrates the
ConvNext Block. At the same time, considering the large amount of network parameters,
the deep structure of ResNet18 is replaced by the Ghost [24] module to complete the main
feature extraction network construction. Finally, in order to obtain more complete facial
features, feature fusion is performed again using the ASFF [25] structure. The fusion
process is shown in Figure 2.
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The corresponding sizes of the three fused layers are 512 × 5 × 5, 256 × 10 × 10,
and 128 × 20 × 20, and the results are pooled by global tie for expression prediction. The
formula is as follows:

ASFF0 = α0
i,j·X

0→0
i,j + β0

i,j·X
1→0
i,j + γ0

i,j·X
2→0
i,j (1)

ASFF0 is used for resizing the feature maps from Level1 and Level2 to the same size
as Level0, where X1→0

i,j represents the feature map after Level1 reset, X2→0
i,j represents the

feature map after Level2 reset, and X0→0
i,j represents the feature map from Level0.

The values α0
i,j, β0

i,j and γ0
i,j∈ [0,1] are the weight parameters of each feature map corre-

sponding to ASFF0; the generation of the weight parameter is to reduce the dimensions of
the resized Level1_resized, Level2_resized, and Level0, and then splicing. The 1 × 1 convolu-
tion is used to calculate λ0

αij
, λ0

βij
, λ0

γij
from Level1_resized, Level2_resized, Level0, respectively.

Finally, perform SoftMax in the channel dimension and compare it with Level1_resized,
Level2_resized, and Level0 multiply respectively. The formula is as follows:

α0
ij =

e
λ0

αij

e
λ0

αij + e
λ0

βij + e
λ0

γij

(2)
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Figures 3 and 4 show the feature visualization of whether to add the ASFF module. Here,
only 64 channels are randomly selected for display. Comparing Figures 3 and 4, it can be
clearly seen that the feature information after adaptive feature fusion retains more complete
facial information and discards some invalid channel information, which is more flexible for
information fusion and aids to improve the accuracy of facial expression recognition.
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2.1.2. AuxBranch

The overall structure of AuxBranch is shown in Figure 5 and is mainly composed of a
1 × 1 convolution. The feature extraction of the secondary branch is performed and the
corresponding main network feature information layer is then connected in turn.
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The feature information obtained by AuxBranch is no longer sent to the backbone
network but is output as separate feature information, and it is only spliced with the main
network feature information at the end. At the same time, the AuxBranch part designs the
channel weight ACW, which will be explained in the next chapter.

2.2. Adaptive Channel Weighting—ACW

In the deep neural network, due to the deepening of the network, the feature informa-
tion will inevitably become more abstract. Therefore, in the multi-channel network design,
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this paper selects a 1 × 1 convolution kernel to construct a complete feature extraction
network to maximize the possibility of retaining certain input information. In addition, the
channel weights are added by design to improve the feature extraction in AuxBranch, as
shown in Figure 6.
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First, take the output Xi∈RC×h×w of the i-th node in the network, where C represents
the number of channels of the node, h represents the height, w represents the width, and Xi
is composed of C feature maps:

Xi = [F1, F2, F3 . . . FC] (3)

Then perform Softmax on Xi to get X̃i, which is:

X̃i = So f tmax(Xi) =
eXi

∑C
C=1 eXC

(4)

Finally, after obtaining the weight of the channel dimension, use the Hadamard
product and the same-dimension feature map for weighting processing:

AXi = Xi
◦ X̃i (5)

After adaptive channel weighting, the auxiliary recognition network can help the main
network to obtain the key information of facial expressions, reduce the weight of irrelevant
information, improve the recognition accuracy, and reduce the calculation amount of
redundant information. The specific data will be described in the experimental section.

2.3. Attention Module—ASA

The changes in facial expression information are often very subtle and the distinction
between some expression categories is not high. At the same time, the facial features
between people will also affect the accuracy of expression recognition. Therefore, this paper
fuses the attention mechanism ASA to capture key facial information, as shown in Figure 7.

Appl. Sci. 2023, 13, 1968 7 of 15 
 

amount of redundant information. The specific data will be described in the experimental 
section. 

2.3. Attention Module—ASA 
The changes in facial expression information are often very subtle and the distinction 

between some expression categories is not high. At the same time, the facial features be-
tween people will also affect the accuracy of expression recognition. Therefore, this paper 
fuses the attention mechanism ASA to capture key facial information, as shown in Figure 
7. 

 
Figure 7. Attention module (ASA) structure diagram. 

The ASA module is a fusion modification of the attention mechanism of CBAM [26]. 
The modification of the ASA module in this paper is only for the spatial attention part, 
and the channel attention part remains unchanged. Specifically, in the input part, com-
pared with the original module, the ASA module first adds a 3 × 3 convolutional layer; 
secondly, after the maximum pooling and average pooling, the channel weighting idea, 
ACW, is incorporated, and then enters the next convolutional layer. 

The 3 × 3 convolution layer is first added to the original spatial attention module, 
because the 3 × 3 convolution has a high degree of non-linearity and can represent more 
complex functions. After combining with the channel weighting idea, it can have better 
performance. 

3. Experimental Results and Analysis 
In this section, the experimental data, the experimental setup, and the validation of 

the algorithm proposed in this paper are explained, and finally, the overall model is visu-
alized. 

3.1. Experimental Data 
In order to verify the effectiveness of the network proposed in this paper, this paper 

selected the public datasets FER2013, Oulu_CASIA and RAF-DB for experimental verifi-
cation of seven types of basic expressions. Figure 8 shows some pictures from the dataset. 
The selected dataset covers images of faces in different lighting, skin tones, poses and 
occlusions. 

conv 
3*3

MaxPool

AvgPool

conv 
7*7

Spatial Attention 
Ms’Channel-refined 

Feature F’’
ACW

Figure 7. Attention module (ASA) structure diagram.



Appl. Sci. 2023, 13, 1968 7 of 14

The ASA module is a fusion modification of the attention mechanism of CBAM [26].
The modification of the ASA module in this paper is only for the spatial attention part, and
the channel attention part remains unchanged. Specifically, in the input part, compared
with the original module, the ASA module first adds a 3 × 3 convolutional layer; secondly,
after the maximum pooling and average pooling, the channel weighting idea, ACW, is
incorporated, and then enters the next convolutional layer.

The 3× 3 convolution layer is first added to the original spatial attention module, because
the 3 × 3 convolution has a high degree of non-linearity and can represent more complex
functions. After combining with the channel weighting idea, it can have better performance.

3. Experimental Results and Analysis

In this section, the experimental data, the experimental setup, and the validation of the
algorithm proposed in this paper are explained, and finally, the overall model is visualized.

3.1. Experimental Data

In order to verify the effectiveness of the network proposed in this paper, this pa-
per selected the public datasets FER2013, Oulu_CASIA and RAF-DB for experimental
verification of seven types of basic expressions. Figure 8 shows some pictures from the
dataset. The selected dataset covers images of faces in different lighting, skin tones, poses
and occlusions.
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The FER2013 dataset is a facial expression dataset provided by the Kaggle Facial
Expression Recognition Challenge. The dataset has been divided into three parts by the
challenge organizers: 28,709 training sets, 3589 public test sets, and 3589 private test sets.
The dataset contains facial expressions of different ages and angles, and the resolution is
relatively low. Many pictures are also occluded by hands, hair, scarves, etc., which are very
challenging and meet the conditions in the real environment.

The Oulu_CASIA dataset contains various expression categories of 80 people divided
into two different environmental types, infrared and visible light. The photos were taken
under three lighting conditions, ranging from 18 to 30 pictures in each case. In this study,
the last six images of each category are taken for training and validation.

The RAF-DB dataset includes 29,672 face pictures in real scenes. Specifically, the
RAF-DB dataset has two subsets. The first is a single-label expression dataset, with a total
of seven types of expressions; the second is a compound expression dataset, with a total of
twelve compound expression categories. This paper studies the problem of single-label
facial expression recognition, so the single-label images in the RAF-DB dataset were used
to verify the method.
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3.2. Experimental Procedure

The experiments in this paper were carried out on NVIDIA GTX 2080Ti CPU. Based
on the pytorch deep learning framework, the optimizer adopted SGD, the momentum was
set to 0.9, the initial learning rate was set to 0.1, the batch size was set to 16, and the number
of training rounds was set to 300 epochs.

In this paper, the data was first preprocessed: the Oulu_CASIA and RAF-DB data
sets were detected according to key points, the face part was selected, and the background
information was removed; the resolution of the dataset FER2013 itself was 48 × 48, and
no other processing was performed. The images in the input model were cropped to a
size of 44 × 44, followed by simple data augmentation. Then these were input into the
multi-channel feature extraction network for feature extraction, and channel weighting and
the attention module were used to help improve the recognition accuracy. Finally, the data
was used for expression recognition and classification.

3.3. Ablation Experiment

In order to verify the effectiveness of the method proposed in this paper, each compo-
nent of the proposed method was experimentally verified, and the FER2013 dataset was
selected to evaluate the utility of each module.

The experimental part mainly verified the effectiveness of the proposed multi-channel
feature extraction network (MFE), adaptive channel weighting module (ACW), and spa-
tial attention module (ASA). At the same time, in order to prove the applicability of the
proposed method to different networks, also considering the network lightweight require-
ments, this paper extracted Xception [27] to simplify the network: The components of Entry,
Middle and Exit remained unchanged, but the operation of each part was not repeated. The
following is also called the Xception structure. At the same time, ResNet18 was selected as
the Base network in this paper, but the 7 × 7 of the initial convolutional layer was replaced
by 3 × 3, which is still called ResNet18 below.

The experimental design is shown in Table 1. Experiment 1© is the experimental
result in the baseline network ResNet18. Experiment 2© is the result obtained in the
Xception structure. Experiment 3© is to verify the effectiveness of the attention module
ASA proposed in this paper in the Xception structure. Experiment 4© is the effectiveness
experiment of adding auxiliary branches (MFE) to the Xception structure. Experiment
5© is to verify the effectiveness of the adaptive channel weighting module (ACW) in the

Xception structure. Experiment 6© is to verify the effectiveness of the ACW method in the
Base network. Compared with the original baseline network, the accuracy is improved by
0.46%. Experiment 7© is the experimental result after constructing a multi-channel feature
extraction network (MFE) on the basis of the baseline network, and the accuracy reaches
73.50%. Experiment 8© is to verify the effectiveness of the attention module (ASA) in the
baseline network. Compared with the Base network, the accuracy is improved by 0.65%.
Experiment 9© is the experimental result of the final network structure MAWNet in this
paper. It can be seen from the experimental data that the accuracy of MAWNet proposed in
this paper is improved by about 1% compared with the baseline network, reaching 73.81%.

Table 1. Performance test of each module.

Method Base(ResNet) Xception MFE ACW ASA Acc

1©
√

– – – – 72.88%
2© –

√
– – – 71.69%

3© –
√

– –
√

71.78%
4© –

√ √
– – 72.11%

5© –
√

–
√

– 72.25%
6©

√
– –

√
– 73.34%

7©
√

–
√

– – 73.50%
8©

√
– – –

√
73.53%

9©
√

–
√ √ √

73.81%



Appl. Sci. 2023, 13, 1968 9 of 14

3.4. Visualization

To explore the structural validity of each module, Figure 9 shows a visualization of
the attention module.
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Figure 9. Attention visualization. Where (a–d) are pictures randomly obtained from the dataset,
column (II) is the visualization result of adding ACW, column (III) is the visualization of adding
the ASA module, and column (IV) is the visualization result of the network MAWNet proposed in
this paper.

First, column (I) randomly selects four pictures a, b, c, and d from the dataset according
to lighting, occlusion, and posture. Column (II) corresponds to experiment 5©, which is
the attention visualization result with the addition of ACW mechanism. Compared with
the baseline network, the addition of ACW enables the network to pay more attention
to expression-related regions; Column (III) corresponds to the above experiment 7©. In
order to add the visualization result of the attention module ASA proposed in this paper,
it can be seen from the results of this column that the network can pay more attention
to key information areas such as the mouth, eyes and nose; Column (IV) is the attention
visualization result of the network MAWNet proposed in this paper. It can be clearly seen
that the network better integrates each effective module, can more clearly locate the key
areas of expressions, and improve the network recognition accuracy.

4. Discussion

In this section, the overall model is first analyzed and evaluated, followed by experi-
mental validation and comparative analysis of the lightness and classification accuracy of
the model, respectively.

4.1. Overall Model Evaluation

In order to visually measure the accuracy of the model and to summarize the prediction
results for the classification problem, a confusion matrix was generated and the entire model
was evaluated as shown in Figure 10, which briefly analyses the result graphs generated
for the FER2013 dataset.
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It can be concluded that the model performs superiorly in the recognition of expres-
sions such as happy, surprised, natural, and disgusted, but slightly less well in expressions
such as fear, sad and angry. It is possible to identify the errors made by the classification
model and to understand the types of errors made by the model: on the one hand, the
uneven distribution of the dataset makes the recognition accuracy of different expression
categories different; on the other hand, the great inter-class similarity of expressions such
as fear and sadness makes the recognition accuracy of this category low. In addition, the
model can also be optimized for the above problems.

4.2. Model Lightweight Experiment

As a common method used in model lightweighting, the advantage of depthwise
separable convolution [28] is that the mapping of cross-channel correlation and spatial
correlation in the feature map of the convolutional neural network can be completely
decoupled. Replacing ordinary convolution with depthwise separable convolution can
greatly reduce the number of parameters with comparable accuracy and can be easily
defined and modified.

In the model lightweight strategy, this paper also conducted related experiments
on the use of depthwise separable convolutions. During the experiment, it was found
that, due to the particularity of the expression recognition task, using a too-deep network
easily causes overfitting, and the stepwise convolution strategy of depthwise separable
convolution will increase the network depth to a certain extent. If overused in this task,
network accuracy will be lost. Therefore, the layer4 of ResNet18 was replaced by a deep
separable convolution layer in the experiment. This could be achieved with considerable
accuracy, greatly reducing the number of parameters.

Table 2 shows the comparison results of the parameters of each method obtained on
the FER2013 dataset. It can be seen from Table 2 that, due to the use of depthwise separable
convolution in the experiment 2© Xception architecture, when the multi-channel feature
extraction network is also constructed, the amount of network parameters is 10.48 M,
which is 0.69 M less than that of the Base network. Experiment 3© is the beginning of the
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construction of the multi-channel feature extraction network in this paper and does not
use a lightweight module. Therefore, compared with the Base network, the accuracy is
increased by 0.48%, but the number of parameters is increased by 3.33 M. In experiment 4©,
the network parameters decreased by 4.45 M and the accuracy decreased by only 0.02%
after the rational use of the depthwise separable convolution. The result of experiment
5© is the multi-channel feature extraction network used in this paper. Compared with the

initial structure, the number of parameters is reduced by 4.58 M, and the accuracy reaches
73.50%. Experiment 6© shows the complete multi-channel expression recognition network
results based on channel weighting in this paper. The parameter quantity and accuracy
reaches 73.81%.

Table 2. Parameter comparison.

Experiment Method Parameter Quantity(M) Accuracy

1© Base 11.17 72.88%
2© Xception-MF 10.48 72.11%
3© MF 15.50 73.36%
4© MF_Sep 11.05 73.34%
5© MFE(This paper) 10.92 73.50%
6© MAWNet(This paper) 11.60 73.81%

4.3. Comparative Experiment

The network framework proposed in this paper has verified its effectiveness on
FER2013, Oulu_CASIA, and RAF-DB datasets and shown that it achieves better recognition
accuracy. Table 3 shows the implementation of the proposed method on the FER2013
dataset. The experiment compares the recognition effects of some other classic networks
and mainstream networks. Among them, the CNN+SVM [29] method uses a convolutional
neural network and replaces the SoftMax function at the bottom of the classification net-
work with SVM. The switch is simple, but it is useful for classification tasks. The ARM
(ResNet18) [30] method developed a lightweight module to solve the Padding Erosion
problem through the auxiliary module method to improve the performance of facial ex-
pression recognition. In addition, for the classic network Inception, VGG [31] and the
baseline network ResNet used in this paper, the method is also carried out under the same
equipment conditions. Finally, compared with FER (2021) [32], using the newer results
obtained by various optimization strategies, the method proposed in this paper shows
better recognition performance.

Table 3. Accuracy of different methods on the FER2013 dataset.

FER2013
Method Accuracy

Attentional ConvNet [33] 70.02%
CNN+SVM [29] 71.20%

ARM(ResNet18) [30] 71.38%
Inception [31] 71.60%
ResNet [31] 72.40%
VGG [31] 72.70%

FER(2021) [32] 73.28%
MFE (This paper) 73.50%

MAWNet (This paper) 73.81%

Table 4 shows the implementation of the method proposed in this paper on the
Oulu_CASIA dataset. The experiment compares some other methods and compares them with
some classic depth methods. Deep temporal appearance and geometry network-DTAGN [34]
is a two-stream network; a layer of convolutional neural network is used to extract the
texture information of the image, and a layer of network is used to focus on the geometric
feature changes composed of key points. However, this method is mainly used to recognize
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dynamic expressions, so the recognition accuracy is not high. VGG finetune [35] is to
fine-tune the classic VGG network, first using large datasets of other tasks for pre-training,
and then fine-tuning the expression data. Peak piloted deep network [36] uses samples with
greater expression intensity to guide the correct classification of samples with less intensity
to improve the recognition rate of expressions with less intensity. FcaeNet2ExpNet [37]
uses face recognition datasets to first pre-train the network to retain the basic features of
the face, and then uses expression tags to supervise the network to learn expression-related
features. Since the identity information of the face is mostly reflected in the facial features,
this method has achieved better results.

Table 4. Accuracy of different methods on the Oulu dataset.

Oulu
Method Accuracy

DTAGN [34] 81.46%
VGG finetune [35] 83.26%

PPDN [36] 84.59%
FaceNet2ExpNet [37] 87.71%

MFE (This paper) 88.34%
MAWNet (This paper) 89.65%

Table 5 shows the comparison of methods on the RAF-DB dataset. The first is the
DLP-CNN [38] method, which aims to solve the problem of multiple modal recognition
problem. Secondly, ResNet was used as the baseline network and tested under the same
equipment conditions. In contrast, the multi-channel recognition network MFE and the
complete algorithm MAWNet proposed in this paper achieved better recognition results.

Table 5. Accuracy of different methods on the RAF-DB dataset.

RAF-DB
Method Accuracy

DLP-CNN [38] 84.13%
Base 84.29%

MFE (This paper) 84.52%
MAWNet (This paper) 85.24%

5. Conclusions

Due to the small feature area of facial expressions, the similarities and differences
between feature changes are quite different, so the accuracy of facial expression recognition
in natural environment is not high. Therefore, this paper proposes an attentional expression
recognition network based on channel weighting. The network constructs a multi-channel
structure, aiming to use the auxiliary network to jointly optimize the overall network to
improve the convergence speed and recognition accuracy of the network. Firstly, feature
extraction and feature fusion are carried out through the subject network. Secondly, the
channel weighting module is designed and added, and the auxiliary branch fusion weight-
ing module is used to improve the feature information extraction of the subject network.
Finally, the attention module is designed and modified, and the weight of the facial features
is increased to achieve the purpose of improving the recognition accuracy and reducing the
number of redundant calculations. After the performance verification of each module, and
the comparison test and visual analysis of the overall algorithm, the results show that the
facial expression recognition method proposed in this paper achieves better recognition
accuracy than the existing algorithms. Our method achieved a recognition accuracy of
73.81% on the FER2013 dataset. dataset, and 89.65% and 85.24% on the Oulu_CASIA and
RAF-DB datasets, respectively. Due to the completeness of facial feature extraction, the
model’s processing ability for facial expression recognition in real environments has been
enhanced, and its performance has been improved.
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However, when recognizing facial expressions in this paper, due to occlusion and
insufficient image data of different pose types, the model failed to learn more feature
information, which also greatly affected the recognition performance. In future work, we
will focus on such problems, and conduct research on the direction of joint optimization to
obtain a more superior network model.
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