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Abstract: The subject of digitization is currently very widely described. Implementing digitization is
a complex task and there are many variants of its implementation. The authors of this article asked
themselves what current trends affect the digitization of processes and what factors resulting from
the characteristics of production enterprises affect the development of operational processes. The
CAWI method was used in the study. In the analysis of the results, the following methods were used:
Partial Least Squares Path Modeling (PLS), Mood’s Median Test, or visualization using a box plot.
The analysis of the results allowed us to conclude that the development of operational processes
of production enterprises is related to digitization trends, but this relationship is not direct. It is
necessary to link digitalization trends with software development trends. The conducted research
also indicated that there are company characteristics that determine the degree of use (absorption)
and the perception of significance for digitalization trends. These characteristics are the type of a
company and the age of a company.

Keywords: digitalization trends; production companies; development of operational processes;
survey study; PLS model

1. Introduction

The expansion of the Industry 4.0 concept is forcing business partners throughout the
supply chain to continually explore opportunities to implement modern technologies for
improvement processes. This is particularly evident in production companies, where the
primary measure of efficiency is the production precision and quality of the performed
processes. The increasing importance of the use of modern technology in production
processes is indisputable. Many solutions can be found on the market that optimize
production processes and internal logistics, which are responsible for material flow, in
various areas. In this paper, the authors have attempted to assess the extent to which
innovative solutions are being used in business practice at present, as well as the chances
of new trends developing in the near future. The statistical analyses presented in this paper
are based on the results of surveys in 68 companies in Poland, conducted in Q2 2021 and Q1
2022. This research sample was assessed as representative in accordance with the research
methodology presented in the publication [1]. The main objective of the ongoing research is
to analyze the impact of digitization on process improvement in manufacturing companies.

The literature analysis points to numerous problems for the implementation of supply
chain digitalization solutions [2–4]; however, barriers to the implementation of these
solutions have not been clearly defined in the application aspect [5]. The barriers mainly
relate to business process problems or, as GS1’s research indicates [6], a lack of awareness of
the benefits of implementing digitalization solutions. In the literature, it is difficult to point
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to conducting an analysis of the impact of the implementation of a solution on business
development. For this reason, the research was conducted in accordance with hypotheses:

Hypothesis 1 (H1). The impact of digitalization on process improvement in production companies
is not determined directly, but is modulated by trends in software development.

Hypothesis 2 (H2). There are characteristics of the enterprise that affect the absorption of digital
solutions and their implementation in operational processes.

The above means that the implementation of the digitalization of processes in a
company is only possible with the use of additional software, which generates subsequent
implementations and related costs.

The authors set three main aims of the conducted research:
A1: Identification of trends affecting the development of operational processes of

production companies.
A2: Identification of the characteristics of manufacturing enterprises that affect the

absorption and implementation of digital solutions into operational processes.
A3: Identification of specific solutions affecting the development of an operational

process of production enterprises.
The research has two analytical dimensions:

• based on PLS path modeling in order to verify a H1 hypothesis;
• aiming to explore the relationship between digitalization, software, and process, using

group comparisons to verify the H2 hypothesis.

2. Literature Review

The digitalization of processes in production companies is a trend that is increasingly
being implemented in business practice and, consequently, is increasingly being analyzed
in terms of scientific research. The digitalization of processes in a production company,
in fact, offers a wide scope for implementation, as it can concern not only the production
process, but also the processes of material sourcing and distribution of final products, along
with the accompanying supporting processes—transport and warehousing.

The application of innovative solutions in production companies is widely discussed
in the scientific literature. The number of publications on specific innovative solutions
is almost impossible to present in a literature review. However, it is worth noting the
basic scopes of analysis carried out on the use of innovative solutions in production
companies [7]:

• Publications include both strictly theoretical aspects in the form of literature
reviews [8–11], conceptual process modeling [12,13], the possibility of simulating
their potential use [14], as well as analyses of practical applications in various business
sectors [15–17];

• From another perspective, the analyses conducted on the application of innovative
solutions concern the scope of information systems [18,19] and digitalization [18,20],
but also ecological aspects [21,22].

Various scopes of digitalization in production companies can be found in the scientific
literature. Based on the science database ScienceDirect.com, an analysis was carried out on
the degree of research interest in “digital production”. The research covers papers classified
as review articles and research articles, published between 2018 and 2022. Detailed data
are presented in Table 1.
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Table 1. Analysis of the degree of research interest in production digitization (ScienceDirect database,
December 2022).

Supply Chain Digitalization 2018 2019 2020 2021 2022 Total

Article type Review articles 1186 1445 1830 2804 3352 10,617
Research articles 19,441 21,482 25,314 29,510 33,979 129,726

Subject areas

Engineering 4247 4687 5356 6095 7425 27,810
Agricultural and biological sciences 3645 4023 4745 5428 5713 23,554
Environmental science 3121 3527 4487 5716 6368 23,219
Materials science 2748 3220 4014 4861 5618 20,461
Biochemistry, genetics and
molecular biology 2422 2621 2881 3110 3360 14,394

Energy 1927 2278 2701 3299 3992 14,197
Medicine and dentistry 2099 2152 2374 2734 3108 12,467
Chemical engineering 1687 1824 2399 2942 3375 12,227
Chemistry 1731 1858 2131 2409 2815 10,944
Social sciences 1400 1562 1863 2528 2732 10,085

The digitalization of production processes is becoming more and more of a target
of ongoing research, both in the literature and in research and development, regardless
of the scope of the research. Both the trend and the number of publications in the field
of production digitization demonstrate the topicality of the problem in terms of research
and practice.

The literature analysis indicates a focus of the research mainly on the presentation
of the potential for technological solutions to be implemented [23,24], the analysis of
implementation trends at the strategic level [25,26], or the application of particular solutions
to dedicated business processes [27,28] with specific characteristics that are difficult to
generalize to the entire supply chain. The barriers and challenges [29,30] presented in
the literature focus on the potential benefits of possible implementations, which is mainly
due to the lack of awareness of the real business benefits of implementing supply chain
digitalization solutions. It is difficult to find publications in the scientific literature that
analyze the impact of the implementation of digitization on the growth of processes
in companies.

Innovation solutions in companies are numerous, as also evidenced by the above
systematic literature review. The multiplicity of solutions makes it impossible to reliably
survey all of them in terms of research interest. For this reason, it was decided to focus on
solutions and trends that were shown in the DHL Trend Radar 2020 and PWC Logistics
Trend Book 2019 as solutions and trends that could be implemented within a maximum
of 5 years. The authors are aware that more recent editions of both reports are available;
nevertheless, at the time the research work was initiated, the indicated reports were the
most up-to-date and were the basis for the analytical scope of the research.

DHL Trend Radar identified the following innovations as technological trends that
could be practically implemented within a maximum of 5 years:

• Blockchain DLT solutions,
• Intelligent Transport Systems (ITS),
• Robotic Processes Automation (RPA),
• IoT,
• Big Data Analytics,
• Cloud and APIs.

On the basis of this compilation of innovative solutions, both the following literature
research and statistical analyses, shown in the following sections of this paper, were carried
out. Similarly to the systematic literature review on production digitization, the research
in this area also concerns papers classified as review articles and research articles. Table 2
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presents the research found in the literature on the degree of interest in research works for
selected innovations between 2018 and 2022.

Table 2. Analysis of the degree of research interest in innovative solutions (ScienceDirect database,
December 2022).

EDITION 2022 2018 2019 2020 2021 2022

Blockchain in logistics
TOTAL 43 171 321 639 911
Review articles 10 16 56 89 152
Research articles 33 155 265 550 759

Intelligent transport systems (ITS)
TOTAL 2971 3526 4336 5641 7195
Review articles 409 438 636 1049 1464
Research articles 2562 3088 3700 4592 5731

Robotic processes automation
TOTAL 2378 2779 3449 3986 4759
Review articles 177 260 315 458 620
Research articles 2201 2519 3134 3528 4139

IoT in logistics
TOTAL 319 536 672 946 1273
Review articles 36 48 95 136 201
Research articles 283 488 577 810 1072

Big data analytics
TOTAL 13,877 15,336 17,629 20,301 22,029
Review articles 1041 1196 1484 1964 2346
Research articles 12,836 14,140 16,145 18,337 19,683

Cloud and APIs
TOTAL 1163 1325 1545 1880 2226
Review articles 98 110 150 172 275
Research articles 1065 1215 1395 1708 1951

The literature analysis which we carried out indicates not only a continuous increase
in research interest in the indicated innovative solutions, but, above all, the focus on
their implementation in business practice. The choice of these solutions is, therefore,
justified from the perspective of the conducted statistical analyses on business practice
research results.

As part of the analysis of the development trends presented in the PWC Logistics
Trend Book 2019 report, trends were singled out for further research to be conducted in this
area in terms of the time taken to implement them:

• Digitalization (perspective 1 year+), including:
• Changes in consumer behavior,
• Shortages of skilled workers,
• Availability of technology,
• Changing data protection and labor regulations.
• Software-driven process changes (perspective +3 years), including:
• Evolution of base technologies (AI, IoT, Big Data, Blockchain),
• Data protection,
• Pressure on business efficiency.
• Process development trends (perspective +5-years), including:
• Development of technology supporting transport,
• Fuel price fluctuations,
• Development of electromobility,
• Focus on sustainable development,
• Change of legal regulations concerning the labor market.

These development trends, as well as the aforementioned implementable innovations
in production companies, formed the basis for research into the impact of innovations on
the companies’ development.
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3. Materials and Methods

The research was conducted in Q2 2021 and Q1 2022 among manufacturing companies
operating in the territory of the Republic of Poland. A manufacturing company was
considered to be a company that was included in the statistical declaration (declared when
setting up a company) information on running a production activity.

According to the theory of estimation in operations research, the minimum research
sample that would guarantee the representativeness of the results is the number n = 30.
The confidence level should not be lower than 85%, nor the maximum error higher than
18% [31].

The first step in sample selection is the appropriate selection of the statistical distri-
bution for the analyses. Taking into account the specificity of the manufacturing industry
and the scope of logistics processes carried out, it can be assumed that normal distribution
should be used in the tests. This is confirmed by the analyses published in the scientific
literature [32–37] on the use of statistical tools in the optimization of logistics processes.

Assuming a normal distribution for the manufacturing industry, a representative
research sample should be determined on the basis of the following formula:

Nmin =
NP

(
α2· f (1 − f )

)
NP·e2 + α2· f (1 − f )

where:
Nmin—minimum sample size;
NP—size of the population from which the sample is taken;
α—confidence level for the results, the value of the result relative to the entire popula-

tion in the normal distribution for the assumed significance level;
f —fraction size—if it is possible to estimate the value of the presence of the tested

feature in the population, it should be included in the study (e.g., if the tested feature is
present in 60% of the population, then 0.6 should be given). Where this value is unknown,
0.5 should be given;

e—assumed maximum error tells us what “correction” we should apply to the obtained
result. In other words, when we assume an error of 0.05 (5%), then, assuming an error of
5%, the true result may vary by ±5%.

Taking into account the above theoretical assumptions, the following values were
adopted for the calculation of the minimum size of the research sample in the planned study:

• Confidence level—95%,
• Maximum error—15%,
• Population (number of manufacturing companies in Poland)—over 312,000.
• Fraction size—unknown—0.5.

According to the assumptions made, the size of the research sample should be at least
43 companies.

In the study, the authors used the survey method to collect data. Survey research
in operations management is often used as an important source of data for building
mathematical models and discovering new theories. The upward trend in the use of survey
research has been observed for many years [38].

The study was conducted by means of an electronic questionnaire using the CAWI
method. The CAWI method involves the creation of a research questionnaire, which is
to be shown on the website in such way as to be available online for respondents to fill
out [39]. Questions and answers in the questionnaire are standardized and previously
predefined [40].
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The questionnaires were addressed to employees holding managerial positions (mid-
dle and senior level). Completion of the questionnaire was voluntary. Respondents were
informed about the purpose of the study and were assured of its anonymity. The results of
the study were statistically analyzed without analyzing individual responses. The ques-
tionnaire was made available to a group of 380 companies, and 68 correctly completed
questionnaires were received. Thus, the rate of return for the study was about 18%. Detailed
characteristics of the analyzed research sample are presented in Table 3.

Table 3. Characteristics of the research sample.

Company Characteristic n %

Size of the company

Big 29 43%
Medium 25 37%
Small 10 15%
Micro 4 6%

Type of the company

Production company 30 44%
Production and trade company 11 16%
Production, trade, and service company 11 16%
Production and service company 16 24%

Range of the company

European 34 50%
Global 30 44%
Country 4 6%
Local 0 0%

Age of the company

1–3 years 4 6%
4–7 years 6 9%
8–15 years 4 6%
Over 15 years 54 79%

The questionnaire used a 5-point Likert scale. Based on the literature research (de-
scribed in Section 2), four main development trends of production enterprises (also called
research areas) were distinguished:

• Innovative solutions in logistics,
• Digitalization trends,
• Software development trends,
• Process development trends.

The significance of the above development trends from the point of view of production
companies was examined using indicators (detailed technical and organizational solutions).
A full list of development trends and the detailed indicators used to study them is presented
in Table 4.

The collected results were analyzed in three stages using the deduction methodology
(from general to specific). A detailed description of the methodology used to analyze the
results, along with hypotheses and research objectives, is presented in Table 5.

The analysis of the results carried out in accordance with the methodology presented
in Table 5 is presented in Section 4.
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Table 4. Indicators in research areas.

Research Area
(Development Trends) Innovative Solutions in Logistics Digitalization Trends Software Development Trends Process Development Trends

Indicators

• Blockchain DLT solutions
• Intelligent transport systems
• Robotic processes automation
• Internet of Things
• Big data analytics
• Cloud and APIs

• Changes in consumer behavior
• Shortages of skilled workers
• Availability of technology
• Changing data protection and

labor regulations

• Evolution of database
technology (AI, IoT, big
data, blockchain)

• Data security
• Pressure for business efficiency

• Development of technology
supporting production

• Labor cost increasing
• Focus on sustainable development
• Change of legal regulations

concerning the labor market

Table 5. Research methodology.

Stage Detailed Research Tasks Hypotheses Aim Methods

1

Building a structural model
Determination of latent variables
Model quality analysis
Bootstrapping
Selection of significant trends

H1: The impact of digitalization on process
improvement in production companies is
not determined directly, but is modulated
by trends in software development.

A1: Identification of trends affecting the
development of operational processes of
production companies

Partial least squares path
modeling (PLS)

2

Only for significant trends:
Data visualization and graphical analysis
Normality test
Compare by groups
Pairwise comparison
Selection of significant company characteristics

H2: There are characteristics of the
enterprise that affect the absorption of
digital solutions and their implementation
in operational processes.

A2: Identification of the characteristics of
manufacturing enterprises that affect the
absorption and implementation of digital
solutions into operational processes

Box plot
Anderson–Darling normality test
Mood’s median test

3

Only for significant trends and significant
company characteristics:
Data visualization and graphical analysis
Normality test
Compare by groups
Selection of significant trends indicators

A3: Identification of specific solutions
affecting the development of operational
processes of production enterprises
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4. Results
4.1. Stage 1

The aim of the first stage of the analysis of the results of the study was the identification
of trends affecting the development of operational processes of production companies. To
test the research model and proposed hypothesis, this study applies partial least squares
path modeling (PLS), a variance-based structural equation modeling technique (SEM)
that aims to maximize the explained variance of the dependent latent constructs [41].
SmartPLS version 3 was used to analyze the data in this study, following a two-step
analysis approach. Due to the characteristics of the studied variables, it was necessary to
check them for construct reliability and discriminant validity. Cronbach’s alpha (α) was
used to measure construct reliability. Average variance extracted (AVE) has often been used
to assess discriminant validity. The results of the Cronbach’s alpha (α) study are shown
in Figure 1. P-Value marked in green means that the model meets the criteria and has
sufficient internal consistency.
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When evaluating construct reliability and validity, it should be noted that the Cron-
bach’s Alpha value for each construct was greater than 0.7 [41]. It can be argued that the
results demonstrate internal consistency and reliability.

Average variance extracted (AVE) was used to assess discriminant validity. The results
of the AVE study are shown in Figure 2. P-Value marked in green means that the model
meets the criteria and can be considered a high-quality model.
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The average variance extracted (AVE) is above the recommended threshold of about
0.5 or higher [41], demonstrating an acceptable level of discriminant validity.

Before proceeding with the assessment of the structural model, the coefficient of
determination, R2, was calculated for each endogenous latent variable. This coefficient
determines the predictive power of the model and must be greater than 0.1 [42]. R2 values
for the developed model are presented in Figure 3. P-Value marked in green means that
the model is well matched to the empirical data for a given criterion. (digitalization trend).
The red color of the P-Value indicates that the fit is unsatisfactory.
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For one endogenous latent variable, innovative solutions in logistics, the coefficient of
determination’s R2 value was below the recommended level of 0.1. This indicates that the
results for that latent variable have low predictive power.

A PLS path model with four latent variables (identified in the literature review and
checked in the survey study) is presented in Figure 4.
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The model presented in Figure 4 shows the relationship between latent variables with
path coefficients and p-values. It shows that process development trends in production
companies are directly dependent on software development trends and, indirectly, digital-
ization trends. Innovative solutions in logistics have no influence on process development
trends. Due to the adopted methodology of analyzing the results, only two research areas
will be subject to a detailed analysis in the second stage:

• Digitalization trends,
• Software development trends.

4.2. Stage 2

In accordance with the adopted methodology of analyzing the results of the study, in
the second stage, the impact of the selected characteristics of the enterprise (presented in
a detailed analysis of the research sample—Section 3) on the use of solutions assigned to
trends affecting the development of the operational processes of these enterprises will be
checked. The degree of utilization of the solutions is visualized using a box plot (Figure 5).

By analyzing Figure 5, it can be concluded that the use of solutions assigned to
both trends is at a similar level. The purpose of the analysis, however, was to show the
characteristics of manufacturing companies that affect the degree of use or perception of
solutions assigned to individual trends. In order to demonstrate these relationships, it is
necessary to carry out group comparisons. The choice of the statistical method by means
of which the comparison between the groups will be made is possible after checking the
normality of the distribution of results for each of the trends. The results of the analysis
of the normality of the distribution, carried out using the Anderson–Darling method, are
presented in Table 6.
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Table 6. Anderson–Darling normality test results—development trends.

Digitalization Trends Software Development Trends

Anderson–Darling test
p-value <0.005 * <0.005 *

* p-Value < confidence level (95.0%).

The results of the test of normality of distribution require the rejection of the null
hypothesis (according to the Anderson–Darling method) regarding the normality of the
distribution of responses in digitalization trends and software development trends. The
distributions of results for both trends are, therefore, not normally distributed. In comparing
results, it is, therefore, necessary to use a non-parametric method to verify statistical
hypotheses. They analyze the results for individual strata of the research sample (separated
strata in accordance with the adopted characteristics of production enterprises); they do not
have uniform distributions. This means that the Mood’s median test will be used to verify
the statistical hypotheses. According to this method, the following statistical hypotheses
were adopted regarding group comparisons:

Hypothesis 0 (H0). The population medians are all equal.

Hypothesis 1 (H1). The population medians are not all equal.

The interpretation of the test results is as follows:

• p-value ≤ α: The differences between some of the medians are statistically significant.
• p-value > α: The differences between the medians are not statistically significant.

A significance level α = 0.05 was assumed in this study. The group comparison results
are presented in Table 7.
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Table 7. Group comparison: company characteristics vs. importance of development trends—p-value
determined by Mood’s median test.

Digitalization Trends Software Development Trends

Size of a company 0.246 0.176
Type of a company 0.004 * 0.058
Range of a company 0.392 0.551
Age of a company 0.022 * 0.641

* p-value < confidence level (95.0%).

Comparing between the groups allows us to conclude that the characteristics of the
company affect only the absorption and use of solutions included in the digitalization
trends. In addition, only selected characteristics are important, such as the type of the
company and the age of the company. The characteristics of the company are not important
when using solutions in the field of software development trends. Knowing that the
distribution of results is not normal, the medians of the results were compared. The results
of using solutions in the field of digitalization trends, depending on the type of a company,
are presented in Table 8.

Table 8. Mood’s median test results: digitalization trends vs. type of the company.

Type of the Company Median N ≤ Overall Median N > Overall Median Q3 − Q1

Production and service company 3.625 13 3 1.6875
Production and trade company 3.250 11 0 1.2500

Production company 4.000 16 14 1.5000
Production, trade and service 4.250 4 7 0.7500

Overall 4.000

Knowing the medians of the results of the use of solutions in the field of digitalization
trends for enterprises of a specific type, we checked for which types the use of these trends
differed in a statistically significant way. For this purpose, pairwise comparison and Mood’s
median test were used. The results of pairwise comparisons are presented in Table 9.

Table 9. Pairwise comparison using Mood’s median test: digitalization trends vs. type of the company.

Type of the Company Pairwise Comparison
p-Value

Digitalization
Trends

Production company Production and trade company 0.005
Production company Production, trade and service company 0.264
Production company Production and service company 0.062
Production and trade company Production, trade and service company 0.001 *
Production and trade company Production and service company 0.816
Production, trade and service company Production and service company 0.018 *

* p-value < confidence level (95.0%).

The analysis of the pairwise comparison results shows that the use of solutions in
the field of digitalization trends is different only for two pairs (three different types of
companies). In addition, it can be stated that manufacturing companies that also carry out
trade and service activities use these solutions to a greater extent than enterprises operating
in a narrower field.

As in the case of the characteristics of the type of the company, as well as that of the
age of the company, an analysis of the medians of the results of the responses was carried
out. The results of the use of solutions in the field of digitalization trends, depending on
the age of the company, are presented in Table 10.
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Table 10. Mood’s median test results: digitalization trends vs. age of the company.

Age of the Company Median N ≤ Overall Median N > Overall Median Q3 − Q1

1–3 years 1.375 * 4 0 1.25
4–7 years 4.000 6 0 0.75

8–15 years 2.875 * 4 0 0.75
Over 15 years 4.000 30 24 1.50

Overall 4.000
* Levels with <6 observations have confidence levels <95.0%.

Knowing the medians of the results regarding the use of solutions in the field of
digitalization trends for companies of a certain age, we checked what age the companies
would need to be for the use of these trends to show statistical differences. For this purpose,
pairwise comparison and Mood’s median test were used. The results of the pairwise
comparisons are presented in Table 11.

Table 11. Pairwise comparison using Mood’s median test: innovative solutions in logistics, digitaliza-
tion trends vs. age of the company.

Age of the Company Pairwise Comparison p-Value Digitalization Trends

1–3 years 4–7 years 0.035 *
1–3 years 8–15 years 0.005 *
1–3 years Over 15 years 0.082
4–7 years 8–15 years 0.037 *
4–7 years Over 15 years 0.035 *
8–15 years Over 15 years 0.082

* p-value < confidence level (95.0%).

The analysis of the pairwise comparison results shows that the use of solutions in the
field of digitalization trends is different for four pairs (four different types of enterprises).
In addition, it can be said that companies with longer histories use these solutions to a
greater extent.

4.3. Stage 3

In the third stage of the analysis of the results, the result space will be narrowed down
to detailed solutions (also known as indicators) from the digitalization trends group. A
visual representation, using the box plot showing the use of the individual solutions, is
shown in Figure 6.

The values representing the use of individual solutions in the field of digitalization
trends are at a similar level. In accordance with the adopted methodology, it is important,
however, to determine whether their use is influenced by the characteristics of the company
distinguished in the previous stage of the study: the type and the age of the company.
In order to test this, as in the second stage, it is necessary to test the normality of the
distribution for the results of individual solutions included in the digitalization trends.
The results of the test of normality of distribution by the Anderson–Darling method are
presented in Table 12.

The results for all indicators are not normally distributed. It is, therefore, necessary
to use the non-parametric Mood’s median test for their analysis. The results of group
comparisons of digitalization trends vs. the type and age of the company are presented in
Table 13.
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Figure 6. Box plot: comparison of the importance of the analyzed indicators in trends: innovative
solutions in logistics and digitalization.

Table 12. Anderson–Darling normality test results—development indicators.

Digitalization Trends Changes in Consumer
Behavior

Shortages of Skilled
Workers

Availability of
Technology

Changing Data
Protection and Labor

Regulations

p-Value <0.005 * <0.005 * <0.005 * <0.005 *

* p-Value < confidence level (95.0%).

Table 13. Group comparison: digitalization trends vs. type and age of the company— p-value
determined by Mood’s median test.

Digitalization Trends Changes in Consumer
Behavior

Shortages of Skilled
Workers

Availability of
Technology

Changing Data
Protection and Labor

Regulations

Type of the company
p-value 0.264 0.045 * 0.272 0.299

Age of the company
p-value 0.005 * 0.166 0.216 0.015 *

* p-value < confidence level (95.0%).

According to the conducted analysis, the type of the company exclusively affects
the perception of the shortage of skilled workers indicator. The age of a company affects
two indicators: changes in consumer behavior and changing data protection and labor
regulations. This means that for different types of companies and companies of different
ages, the values of these indicators differ in a statistically significant way. The visualization
of the impact of the type of the company on the shortage of skilled workers is shown in
Figure 7.
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Figure 7. Box plot: comparison of the importance of the shortages of skilled workers indicator for
manufacturing companies, depending on their type.

Referring to the results of the analysis presented in stage 2, it is particularly interesting
to compare the perception of shortages of skilled workers by production, trade, and service
companies with the perception by companies with a narrower scope of activity. The
significance of the shortage of skilled workers indicator is only greater for companies with
wider scopes of activity in comparison with production and trade companies. In other
cases, this difference is not visible.

A visualization of the impact of the age of a company on changes in consumer behavior,
changing data protection, and labor regulations is shown in Figure 8.
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Figure 8. Box plot: comparison of the importance of the changes in consumer behavior, changing
data protection, and labor regulations indicators for manufacturing companies, depending on their
age. ** denotes single observations.
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As can be seen from the analysis of the box plot presented in Figure 8, companies with
longer histories see a greater need to adapt to changes in consumer behavior, changing
data protection, and labor regulations.

5. Discussion

The analysis of the results of the conducted research allowed us to draw many inter-
esting conclusions. The development of the operational processes of production companies
is related to digitization trends, but this relationship is not direct. It is necessary to link
digitalization trends with software development trends. This means that implementing
digital solutions into operational processes is not possible without software support. This
is a tip of great practical importance. The conducted research also indicated that there
are certain characteristics of companies that determine the degree of use (absorption) and
the perception of significance for digitalization trends. Among the analyzed company
characteristics, only the type of the company and the age of the company showed an impact
on the use of solutions in the field of digitalization trends. This use is particularly important
for enterprises with a wide range of activities (production, trade, and services) and for
companies that have a longer history. These are usually larger enterprises, which, due to
the size of their operations and the value of turnover, can afford to use digital solutions to
a wider extent. These enterprises pay special attention to any changes that occur in their
environment. These changes mainly concern consumer behavior, data protection, labor
regulations, and shortages of skilled workers. It is natural that changes are noticed by
companies that have been on the market for a longer period of time. They must adapt to
these changes in order to survive.

The above conclusions have interesting practical implications for manufacturing com-
panies. The research results show that the mere implementation of digital solutions to
operational processes is possible, but the simultaneous implementation of software so-
lutions and digital solutions works much better. The results of the conducted research
confirm that it is necessary for digital solutions to coexist in terms of hardware and soft-
ware. These results allow companies to plan the implementation of digital solutions more
effectively. Searching for synergy effects between software solutions and other (including
hardware) solutions that enable digitization of production processes is a solution desired
by other companies.

The presented results also have important theoretical implications. The obtained
results of the study open up new possibilities in the field of research and development of
models for the digitization of production processes. They draw attention to what factors
(apart from the digital technologies themselves) may affect their use (implementation) in
manufacturing companies. Subsequent research can, therefore, focus on the search for
relationships between specific digital solutions and the interdependence of their implemen-
tation with the implementation of a specific class of software. Such research would bear
the hallmarks of the deduction method, i.e., detailing the results and conclusions.

The conclusions presented above are new. There are many articles identifying the im-
pact of digital solutions on the efficiency of processes, companies, and supply chains [43,44],
or on their readiness to implement digital solutions in manufacturing companies [45,46].
The second of the frequently studied elements in the field of digitization of processes are
the risks resulting from the implementation of these solutions and the factors affecting
their implementation [23]. There are also publications indicating the success factors and
barriers to the implementation of digital solutions or the digital transformation of the
organization [30].

However, existing papers do not indicate the relationship between the solutions and
trends functioning in the digitization of the processes of manufacturing enterprises. Ad-
ditionally, there are no publications presenting the multidimensional impact of digital
solutions or other current trends on the development of operational processes in manufac-
turing companies, also taking into account the selected characteristics of these companies.
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Of course, the conducted research has some limitations. These limitations can be
viewed in two dimensions. In the first dimension, they concern the limited number of
trends currently affecting production companies. Only four trends were identified for the
study. This was also related to the transparency of the form and the acceptable time of its
completion, which affected the study’s response rate. The second dimension of limitations
involves the distribution of the survey form only to companies operating in Poland. The
surveyed sample included companies with foreign capital; however, all of them operated
only in the territory of Poland. According to the results presented in the publication [23],
the set of risks (resulting from the macro-environment, micro-environment, operational
activities in the enterprise, and the functions performed by them) is not correlated with the
location of the business. Thus, the observations made for enterprises operating in Poland
should not take into account any particular influence of this factor.

In the future, the authors plan to continue conducting research in the same area.
However, they intend to expand the range of analyzed trends related to digitization. By
increasing the number of trends, it will be possible to search for much more complicated
relationships between them and the development of operational processes in produc-
tion companies.

6. Conclusions

The research which we carried out and the analysis of the results led to the implemen-
tation of three main objectives:

• A1: Identification of trends affecting the development of operational processes of
production companies—digitalization trends and software development trends affect
the development of operational processes.

• A2: Identification of the characteristics of manufacturing enterprises that affect the
absorption and implementation of digital solutions into operational processes—these
characteristics are the type of the company and the age of the company.

• A3: Identification of specific solutions affecting the development of operational pro-
cesses of production enterprises—the solutions particularly affecting the development
of operational processes in manufacturing enterprises are trends related to shortages
of skilled workers, changes in consumer behavior, and changing data protection and
labor regulations.

The conducted research also allowed us to verify the hypotheses which we put for-
ward. The first hypothesis, “The impact of digitalization on process improvement in
production companies is not determined directly, but is modulated by trends in software
development”, was positively verified based on the partial least squares path modeling
(PLS) model. The second hypothesis, “There are characteristics of the company that affect
the absorption of digital solutions and their implementation in operational processes”,
was also positively verified using group comparison methods. The characteristics of the
company that have significant impacts on the use of solutions in the field of digitalization
trends were distinguished. These characteristics are the type of the company and the age of
the company.
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