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Abstract: This paper offers a study regarding regression and correlation analysis and intercompari-
son of stress concentration factors obtained from FEM analysis with factors imported from external
sources. The procedure for obtaining the stress concentration factors is implemented and demon-
strated on the shape configuration of an axially symmetric structural element with offset, tension
loading. It is a typical representation of stress concentrators of the shape-discontinuity-dimension-
load configuration applied in structural elements mainly from the engineering and construction
fields. The data thus obtained are then subjected to regression and simple correlation analysis. Three
regression models based on 2nd- and 3rd-degree polynomials and power function are applied. These
results are further subjected to a detailed procedure of comparison with the values of the stress
concentration factors obtained from two other independent sources. Finally, a detailed analysis of the
possible reasons for the registered value deviations is performed.

Keywords: stress concentrator; stress concentration factor; experimental and numerical stress analysis;
regression analysis

1. Introduction

The determination of stress concentration factors and their subsequent implementation
in the design process and condition assessment of structural elements and entire structures
is an essential element in the prediction of the behavior of structures affected by the notch
effect in different loading regimes. Historically, the problem of the notching effect was
initially addressed analytically. However, it was limited to simple shape-discontinuity-
dimension-load configurations and to the elastic deformation domain only. The present
means of stress–strain analysis allow relatively efficient determination of the stress con-
centration factors analytically, experimentally and numerically, simultaneously in all their
interaction possibilities of comparison and verification. Experimental methods with a
significant degree of application include the planar and spatial transmission Photostress®

method [1]. The obtained data of stress concentration factors are then arranged for the
various shape-dimension-load configurations and the basic types of discontinuities of
the structures, most often in the form of graphs, nomograms, or various approximation
equations, dependencies, etc. Combined, experimental–analytical methods may also be
applied. They are relatively faster and more efficient, although the results obtained are less
accurate. However, nowadays, a number of new, specific and shape-complex structural
elements are emerging for which such information is not available. In such cases, computer
simulations and computer modelling are a suitable solution. They make it possible to
subject a mathematical model of a real and shape-complex element to specific loads and
thus to obtain information on the progress and distribution of stresses and, where appro-
priate, deformations. Such a model can then be subjected to optimization procedures and
subsequently modified as required. An important element is the possibility of statistical
and correlation evaluation of the obtained results. Of the available numerical methods,
the finite element method is considered to be the most effective and the most widely used,
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where, with the correct definition of boundary conditions and loads, the correct choice of
the type and number of finite elements, etc., it is possible to obtain results comparable to
experimental methods. These can then be applied for comparison and verification purposes
as independent verification means in justified cases [2,3].

This paper does not seek to fundamentally question existing data, its sources and
methods of acquisition, which have been with us, in some cases, for several decades. On the
contrary, for a long period of time, they have been able to be applied relatively successfully
in various fields of design and assessment of structural elements and entire structures,
specifically from the fields of engineering and construction. However, if there is to be con-
tinuous progress and improvement in this field, it cannot only concern the relevant methods
of construction and design but also the input data and, in particular, the means of obtaining
them quickly, efficiently and economically. This also applies in full to the continuous
improvement of the accuracy and relevance of these data. This paper, using the exam-
ple of a simple and relatively frequently occurring shape-discontinuity-dimension-load
configuration, should highlight the relevant state of the art and the associated problems.

2. Notches as Stress Concentrators

In practical applications of structural components, especially in the field of engineering
and construction, it is often necessary to suddenly change the shape or cross-section of a
component from a functional point of view. At the points of any cross-sectional and shape
change in the structure (especially in cases of sudden changes), the continuity of the force
flow is disturbed, the force lines are locally condensed, resulting in a local increase in the
nominal stress. The presence of changes in the form of discontinuities in the structure leads
to a modification of the simple stress distribution over the cross-section or over a localized
volume of the component so that a local stress concentration is produced. This results
in complex uniaxial, biaxial or even triaxial stresses, with the stress peak located at the
root of the notch and its value decreasing towards the depth of the body [4–6]. Sources of
increasing stress concentration are referred to as stress concentrators or generally notches.
Notches can generally be divided into several basic groups:

• Structural notches, determined by shape and geometric changes in bodies in the form
of offsets, recesses, grooves, threads, holes, etc.;

• Technological notches, determined by the properties of the surface layer of the material
after chemical, thermal or mechanical processing, where a special role is played by
transitions between the resulting different material structures, traces of chip machining,
stamped markings, grooves, etc.;

• Metallurgical notches, associated with heterogeneity and anisotropy of the material
resulting from disturbances of the internal structure of the material (dislocations,
vacancies, scratches, etc.);

• Notches formed during the operation of the material due to aggressive environment
(corrosion) or wear (grooves, scratches) [7].

Of the types of notches mentioned, only structural notches are desirable from a
functional point of view. However, from a design and operational point of view, all stress
concentrators are undesirable. To a large extent, they negatively affect the service life of the
component and reduce its resistance to fatigue failure [8], because fatigue cracks initiate at
the locations of local stress increase [9].

Stress and strain analysis in the notch region is quite a challenging discipline. Histori-
cally, the regularities of stress changes with the notch region began to be more seriously
addressed in the 1930 by Neuber. However, this problem was addressed only at the level
of simple structural elements.

In this paper, according to Figure 1, 6 shape-discontinuity-dimension-load configura-
tions are considered:

(a) Axially symmetric 3-dimensional stepped tension bar of circular cross-section with
shoulder fillet.

(b) A 2-dimensional stepped flat tension bar with shoulder fillet.
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(c) Axially symmetric 3-dimensional tension bar of circular cross-section with a U-
shaped groove.

(d) A 2-dimensional flat tension bar with opposite U-shaped notches.
(e) A 2-dimensional infinitely wide thin flat body with opposite deep hyperbolic notches

in tension.
(f) A 3-dimensional infinitely wide body with deep hyperbolic groove in tension.
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Figure 1. The 6 configurations of shape-discontinuity-dimension-load stress concentrators identifiable
as (a–f).

3. Description of the Notch Effect

The so-called dimensionless stress concentration factor α, also called form factor, is
used to describe the notching effect. Two kinds of stress concentration factors can be
distinguished. In the technical literature, it is most commonly defined as the ratio of the
local maximum stress σmax, e.g., at the root of the notch and the nominal (mean, average)
stress value σnom in the weakened cross-section, according to the equation

α =
σmax

σnom
. (1)

However, there is some inconsistency in practice when applying the value of the
nominal stress to consider its value in the unweakened cross-section. However, this
difference may disappear if the dimensions of the notch are small compared to the overall
cross-sectional dimensions. The stress concentration factor takes into account the stress
increase induced by the change in the local geometry of the body as well as the effect of
detailed changes in the force flux in the cross-section. In general terms, however, the factor
is related to the stress component that gives it the largest value. It is therefore sometimes
referred to by indices of principal stress, e.g.,

α1 =
(σmax)1

σnom
. (2)

In the case of uniaxial tension, e.g., in the case of circular cross-sections of diameter d
subjected to a tensile force F, the nominal tension itself will be expressed by the relation

σnom = (σnom)1 =
4F

π · d2 . (3)

In the case of complex loading of the component where multi-axial stresses are as-
sumed, it is appropriate to consider transforming the stress components into an equivalent
uniaxial stress,

(σmax)eq = ν · (σmax)1, (4)



Appl. Sci. 2023, 13, 13328 4 of 20

which introduces the equivalent stress and the associated equivalent stress concentration
factor into the calculation

αeq =
(σmax)eq

σnom
= ν · α1. (5)

ν is a dimensionless stress coefficient (factor) dependent on the ratio of the stress compo-
nents at the most stressed location and on the strength hypothesis considered. For example,
according to the von Mises hypothesis, which can be used in the case of minimal plastic
deformation occurring, with a simple type of loading, not considering relaxation processes
in a triaxial tension with a triad of principal stresses σ1 > σ2 > σ3, the coefficient ν can be
expressed according to the relation

νVM =
(σmax)

VM
eq

σ1
=

√
σ2

1 + σ2
2 + σ2

3 − σ1σ2 − σ2σ3 − σ3σ1

σ1
. (6)

In the case of this hypothesis and considering the biaxial tension (σ3 = 0), this coeffi-
cient is determined by

νVM =

√
1− σ2

σ1
+

(
σ2

σ1

)2
. (7)

The theoretical stress concentration factor related to an ideally elastic material generally
corresponds to a higher stress concentration than actually occurs in the element due to
the initiation of local plastic deformations. For this reason, the so-called effective stress
concentration factor, which is equivalent to the effective notch factor, is introduced. With
more significant plastic deformations, the shape of the notch already changes and the
stress reduction is already significant. In practice, the resulting stress–strain state can be
expressed analytically by the so-called Neuber rule, which, among other things, relates
the stress concentration factor to the deformation. However, this rule loses accuracy with
increasing degree of plasticization [10,11].

4. Stress Concentration Induced by a Change in Cross-Sectional Area

In technical engineering practice, one of the most common forms of stress concentration
are the locations of sudden changes in the shapes and especially the sizes of the cross-
sectional areas. Such concentrators mainly concern bars, shafts and beams with tensile,
torsional and bending stresses and often providing functional movement. When designing
them, it is necessary to take into account not only the method of stressing but also to ensure
that it is functional and can be assembled into a system. The design of such structural
elements and their frequent cross-sectional changes are thus subject to many design con-
straints arising from the location of bearings, pulleys, gears and other structural elements.
From the point of view of the magnitude of stress concentration, the most unfavorable
condition is that of sharp transitions between cross-sections. The corresponding stress in
such a notch is then greater the more significant the change in cross-section [12,13].

The design of the transition method between shaft sections with different diameters
depends on whether an additional structural element is applied at a given location or
whether the geometry of the critical region can be varied within a certain range. Historically,
the sharp transition was initially replaced by a constant radius rounded transition. In order
to reduce stress concentration to the smallest possible level, this radius is chosen to be as
large as possible [13–15]. However, further experimental and numerical analyses have
shown that more significant peak stress reduction can be achieved by complex rounding
with variable radii. Such optimization of the transition curve can then lead to elliptical,
parabolic or other more complex shapes [6,16]. However, this approach requires case-by-
case optimization. The technological handling of more complex transitions can also pose
problems. Last but not least, such a solution must also satisfy the intended design layout.
For example, the transition radius must be smaller than the radius of curvature of the edge
of, e.g., the inner ring of the bearing. However, the size of the radius may already be so
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small that it may not be sufficient for the necessary peak stress reduction. In such a case, a
more optimization, design and technology-intensive solution is required, using, e.g., relief
grooves [6,17].

5. The Problem of Determining Stress Concentration Factors

The fundamental problem of determining stress concentration factors is the creation
or existence of a certain system solution for their fast, simple and efficient determination.
This is particularly relevant not only for existing, but also for new mutual configurations
or combinations of shape, dimension and loading. The results are most often represented
graphically, i.e., by tables, diagrams or nomograms. It is also possible to express them ana-
lytically by means of appropriate dependencies or equations. Among the more widespread
methods, methods based on experimental and numerical analyses, or combinations thereof,
may be mentioned. Whatever the approach used, however, the important criterion must be
to achieve acceptable precision and, at the same time, efficiency and statistical significance.

Experimental methods are mainly dominated by methods based on transmission
photoelasticity. However, a particular problem with this method is that the stress anal-
ysis of a certain group of objects, due to the evaluation methodology, is made difficult
or complicated by complex stress states. These are situations where, depending on the
shape-discontinuity-dimensions-load configuration, the stresses may be not only uniaxial
but also biaxial and in some cases even triaxial. In the case of triaxial strain, the applica-
tion of spatial photoelasticity would be required, but this is a rather labor-intensive and
challenging procedure. The reflection method (Photostress®) is much less suitable for
these situations. A relatively unsuitable method for such cases is the strain-gauge method,
which is a fairly widespread and well-established method in other stress analysis cases.
The inappropriateness of this method lies in the applied principle of measuring small
deformations and the consequent inability to capture large stress and strain gradients in the
conditions of small stress concentrator regions. Moreover, the situation is more complex,
e.g., in the case of 3D axially symmetric and other objects. In this case, it is particularly
challenging to obtain data on the gradients of the quantities of interest, and the problem is
not only related to the strain-gauge method, but also to reflection photoelasticity. However,
any applied experimental method requires, in addition to the respective hardware and
software means of the measurement chains, mainly a corresponding physical model as
a material object for each shape-discontinuity-dimension-stress configuration separately.
But then such procedures are unacceptably time-consuming and economically demanding.
Some advances in the creation of physical models for these purposes can be brought about
by modern additive 3D printing technologies.

Rotationally symmetric and spatially symmetric objects, e.g., according to Figure 1c are
typical examples of objects with a complex stress state. According to our classification, they
are axially symmetric 3-dimensional tension bar of circular cross-section with a U-shaped
groove. In this case, the largest increase in stress from the nominal value (σnom)1 occurs at
the root of the notch, assuming perfectly elastic tension at all points along the perimeter
of the cross-section. This maximum stress has a perpendicular direction to the smallest
cross-section of the bar. This is the axial stress (σmax)1 denoted by the index 1. At the root
of the notch for x = 0, in addition to this stress, there is a peak circumferential stress of
magnitude (σmax)2. If the free unloaded surface of the root of the notch is assumed, then
the third principal stress in the direction of the radius of the bar, i.e., in the radial direction,
is zero (σ3 = 0). This location is then corresponded by the corresponding equivalent stress
concentration factor αeq and stress factor ν(x=0). However, the stress factor varies from
location to location. For the surface of the notch where biaxial tension is assumed, it is
possible to write ν(x=0) = νII. Below the surface of the notch towards the inside of the
bar for x > 0, the tension is triaxial, so in general ν(x>0) = νIII. The progression of the
individual principal stresses and the equivalent stress according to von Mises theory for
this configuration is shown in Figure 2.



Appl. Sci. 2023, 13, 13328 6 of 20

Appl. Sci. 2023, 13, x FOR PEER REVIEW 6 of 21 
 

stress of magnitude (σmax)2. If the free unloaded surface of the root of the notch is assumed, 
then the third principal stress in the direction of the radius of the bar, i.e., in the radial 
direction, is zero (σ3 = 0). This location is then corresponded by the corresponding equiv-
alent stress concentration factor αeq and stress factor ν(x=0). However, the stress factor varies 
from location to location. For the surface of the notch where biaxial tension is assumed, it 
is possible to write ν(x=0) = νII. Below the surface of the notch towards the inside of the bar 
for x > 0, the tension is triaxial, so in general ν(x>0) = νIII. The progression of the individual 
principal stresses and the equivalent stress according to von Mises theory for this config-
uration is shown in Figure 2. 

 
Figure 2. The course of the individual relative principal stresses and equivalent von Mises stresses 
for the shape configuration (c) in the smallest cross-section as a function of the dimensionless pa-
rameter x/r. 

In this case, the greatest concentration of equivalent stresses is at the surface of the 
bar at the root of the notch. However, for a different notch shape, the largest value of 
equivalent stress is located below the surface of the root of the notch. During cyclic load-
ing, it is at these locations that the first fatigue damage and fatigue cracks may occur. 

Among the numerical solutions for the determination of the stress concentration fac-
tors, the finite and boundary element methods (FEM and BEM) can be mainly included. 
Numerical solutions require, of course, in addition to powerful and stable hardware and 
software resources, first of all the creation of numerical models. An important factor in 
numerical solutions is the question of the method, quality and detail of the meshing, or 
finite or boundary element generation. It is a question of applying a kind of trade-off be-
tween simplicity and speed of solution on the one hand and the achieved accuracy and 
statistical significance on the other hand. 

In practice, hybrid or combined approaches (solutions) are also applied. One exam-
ple is the experimental-approximation transformation approach. Since the stresses of 
3D—axis(rotationally)symmetric versions—are considerably more difficult to analyze ex-
perimentally, e.g., by the transmission Photostress® method, than those of 2D—flat ver-
sions—a combined approach is chosen. Its essence is that the strain of the 2D version is 
experimentally investigated and this is then approximated or transformed to the 3D ver-
sion using known and validated approximation relations. Such an approach may not give 
the most accurate results, but is relatively fast and efficient.  

Thus, for example, the experimentally obtained value of αd for the 2D dimensionally 
finite flat version of the shape configuration (d) is approximated to αc for the 3D dimen-
sionally finite rotationally symmetric version of the shape configuration (c) by multiplying 
by the fraction of the values of αf and αe according to αα α α= f

c d
e

, (8)

Figure 2. The course of the individual relative principal stresses and equivalent von Mises stresses
for the shape configuration (c) in the smallest cross-section as a function of the dimensionless
parameter x/r.

In this case, the greatest concentration of equivalent stresses is at the surface of the bar
at the root of the notch. However, for a different notch shape, the largest value of equivalent
stress is located below the surface of the root of the notch. During cyclic loading, it is at
these locations that the first fatigue damage and fatigue cracks may occur.

Among the numerical solutions for the determination of the stress concentration
factors, the finite and boundary element methods (FEM and BEM) can be mainly included.
Numerical solutions require, of course, in addition to powerful and stable hardware and
software resources, first of all the creation of numerical models. An important factor in
numerical solutions is the question of the method, quality and detail of the meshing, or
finite or boundary element generation. It is a question of applying a kind of trade-off
between simplicity and speed of solution on the one hand and the achieved accuracy and
statistical significance on the other hand.

In practice, hybrid or combined approaches (solutions) are also applied. One ex-
ample is the experimental-approximation transformation approach. Since the stresses
of 3D—axis(rotationally)symmetric versions—are considerably more difficult to analyze
experimentally, e.g., by the transmission Photostress® method, than those of 2D—flat
versions—a combined approach is chosen. Its essence is that the strain of the 2D version
is experimentally investigated and this is then approximated or transformed to the 3D
version using known and validated approximation relations. Such an approach may not
give the most accurate results, but is relatively fast and efficient.

Thus, for example, the experimentally obtained value of αd for the 2D dimensionally
finite flat version of the shape configuration (d) is approximated to αc for the 3D dimen-
sionally finite rotationally symmetric version of the shape configuration (c) by multiplying
by the fraction of the values of αf and αe according to

αc = αd
αf
αe

, (8)

where αe and αf are experimentally obtained stress concentration factors with dependence
on dimensionless r/d ratios according to Figure 3. αe is the factor for the 2D dimensionally
infinite flat version of the shape configuration (e) and αf is the factor for the 3D dimension-
ally infinite rotationally symmetric version of the shape configuration (f). The dependence
of each of the quantities αe and αf is shown in Figure 3 by a pair of curves belonging to
two different ranges of α values and two different r/d ratio ranges. The affiliation of the
curve to one of the two pairs of scales is indicated by arrows—either to the right and up or
to the left and down. The dependencies for αf for the left and bottom scales are given for
three values of the Poisson ratio µ.
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Similarly, it is possible to recalculate the experimentally obtained value αb for the 2D
dimensionally finite flat version of the shape configuration (b) to αa for the 3D dimensionally
finite rotationally symmetric version of the shape configuration (a) according to

αa = αb
αf
αe

. (9)

The courses of the αb and αa factors as a function of the dimensionless ratios r/d and
D/d or H/d, respectively, are shown in Figures 4 and 5. Diagrams in Figures 2–5 were
created based on the literature [18].

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 21 
 

 
Figure 4. Experimentally obtained stress concentration factor αb with dependence on dimensionless 
ratios r/d and H/d. 

 
Figure 5. Stress concentration factor αa obtained by transformation from 2D to 3D with dependence 
on dimensionless ratios r/d and D/d. 

The correlation of the individual factors αa, αb, αc, αd, αe, and αf of the 2D shape con-
figurations (b), (d), (e) and 3D shape configurations (a), (c), (f) of the tensile stress concen-
trators of Figure 1 can also be expressed by the symbolic proportion diagram of Figure 6. 
The validity of the above relations has been partially verified experimentally and numer-
ically not only for tensile loading but also for torsion and bending loading. 

 
Figure 6. Correlation of stress concentration factors αa, αb, αc, αd, αe, and αf in symbolic proportion 
for 2D and 3D shape configurations. 

The graphical representation αa of Figure 5 is complemented or expressed also by 
analytical approximations depending on the dimensionless 2t/D ratio according to [15] 

Figure 4. Experimentally obtained stress concentration factor αb with dependence on dimensionless
ratios r/d and H/d.



Appl. Sci. 2023, 13, 13328 8 of 20

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 21 
 

 
Figure 4. Experimentally obtained stress concentration factor αb with dependence on dimensionless 
ratios r/d and H/d. 

 
Figure 5. Stress concentration factor αa obtained by transformation from 2D to 3D with dependence 
on dimensionless ratios r/d and D/d. 

The correlation of the individual factors αa, αb, αc, αd, αe, and αf of the 2D shape con-
figurations (b), (d), (e) and 3D shape configurations (a), (c), (f) of the tensile stress concen-
trators of Figure 1 can also be expressed by the symbolic proportion diagram of Figure 6. 
The validity of the above relations has been partially verified experimentally and numer-
ically not only for tensile loading but also for torsion and bending loading. 

 
Figure 6. Correlation of stress concentration factors αa, αb, αc, αd, αe, and αf in symbolic proportion 
for 2D and 3D shape configurations. 

The graphical representation αa of Figure 5 is complemented or expressed also by 
analytical approximations depending on the dimensionless 2t/D ratio according to [15] 

Figure 5. Stress concentration factor αa obtained by transformation from 2D to 3D with dependence
on dimensionless ratios r/d and D/d.

The correlation of the individual factors αa, αb, αc, αd, αe, and αf of the 2D shape
configurations (b), (d), (e) and 3D shape configurations (a), (c), (f) of the tensile stress
concentrators of Figure 1 can also be expressed by the symbolic proportion diagram of
Figure 6. The validity of the above relations has been partially verified experimentally and
numerically not only for tensile loading but also for torsion and bending loading.
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The graphical representation αa of Figure 5 is complemented or expressed also by
analytical approximations depending on the dimensionless 2t/D ratio according to [15]

αCt = c3

(
2t
D

)3
+ c2

(
2t
D

)2
+ c1

(
2t
D

)1
+ c0

(
2t
D

)0
. (10)

The quantity t was expressed on the basis of the relation

t =
D− d

2
. (11)

The individual dimensionless coefficients of ci are expressed based on the dimension-
less t/r ratio according to the relations in Table 1.

To determine the values of αa for the shape configuration (a) Tipton [18] based on FEM
analyses offers analytical dependence in shape

αTi = 0.493 + 0.48
(

D
d

)−2.43
+
( r

d

)−0.48
·

√√√√3.43− 3.41 (D/d)2 + 0.0232 (D/d)4

1− 8.85 (D/d)2 − 0.078 (D/d)4 . (12)

The relationship is recommended by Tipton and applicable to a wide range of dimen-
sionless parameter ratios 0.002 ≤ r/d ≤ 0.3 and 1.01 ≤ D/d ≤ 6.0.
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Table 1. Dimensionless coefficients ci as functions of dimensionless t/r ratios to determine stress
concentration factors according to relation (10).

0.1 ≤ t/r ≤ 2.0 2.0 ≤ t/r ≤ 20.0

c3 0.365− 2.098
√

t/r + 0.878 t/r −0.593− 0.028
√

t/r− 0.106t/r

c2 −0.302 + 3.977
√

t/r− 1.744 t/r 2.198− 0.486
√

t/r + 0.165t/r

c1 0.012− 3.036
√

t/r + 0.961 t/r −1.805− 0.346
√

t/r− 0.038t/r

c0 0.926 + 1.157
√

t/r− 0.099 t/r 1.200 + 0.860
√

t/r− 0.022t/r

6. Stress FEM Analysis of Shape-Discontinuity-Dimensions-Load Configuration (a)

The subject of numerical stress analyses for subsequent comparison and statistical
evaluation was the shape-discontinuity-dimensions-load configuration (a) according to
Figure 1. The overall dimensions were defined by a trio of parameters: the larger diameter
D, the smaller diameter d, and the transition radius or the radius of curvature of the
transition curve r.

The aim of the numerical analyses was to determine the nominal and maximum
equivalent and principal normal stresses in the critical, i.e., transition region of the indi-
vidual diameters. These should then be the main characteristic defining the peak stress
of the notching effect. The data obtained were then used to express (quantify) the stress
concentration factors for specific values of diameters D, d, radius r, and ratios D/d and r/d,
respectively, in the axial tension loading regime.

Since the FEM analysis of configuration (a) was the case of an axially loaded rotation-
ally (axially)-symmetric element, the numerical modelling could be made more efficient
by using a two-dimensional axisymmetric shell model with a longitudinal axis of rotation
and with appropriate consideration of the configuration in the definition of the boundary
conditions (Figure 7). The definition of the transition curve for the case t > r was imple-
mented in the form of a circular arc with radius r passing through the edge of the larger
shaft cross-section and tangent to diameter d. In the other cases, the circular arc took the
form of a tangent to the respective edges.
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The appropriate working values for the D/d and r/d ratios and their intercombi-
nations were chosen to ensure that the analyses included the full applicable range of
dependencies for the stress concentration factors imported from the other sources being
compared. Another important criterion was to maintain a certain minimum statistical
significance of the obtained results but without a huge increase in the number of individual
simulations required.

Based on these criteria, 4 individual r/d ratios with values of 0.01, 0.05, 0.08 and 1.10
were selected for the 4 individual selected D/d ratios with values of 1.01, 1.02, 1.05 and
1.10, respectively. Similarly, for 4 individual selected D/d ratios with values of 1.2, 1.5, 2.0
and 3.0, 4 individual r/d ratios were selected with values of 0.01, 0.05, 0.08 and 1.10. This
provided the basis for 2 × 4 × 4 = 32 combinations of input data. For the selected D/d
and r/d ratios and the selected diameter size value D = 50 mm, the d and r values were



Appl. Sci. 2023, 13, 13328 10 of 20

expressed to 3 decimal places in the next step. For each such case, a separate geometric
model of the shaft was then generated, made as an axisymmetric shell element with a
longitudinal axis of rotation.

In the range of elastic deformations, the stress concentration factors were assumed
to be independent of the material characteristics (properties) and the magnitude of the
load, assuming isotropy of the material properties. The material considered was a standard
steel, with the following characteristics: Young’s modulus E = 210 GPa and Poisson’s ratio
µ = 0.3.

For all combinations of D/d and r/d ratios, the model was loaded by a single force
F = 2 kN applied axially in the direction of the longitudinal axis of the element (shaft). The
model is loaded by tensile forces.

Since the results of numerical simulations are mainly influenced by the quality and
size of the finite elements, it was advisable to define the location of the transition curve
with the smallest possible elements. In this case, an element size of 0.25 mm was chosen for
the investigated region.

For the needs of local refinement of the mesh, a non-uniform distribution of elements
along the edges of the model was chosen. Along the curve and its transition to a small
shaft radius, a fixed size of 0.25 mm was defined, and towards both ends of the shaft, a
bias function was used to determine the element size, which prescribed an increase in
element size from 0.25 mm to 4.0 mm with an increasing tendency towards the edge. The
critical region investigated was 8 layers of elements interleaved with a regular arrangement
towards the volume of the component. Although the choice of finite element type may
not have a significant effect on the accuracy of the results, a more regular arrangement
of the grid elements was achieved solely by the choice of four-node quadratic elements.
Quadratic quadrilateral elements of type CAX8R were used for discretization and the FEM
analysis was performed in the ABAQUS programming environment.

In total, several dozen models were created for different combinations of D/d and r/d
ratios. In order to increase the accuracy of the analysis, it was necessary to make adequate
adjustments to the FE mesh for each numerical model, while ensuring the regularity
of the arrangement of the elements in the investigated region. The final choice of the
element size while gradually reducing the element size was completed at the stage when a
negligible change in stress had already been achieved by the previous refinement of the
mesh. The main monitored output of each simulation was the maximum normal stresses
identified at the point of intersection of adjacent diameters. The maximum values of the
equivalent stresses σVM according to the von Mises theory and the principal normal stresses
σ1 in the longitudinal axis direction, i.e., in the direction of the applied loading force F,
were monitored.

The many results obtained from FEM analyses are illustrated by several examples in
Figures 8–11. Figure 8 shows the equivalent stress field according to the von Mises theory
on a quarter 3D model with a close-up of the 2D view in Figure 9 at the location of the
transition arc. Figure 10 shows the field of principal normal stresses in the longitudinal axis
direction on the quarter 3D model with detail in Figure 11 in 2D view at the location of the
transition arc.
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7. Regression and Correlation Analysis of Stress Concentration Factor Values
Obtained from FEM Analysis

Based on the values of the normal stresses σVM and σ1 obtained by FEM analysis, the
stress concentration factors αVM and αS1 were then expressed by dividing the corresponding
stresses and σVM, σ1, respectively, by the corresponding nominal value σnom according to
the relations

αVM =
σVM

σnom
, αS1 =

σ1

σnom
. (13)

For the purpose of comparison of the data thus obtained, the values of the stress
concentration factors of αCt and αTi from the imported sources were expressed in parallel.
The concentration factor of αCt was obtained by applying the graphical basis of Figure 5
and the corresponding analytical dependence (10), respectively, and the corresponding
concentration factors of Table 1. The concentration factor αTi was obtained by applying
the analytical dependence (12). For each of the 8αVM dependencies, a regression analysis
was simultaneously performed to replace these dependencies with analytical functions
by a triplet of regression models P3, P2, and Pw and the corresponding trend lines TL1,
TL2, and TL3, respectively. The chosen replacement was by the 3rd-degree polynomial of
P3 according to relation (14), the 2nd-degree polynomial of P2 according to relation (15)
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and the power function of Pw according to relation (16). All models are expressed by the
functional dependence on the dimensionless parameter r/d

αVMP3 = b3

( r
d

)3
+ b2

( r
d

)2
+ b1

( r
d

)1
+ b0

( r
d

)0
, (14)

αVMP2 = b2

( r
d

)2
+ b1

( r
d

)1
+ b0

( r
d

)0
, (15)

αVMPw = b1

( r
d

)b0
. (16)

The values of regression coefficients b3, b2, b1, and b0 obtained by regression analysis
for individual regression models represented by regression functions P3, P2, and Pw
for D/d ratios are shown in Table 2. At the same time, the values of the coefficient of
determination R2 are also given. The regression and stress analysis was performed in the
MS Excel software environment as a part of Microsoft Office 2013 Professional Plus.

Table 2. Regression coefficients b3, b2, b1, and b0 and coefficients of determination R2 as a functions
of D/d ratios of individual regression models.

D/d Regression f. b3 b2 b1 b0 R2

[-] (Trend line) [-] [-] [-] [-] [-]

1.01 Polynomial P3◦ −981.50 241.780 −20.9200 1.8664 1.0000
Polynomial P2◦ x 77.795 −13.6090 1.8047 0.9932

Power Pw x x 0.8575 −0.1450 0.9938

1.02 Polynomial P3◦ −1154.10 304.120 −27.9510 2.1979 1.0000
Polynomial P2◦ x 111.300 −19.3550 2.1254 0.9952

Power Pw x x 0.8323 −0.1830 0.9944

1.05 Polynomial P3◦ −2991.90 547.620 −46.3450 2.8687 1.0000
Polynomial P2◦ x 164.690 −29.2720 2.7247 0.9923

Power Pw x x 0.8101 −0.2400 0.9978

1.10 Polynomial P3◦ −2870.70 720.840 −63.3570 3.5802 1.0000
Polynomial P2◦ x 241.200 −41.9730 3.3999 0.9938

Power Pw x x 0.8084 −0.2840 0.9971

1.20 Polynomial P3◦ −138.63 79.631 −16.5140 2.7220 1.0000
Polynomial P2◦ x 19.139 −9.0341 2.4705 0.9937

Power Pw x x 0.9934 −0.2440 0.9974

1.50 Polynomial P3◦ −221.08 124.970 −25.1040 3.3938 1.0000
Polynomial P2◦ x 28.496 −13.1760 2.9928 0.9919

Power Pw x x 0.9489 −0.3100 0.9967

2.00 Polynomial P3◦ −266.22 149.270 −29.6360 3.7337 1.0000
Polynomial P2◦ x 33.107 −15.2720 3.2509 0.9912

Power Pw x x 0.9197 −0.3420 0.9972

3.00 Polynomial P3◦ −275.25 154.790 −30.9020 3.8487 1.000
Polynomial P2◦ x 34.679 −16.0510 3.3495 0.9916

Power Pw x x 0.9038 −0.3570 0.9980

The resulting courses of concentration factors αCt, αVM, αVMP3, αVMP2, αVMPw, αS1
and αTi as functions of the dimensionless ratios r/d for certain specific values of the
dimensionless ratios D/d are jointly plotted in Figures 12–14, respectively—Figure 12 for
D/d ratios of 1.01, 1.02, 1.05 and 1.10, Figure 13 for D/d ratios of 1.2 and 2.0 and Figure 14
for D/d ratios of 1.5 and 3.0.
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8. Mutual Comparison of Stress Concentration Factors Obtained from FEM Analyses
and Stress Concentration Factors Imported from External Sources

In this section of the paper, a comparison is made between the values of the stress
concentration factors αVM obtained by FEM analysis and the values αCt and αTi imported
from external sources. The basic indicator will be the percentage difference ∆αCt and ∆αTi
of the values of the concentration factors αCt and αTi compared to the reference value of the
concentration factors αVM according to the relations

∆αCt =
αCt − αVM

αVM
· 100 [%], ∆αTi =

αTi − αVM

αVM
· 100 [%] (17)

The data thus obtained are graphically interpreted in the graphs in Figures 15 and 16.
The percentage differences of ∆αCt and ∆αTi as a function of r/d for D/d ratios of 1.01, 1.02,
1.05 and 1.10 are shown in Figure 15 and for D/d ratios of 1.2, 1.5, 2.0 and 3.0 are shown in
Figure 16.
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9. Summary Evaluation of the Analyses Performed and Results Obtained
9.1. Evaluation of FEM Analyses

Based on the detailed evaluation of the FEM data, it can be concluded that the maxi-
mum values of the equivalent stresses σVM and the principal normal stresses σ1 are localized
to the region of the transition curve connection to the surface of the shaft section with
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diameter d. The maxima of the principal normal stresses show slightly higher values in
the range of 2–3% compared to the equivalent stresses. In terms of stress distribution, the
principal normal component shows a more significant representation of higher stress levels
in the direction of the element volume, while at the same time, in contrast to the equivalent
stresses, very slightly higher stress levels are observed throughout the shaft volume at the
d-diameter level. In terms of the orientation of the principal normal stresses, tensile stresses
dominate, except at the beginning of the transition curve where negligible compressive
stresses are observed. The nominal values of the normal stresses σnom were expressed for a
smaller circular cross-section with diameter d according to relation (3).

Due to the smooth transition of stress levels and the absence of abnormalities in
the form of stress singularities, the choice of the finite element type and the method of
discretization of the structure can be described as appropriate, in agreement with the
conclusions in, e.g., [3].

9.2. Evaluation of Regression and Correlation Analyses

In all regression and correlation analyses performed, the value of determination R2,
which should capture the confidence level, was in the relatively high and narrow range of
0.991–1.000. This implies that each of the models within the terms of the analysis could
be considered statistically acceptable, with a high level of confidence. The highest value
of R2 = 1.000 belonged to all P3 regression models with a polynomial dependence of
degree 3. However, based on a visual assessment of the degree of overlap of each regression
curve with the original dependence for αVM, the power function Pw can be considered the
most acceptable regression dependence for all cases. Its advantage over the polynomial
dependencies P3 and P2 is also its relative simplicity. At the same time, the relatively small
statistical sets, always containing 4 elements, can be mentioned as the main limiting factor
in the analyses performed.

A number of sophisticated statistical tests are available to test the reliability and valid-
ity of the proposed regression models and specific regression relationships in more detail,
to investigate their specific properties and to detect even their less obvious shortcomings.
These may be, for example, normality tests, autocorrelation tests, and homoskedasticity
tests, the procedural principles of which are elaborated, e.g., in [19].

9.3. Evaluation of the Differences between the Obtained and Imported Stress Concentration Factors

The evaluation of the differences ∆αCt and ∆αTi between the stress concentration
factors αVM obtained by FEM analyses and the imported stress concentration factors αCt
and αTi is performed in two bands separately for D/d in the 1st band from 1.01 to 1.10 and
in the 2nd band from 1.2 to 3.0.

In the 1st D/d band from 1.01 to 1.10, the lines for ∆αCt form a relatively compact
bundle of lines in a relatively narrow range of approximately −3–0%. The only exception is
the line for the largest ratio D/d = 1.10, for which in the lower r/d range the of ∆αCt value
reaches an anomalous level of up to −8%. This implies that the αCt quantities are slightly
to moderately underestimated in this D/d band relative to the αVM quantities. The lines
for ∆αTi are already less compact with respect to each other. There is a tendency for αTi to
be significantly underestimated relative to αVM in the range −13 to −7% for D/d = 1.01
to a tendency for αTi to be slightly overestimated relative to αVM in the range 7.5–5% for
D/d = 1.10 Thus, overall, the values of αCt and αTi relative to the values of αVM in this D/d
band range with a difference in the larger interval −13 to 7.5% for the lower r/d range to
the gradually narrowing interval −7 to 5% for the upper r/d range.

In the 2nd band, i.e., for D/d from 1.2 to 3.0 in terms of the differences ∆αCt and ∆αTi, a
remarkable phenomenon can be observed to some extent. Indeed, in the compactness/non-
compactness and underestimation/overestimation tendencies, the quantities αCt and αTi
have switched roles. The quantities ∆αCt form a less compact bundle of lines. At the same
time, there is a tendency for the αCt quantity to underestimate the αVM quantity in the
range −7 to −3% for the lower range of r/d values and all D/d ratios to a tendency for the
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αCt quantity to overestimate the αVM quantity in the range 0–6% for the upper range of r/d
values and again for all D/d ratios. The ∆αTi quantities here form a fairly compact bundle
of lines in the range 6.5–9% for the lower range of r/d values and all D/d ratios to the range
5–7% for the upper range of r/d values and all D/d ratios. Hence, the αTi quantities are
overestimated in this D/d range relative to the αVM quantities in the range of 5–9% for the
entire range of r/d ratios. Thus, overall, the values of αCt and αTi relative to the values of
αVM in this D/d band range with a difference in the larger interval of 7 to 9% for the lower
r/d range to a progressively narrower interval of 0 to 7% for the upper r/d range.

The tendency for the range of differences of the values of the stress concentration
factors αCt and αTi to change with respect to the values of αVM from the lower range of r/d
ratios (the larger range of differences ∆α) to the upper range of r/d ratios (the smaller range
of differences ∆α) is exactly the same in the two bands for D/d.

Thus, in some cases, the analyses found differences dependent on the r/d ratio with no
apparent dependence on D/d. In some other cases, the opposite was true. In the remaining
cases, no trend dependence was found, i.e., neither on r/d ratios nor on D/d ratios.

Similar conclusions about the ambiguity of the results can be found in the relevant lit-
erature. For example, according to several data from available sources, some authors, based
on experimental measurements with the Photostress® method, consider the waveforms or
their analytical dependencies according to [15] or from the corresponding older versions to
be correct, or for some d/D ratios to be slightly overestimated. According to [20], similar
conclusions can be drawn on the basis of FEM analyses. On the contrary, according to other
FEM analyses performed, e.g., by Tipton et al. [18], these results are underestimated, with a
difference of up to 40% being reported in some cases. More details are given in Section 5,
where Tipton recommends to use formula (12).

10. Possible Reasons for Differences between the Analyzed and Compared Data

Explaining the reasons for the differences in the data obtained is a good topic for further
analysis and research. The source of these differences may be determined by a number
of factors. To achieve the relevant criteria of reliability and validity, the methodology for
the preparation and implementation of the modelling (analytical, experimental, numerical,
combined) and the subsequent evaluation and interpretation of the results will play an
important role. For example, if the emphasis is on the accurate determination of the values
of the stress concentration factors, it is not appropriate to start from an approximation
equation for geometric parameter configurations for which there is no corresponding curve
or dependence in the graphs and diagrams. This may also be the case if the value sought is
the limiting, i.e., initial or final, value of the curve, or there is a reading outside the specified
range. Deviations from reality may also be cumulated, for example, by inaccuracy of the
data due to inaccurate readings from graphical sources of information, e.g., diagrams and
nomograms. The lack of accuracy of any approximation equation may also be a source of
problems. In the case of experimental solutions, typically, e.g., by the Photostress® method,
it is a question of the quality of the experimental object, i.e., the physical model, namely
its geometric and dimensional accuracy, the quality of the optically sensitive material, the
methods of fitting and loading the model, etc. In the case of an experiment, it is also a
question of the reliability achieved, the accuracy and sensitivity of the measurement chain
used, the correctness of the data reading location, particularly the extremes, the choice of
suitable sensors, etc. In the case of numerical solutions, typically, e.g., by applying FEM, it
is a question of the choice of the appropriate software, the type of analysis, the development
of the numerical model, the type of finite elements applied, the quality and quantity of
meshing, the choice of boundary conditions, etc.

At the same time, other more complex factors that may influence or distort the results
are not mentioned in this evaluation. These include, for example, the issue or consideration
of the occurrence of microplastic deformation, linking the analyses to factors related to
fracture mechanics issues, etc. In addition, the subject of the analysis was a simple configu-
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ration in which, for example, the optimization of the shape and dimensions of the transition
curve was not addressed.

11. Conclusions

The study presented in this paper, on the basis of the analyses performed and the com-
parison of the corresponding results, points to the fact that even for such configurationally
relatively simple cases of shape-discontinuity-dimensions-load design elements, there is
no or cannot be a generally unambiguous recommendation of a preferred approach to the
choice of data or information source or to the method of obtaining it. From the analyses and
simulations carried out, it is difficult to conclude clearly which of the methods compared for
determining the stress concentration factors underestimates or overestimates the notching
effect of a sudden change in shaft cross-section by a certain margin. At the same time,
therefore, it is not possible to determine unambiguously and objectively the accuracy of any
particular approach or data source. It is only possible to state positive or negative differ-
ences or a tendency to relative underestimation or overestimation without determining the
degree of correctness of the solution. Moreover, it is not possible to put these differences
into a clear and obvious connection or continuity with respect to either the origin of the
data source or modelling (analytical, experimental, numerical, combined) or with respect
to the values of the input parameters, e.g., the ratios r/d and D/d as independent variables.

The above issues are also fully applicable to the continuously emerging new cases
of stress concentrators, which have not yet been analyzed at all from the point of view of
stress concentration factors. Until such a time when appropriate methodologies have been
developed and verified in practice, it is of course possible to continue to make use of existing
available data and data sources. It is just necessary to be constantly aware of and take into
account the relevant or certain degree of uncertainty. Thus, it is precisely the knowledge of
which approach, and to what extent, underestimates or overestimates the relevant notching
effect more that can be welcome information for the designer in this process. Another
piece of information provided by this paper is the regression analysis of some of the data
obtained by FEM analysis in the form of individual regression dependencies.
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